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Abstract. Cluster analysis is one of the popular data mining techniques and it is defined as the process of

grouping similar data. K-Means is one of the clustering algorithms to cluster the numerical data. The features of

K-Means clustering algorithm are easy to implement and it is efficient to handle large amounts of data. The

major problem with K-Means is the selection of initial centroids. It selects the initial centroids randomly and it

leads to a local optimum solution. Recently, nature-inspired optimization algorithms are combined with clus-

tering algorithms to obtain the global optimum solution. Crow Search Algorithm (CSA) is a new population-

based metaheuristic optimization algorithm. This algorithm is based on the intelligent behaviour of the crows. In

this paper, CSA is combined with the K-Means clustering algorithm to obtain the global optimum solution.

Experiments are conducted on benchmark datasets and the results are compared to those from various clustering

algorithms and optimization-based clustering algorithms. Also the results are evaluated with internal, external

and statistical experiments to prove the efficiency of the proposed algorithm.

Keywords. Data mining; cluster analysis; K-Means; Particle Swarm Optimization; Crow Search Optimization

algorithm.

1. Introduction

Data mining techniques extract knowledge from large

amount of data. These techniques include classification,

clustering, association rules, etc. Cluster analysis is the

unsupervised technique grouping the data without knowing

the class labels. Clustering is applied in many application

areas such as biology, security, business intelligence and

web search [1]. Clustering can be divided into two cate-

gories: hard and soft clustering. In hard clustering, the same

object can belong to only a single cluster. In soft clustering,

the same object can belong to different clusters.

Clustering algorithms are classified into two categories:

partitional and hierarchical. Partitional clustering algo-

rithms form the clusters by partition of the data objects into

groups. Hierarchical clustering algorithms form the clusters

by the hierarchical decomposition of data objects. K-Means

clustering algorithm is one of the partitional clustering

algorithms and it is popular and most widely used due to its

simplicity and efficiency. It chooses the initial centroid

randomly from the data objects and uses the Euclidean

distance to measure the distance between the data objects

and its cluster centroid. K-Means algorithm gives a local

optimum solution due to its selection of initial centroids.

A number of optimization algorithms are developed to

provide the global optimum solution. Optimization algo-

rithms are categorized into heuristic and metaheuristic.

Heuristic means ‘to find’ or ‘to discover by trial and error’

and ‘meta’ means ‘beyond’ or ‘higher level’ [2]. Some of

the nature-inspired metaheuristic optimization algorithms

are Genetic Algorithm [3, 4], Ant Colony Optimization [5],

Simulated Annealing (SA) [6], Particle Swarm Optimiza-

tion [7, 8], Tabu Search [9, 10], Cat Swarm Optimization

[11], Artificial Bee Colony [12–14], Cuckoo Search Algo-

rithm [15, 16], Gravitational Search Algorithm [17], Firefly

Algorithm [18], Bat Algorithm [19], Wolf Search Algo-

rithm [20] and Krill Herd [21].

Crow Search Algorithm (CSA) is one of the population-

based metaheuristic optimization algorithm and it was intro-

duced by Alireza Askarzadeh [22]. This algorithm simulates

the intelligent behaviour of crows. Crows are considered as

one of the world’s most intelligent birds. This algorithm is

based on finding the hidden storage position of excess food.

Finding food source hidden by another crow is not a easy task

because if a crow finds anyone following it, it tries to fool the

crow by moving to another position.

To overcome the K-Means local optimum problem, in

this paper a new clustering algorithm by hybridized Crow

Search Optimization and K-Means clustering algorithms

called CSAK Means is proposed.
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The organization of this paper is as follows. Section 2

describes the related researches in the literature. Section 3

describes the K-Means clustering algorithm and the CSA is

discussed in section 4. Section 5 describes the proposed

CSAK Means clustering algorithm. The experimental

analysis is discussed in section 6. Conclusion and future

works are provided in section 7.

2. Related works

In this section, some of the optimization algorithms

approaches for clustering problems and hybridization of

optimization algorithms with K-Means are discussed.

Ant Colony Optimization approach for clustering prob-

lem is given in [23]. SA algorithm approach for clustering

problem was proposed in [24]. Particle Swarm Optimiza-

tion approach for clustering problem is given in [25]. Tabu

Search algorithm approach for clustering problem was

proposed in [26]. Artificial Bee Colony Optimization

approach for clustering problem is given in [27, 28]. Cat

Swarm Optimization algorithm for clustering was proposed

in [29].

Genetic Algorithm combined with K-Means was

developed in [30]. Hybrid clustering algorithm based on

K-Means and ant colony algorithm was proposed in

[31]. Cluster analysis with K-Means and SA was intro-

duced in [32]. K-Means clustering algorithm based on

Particle Swarm Optimization was proposed in [33, 34].

Tabu-Search-based K-Means was developed in [35].

Artificial Bee Colony based K-Means algorithm was

proposed in [36]. Combination of Gravitational Search

algorithm with K-Means was introduced in [37]. Firefly

Algorithm combined with K-Means was proposed in

[38]. Bat Algorithm combined with K-Means was pro-

posed in [39]. Wolf Search Algorithm, Cuckoo Search,

Bat Algorithm, Firefly Algorithm and Ant Colony

Optimization algorithms integrated with K-Means are

introduced in [40].

These algorithms try to solve the K-Means local opti-

mum solution, but they suffer from low-quality results and

low convergence speed, complicated operators, complex

structure and parameter setting issues.

3. K-Means Clustering Algorithm

K-Means is the most widely used and easy to implement

clustering algorithm. It partitions the data objects into

predefined K number of groups based on the data objects

that are closest to the centroid. The main objective of K-

Means clustering is to minimize total intra-cluster distance,

or the squared error function. The squared error function is

calculated using Eq. (1):

X

K

j¼1

X

N

i¼1

k xi
ðjÞ � cj k

2
: ð1Þ

A dataset consists of N number of objects Xi, i ¼ 1; 2; . . .;N

with D number of features Dj, j ¼ 1; 2; . . .;D.

The K-Means clustering algorithm is described as

follows:

i Input the number of clusters K.

ii Randomly select the K initial centroids cj; j ¼
1; 2; . . .;K from the data objects.

iii Find the distance between each K-cluster centroid and

the data objects using the formula

disðxi; cjÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

d

j¼1

ðxi � cjÞ
2

v

u

u

t

: ð2Þ

iv Find the minimum distance and assign the data objects

to clusters.

v Update the centroids using Eq. (3), i.e., calculate the

mean of all data objects assigned to the cluster:

cj ¼
1

Nj

X

xi2sj

xi: ð3Þ

The K-Means algorithm is terminated when one of

the following conditions is satisfied: (i) the average

change in the centroids, (ii) the maximum number of

iterations is reached and (iii) no change in the clus-

tership of objects.

The main features of K-Means clustering are the fol-

lowing: (i) simple and easy to implement and (ii) can

handle large amount of data objects efficiently. The main

issues are the following: (i) needs the number clusters in

advance, (ii) handles numeric data only and (iii) produces

local optimum solutions.

4. CSA

The principles of CSA are the following: (i) crows live in

the form of groups, (ii) remember the position of food

hiding locations, (iii) follow each other for stealing food

and (iv) protect their food source.

The number of crows, i.e., flock size, is P in D-dimen-

sional environment and the position of the crow at iteration

time i in the search space is specified as Xi;iter ,

i ¼ 1; 2; . . .;N; iter ¼ 1; 2; . . .; itermax; itermax is the

maximum number iterations. Each crow has a memory m to

remember the position of the hiding place. At each itera-

tion, the position of hiding place for crow i is specified by

mi;iter and it shows the best position obtained so far.

Metaheuristic algorithms should provide a good balance

between diversification and intensification. In CSA, these
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two are controlled by the Awareness Probability (AP)

parameter.

The CSA is described as follows:

1. Initialize the parameters, number of flocks P, maximum

number of iterations itermax, Flight Length FL and

Awareness Probability AP.

2. Initialize the position of crows randomly in PD-dimen-

sional search space.

3. Initialize the memory of the crows with position of

crows.

4. Evaluate the position of the crows.

5. While iter\maxiter

(a) for all crows

i. randomly choose any one of the crows to

follow (for example v);

ii. if crow m does not know that crow l is

following it, new position of m is obtained

using Eq. (4); if crow m does know that crow l

is following it, new position of m is obtained

randomly:

xi;it þ ri � FLi;it � ðmj;it � xi;itÞ rj > APj;it

a random position otherwise

�

ð4Þ

iii. check the feasibility of the new position; if the

new position of crow is feasible, its position is

updated; otherwise, the crow stays in the

current position;

iv. evaluate the new position of the crows using

Eq. (1);

v. update the memory of the crows using Eq. (5):

xi;itþ1 þ f ðxi;itþ1Þ is better than f ðmmi
;itÞ

mi;it otherwise

(

ð5Þ

6. End of while.

5. Proposed algorithm

The K-Means clustering algorithm is easy to implement

and efficiently handles large datasets. The main drawback

is that it produces local optimum solutions. To obtain the

global optimum solution, K-Means is combined with

global optimization algorithms. CSA is the metaheuristic

global optimization algorithm and combined with K-

Means to obtain the global optimum solution. In this

section, CSA combined with K-Means algorithm is

proposed.

The proposed CSAK Means algorithm is described as

follows:

1. Input the values of number of clusters K, flock size N,

maximum number of iterations maxiter, flight length

FL and awareness probability AP.

2. Initialize the position of crows N and memory of

crows M.

3. Generate the matrix of size K*D with random

numbers (number of features in the dataset). The

maximum range of random numbers is the total

number of instances in the data objects.

4. Encode the random numbers with the data objects.

Each row specifies the K cluster centres for clustering

algorithm. For example, if K ¼ 3, D ¼ 4, a single

row looks as shown in figure 1.

5. Initialize the memory of the crows with the values of

the positions of the crows because initially crows hid

their foods at their initial positions.

6. Evaluate the fitness of initial position of crows using

Eq. (1).

7. Initialize the fitness of memory of the crows with the

fitness position of the crows.

8. Update the position of crows:

(a) while iteration � maxiter

i. for all crows

A. choose any one of the crows to follow

randomly (for example l);

B. if crow l does not know that crow m is

following it, new position of l is obtained

using Eq. (4);

C. if crow l does know that crow m is following

it, new position of l is obtained randomly;

D. check the feasibility of the new position; if the

new position of crow is feasible, its position is

updated; otherwise, the crow stays in the

current position;

ii. end of while;

(b) evaluate the fitness of new position of crows

using Eq. (1);

(c) update the memory of the crows using Eq. (5).

9. Calculate the Euclidean distance from each data to

best obtained solution centroid from CSA.

Figure 1. Encoding.
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6. Experimental results

6.1 Datasets

To evaluate the performance of proposed CSAK Means

algorithm, six benchmark datasets, Iris, Wine, Glass, Breast

Cancer, Contraceptive Method Choice (CMC) and Haber-

man’s Survival, are used. For each dataset the number of

instances and number of classes are specified in table 1. These

datasets are collected from UCI machine repository [41].

Iris: This dataset contains 150 samples of iris flower with

3 different species. The species include Setosa, Versicolour

and Virginica. For each species there are 50 observations.

The attributes in each species are sepal length, sepal width,

petal length and petal width.

Wine: This dataset contains the chemical analysis of

wines grown in the same region but derived from three

different cultivars. There are 13 quantities found in each of

the three types of wines.

Glass: This dataset contains the types of glass motivated

by criminological investigation. At the scene of the crime,

the glass left can be used as evidence, if it is correctly

identified. There are 10 quantities found in each of the six

types of glass.

Wisconsin Breast Cancer: This dataset contains the samples

to identify the type of breast cancer. It is identified using 9

quantities found in each of the two types of breast cancer.

CMC: This dataset contains the samples of married

women who were either not pregnant or did not know at the

time of interview. The problem is to predict the current

contraceptive method choice (no use, long-term methods or

short-term methods) of a woman based on her demographic

and socio-economic characteristics. There are 9 quantities

found in each of the three types of choices.

Habermans Survival: This dataset contains the cases

from a study that was conducted between 1958 and 1970 at

the University of Chicago’s Billings Hospital on the sur-

vival of patients who had undergone surgery for breast

cancer. There are 3 quantities found in each of the two

types of status.

6.2 Measures

The performance of CSAK Means is evaluated with internal

and external measures. The internal measure used is

Silhouette and the external measures used are Purity, Nor-

malized Mutual Information, Rand Index and FMeasure. Also

the convergence time and time taken for each iteration are

compared for the algorithms. ANOVA and statistical tests for

significance are also performed for all algorithms.

6.2a Purity: Purity is the external evaluation measure to

measure the quality of clustering algorithm. It is calculated

as the count of all correct predictions divided by the total

count of the data objects. It is calculated using Eq. (6):

purityðX; YÞ ¼
1

N

X

K

i¼1

maxjjci \ tjj: ð6Þ

N is the total number of objects, K is the number of clusters,

ci is the cluster in C and tj is maximum count for cluster ci.

6.2b Normalized Mutual Information: Normalized Mutual

Information is an external measure to validate the quality of

clustering. It is the information theoretic measure on how

well the predicted clusters and the actual clusters predict

the normalized amount of information inherent from these

two. It is calculated using Eq. (7):

NMIðX; YÞ ¼
2IðX; YÞ

½HðXÞ þ HðYÞ
: ð7Þ

X is the actual class label, Y is the label predicted by the

algorithm, H is the entropy and I(X;Y) is the mutual

information between X and Y.

6.2c Rand Index: Rand Index is an external measure to find

the similarity between actual labels and predicted labels.

This measure has a value between 0 and 1, 0 indicating that

the two data clusters do not agree on any pair of points and

1 indicating that the data clusters are exactly the same.

Rand Index is calculated using Eq. (8):

RandIndex ¼
TPþ TN

TPþ FPþ FN þ TN
: ð8Þ

TP means True Positive; it is the count of similar objects in

the same cluster. TN means True Negative; it is count of

dissimilar objects in different clusters. FP means False

Positive; it is the count of dissimilar objects in the same

cluster. FN means False Negative; it is the count of similar

objects in different clusters.

6.2d FMeasure: FMeasure is the external measure to obtain

the accuracy of the clustering results. It is the harmonic

mean of precision and recall. FMeasure can be computed

using formula (9):

FMeasure ¼ 2�
precision� recall

precisionþ recall
: ð9Þ

Precision is calculated as the number of correct positive pre-

dictions divided by the total number of positive predictions.

The best precision is 1, whereas the worst is 0. Precision is

Table 1. Dataset details.

Dataset No. of instances No. of classes

Iris 150 3

Wine 178 3

Glass 214 6

Cancer 683 2

CMC 1473 3

Survival 306 2
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calculated as true positive divided by the sum of false positive

and true positive. It is calculated using Eq. (10):

precision ¼
TP

TPþ FP
: ð10Þ

Recall is calculated as the number of correct positive pre-

dictions divided by the total number of positives. The best

sensitivity is 1.0, whereas the worst is 0.0. It is calculated

using Eq. (11):

recall ¼
TP

TPþ FN
: ð11Þ

6.2e Silhouette: The silhouette is an internal measure that

measures how similar an object is to its own cluster com-

pared with other clusters. This measure combines both the

cohesion and separation. It is calculated using Eq. (12):

silðiÞ ¼
bi � ai

maxðai; biÞ
ð12Þ

where ai is the average dissimilarity of iwith respect to all other

objects within the same cluster and bi is the average dissimi-

larity of i with respect to all other objects in other clusters.

6.2f ANOVA: ‘‘Analysis of Variance’’ is a statistical test

and it determines whether there is any statistically signifi-

cant difference between the means of two or more groups.

A one-way ANOVA is used to find out whether the means

of groups are significantly different from one another or

each group is relatively the same.

The one-way ANOVA table has six columns: (i) source

of variability, (ii) sum of squares (ss) of each source, (iii)

degrees of freedom (df) of each source, (iv) mean square

(MS) for each source, (v) F-statistic, the ratio of the MSs

and (vi) probability, the corresponding p-value of F.

6.3 Results

The algorithms are implemented using Matlab R2012a on

an Intel i5 of 2.30 GHz with 4 GB RAM. The K-Means, K-

Means??, Genetic K-Means, PSOK Means and CSAK

Means algorithms are executed in 10 distinct runs with

parameters specified in table 2. The values for the Particle

Swarm Optimization algorithm are suggested in [42]. The

values for the CSA are suggested in [22].

The fitness values of K-Means, K-Means??, Genetic K-

Means, PSOK Means and CSAK Means for all datasets are

shown in tables 3–8. The ANOVA statistical test results are

shown in tables 9–14. Figures 2–7 show a comparison of

convergence behaviour of the datasets for all algorithms.

The boxplot for the silhouette of fitness values is shown in

figures 8–13.

6.4 Discussion

Table 3 shows the results of fitness, measures and compu-

tation time values of Iris Dataset. For the Iris Dataset, the

CSAK Means provides the best solution and the standard

deviation is also smaller than those of other algorithms. The

Table 2. Algorithm-specific parameters.

Criteria Iterations Particles Parameters

K-Means 20 N/A K

K-Means?? 20 N/A K

Genetic K-Means 100 15 MP ¼ 0:05;K

PSOK Means 100 15 w ¼ 0:79, c1 ¼ 1:49, c2 ¼ 1:49, K

CSAK Means 100 15 fl ¼ 2;AP ¼ 0:1;K

Table 3. Fitness, measures and computation time values of Iris Dataset.

Criteria K-Means K-Means?? Genetic K-Means PSOK Means CSAK Means

Fitness values Best 97.33 97.33 97.22 97.19 97.12

Worst 254.75 131.10 124.51 128.47 100.88

Mean 115.01 103.41 100.78 101.33 97.74

Std. dev. 47.35 11.68 9.59 10.97 1.27

Measures Silhouette 0.7098 0.7251 0.7289 0.7167 0.7349

Purity 32.00 44.00 44.67 88.67 89.33

NMI 0.7582 0.7582 0.7419 0.7419 0.7582

Rand Index 0.5462 0.6267 0.6311 0.9244 0.9289

FMeasure 0.2857 0.4330 0.4410 0.8922 0.9002

Computation time Conv. time 0.0725 0.0398 0.1000 0.1423 0.1504

Iter. time 0.0105 0.0103 0.0031 0.0457 0.0470
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internal and external index solutions of CSAK Means are

better than those of other algorithms. The convergence time

and time for each iteration for CSAK Means are higher than

those of other algorithms.

Table 4 shows the fitness, measures and computation

time values of of fitness values of Wine Dataset. For the

Wine Dataset, the CSAK Means provides the best solution

and the standard deviation is also smaller than those of

other algorithms. The internal and external index solutions

of CSAK Means are better than those of other algorithms.

The convergence time and time for each iteration for CSAK

Means are lower and higher, respectively, than those of

other algorithms except PSOK Means.

Table 5 shows the fitness, measures and computation

time values of of fitness values of Glass Dataset. For the

Glass Dataset, K-Means?? provides the best solution. The

internal measure silhouette for Genetic K-Means is better

than those of other algorithms. The external measure index

Table 5. Fitness, measures and computation time values of Glass Dataset.

Criteria K-Means K-Means?? Genetic K-Means PSOK Means CSAK Means

Fitness values Best 229.0584 215.7317 255.5493 218.9672 219.5148

Worst 343.2669 244.2439 555.8802 277.4907 253.7976

Mean 246.8569 219.2352 316.5006 229.1003 224.6620

Std. dev. 37.7219 8.5506 88.3677 16.6631 10.2062

Measures Silhouette 0.4993 0.6172 0.6954 0.4577 0.5221

Purity 33.64 36.92 37.85 40.65 44.39

NMI 0.3902 0.4293 0.4127 0.4270 0.4375

Rand Index 0.7788 0.7897 0.7928 0.8022 0.8146

FMeasure 0.2203 0.3145 0.3333 0.2829 0.4973

Computation time Conv. time 0.1824 0.1796 0.2966 0.4919 0.4482

Iter. time 0.0256 0.0250 0.0038 0.1191 0.1263

Table 4. Fitness, measures and computation time values of Wine Dataset.

Criteria K-Means K-Means?? Genetic K-Means PSOK Means CSAK Means

Fitness values Best 16529.85 18436.95 16487.30 18123.03 16346.58

Worst 25209.18 22220.27 20036.32 19010.48 16555.68

Mean 17377.78 19061.42 17192.79 18246.17 16516.30

Std. dev. 2490.08 1209.04 741219.81 291.35 78.14

Measures Silhouette 0.7097 0.7319 0.7046 0.7160 0.7316

Purity 35.39 38.20 47.75 50.56 70.22

NMI 0.4288 0.4241 0.4288 0.4140 0.4288

Rand Index 0.5693 0.5880 0.6517 0.6704 0.8015

FMeasure 0.3098 0.3754 0.5049 0.4238 0.7096

Computation time Conv. time 0.0991 0.0200 0.1494 0.2174 0.1929

Iter. time 0.0134 0.0140 0.0035 0.0565 0.0527

Table 6. Fitness, measures and computation time values of Cancer Dataset.

Criteria K-Means K-Means?? Genetic K-Means PSOK Means CSAK Means

Fitness values Best 2978.66 2988.43 2988.43 2988.43 2982.54

Worst 4990.39 3493.54 5248.62 3584.56 3205.89

Mean 3271.34 3003.11 3071.94 3006.44 2993.07

Std. dev. 660.86 85.35 389.60 100.69 37.05

Measures Silhouette 0.6970 0.7550 0.7428 0.7535 0.7555

Purity 96.19 96.05 96.05 96.05 96.19

NMI 0.7546 0.7478 0.7478 0.7478 0.7546

Rand Index 0.9619 0.9605 0.9605 0.9605 0.9619

FMeasure 0.9580 0.9564 0.9564 0.9564 0.9580

Computation time Conv. time 0.4438 2.2741 2.5487 2.6082 3.0861

Iter. time 0.0607 0.0506 0.0053 0.1588 0.1645

190 Page 6 of 12 Sådhanå (2018) 43:190



solutions of CSAK Means are better than those of other

algorithms. The convergence time and time for each iter-

ation for CSAK Means are lower and higher, respectively,

than those of other algorithms.

Table 6 shows the fitness, measures and computation

time values of Cancer Dataset. For the Cancer Dataset,

CSAK Means provides the best solution. The internal and

external measure index solutions of CSAK Means are better

than those of other algorithms. The convergence time and

time for each iteration for CSAK Means are lower and

higher, respectively, than those of other algorithms.

Table 8. Fitness, measures and computation time values of Survival Dataset.

Criteria K-Means K-Means?? Genetic K-Means PSOK Means CSAK Means

Fitness values Best 2629.0500 2626.7598 3196.5920 2626.4104 2580.4919

Worst 5574.2265 3805.5485 3425.4870 3112.1183 2626.8107

Mean 2975.4275 2710.7807 3224.5040 2658.0138 2623.8713

Std. dev. 925.9800 294.2829 60.9140 121.1427 11.5678

Measures Silhouette 0.5240 0.5594 0.5536 0.5578 0.5660

Purity 50.0000 52.2876 75.82 51.96 52.29

NMI 0.0012 0.0001 0.0785 0.0177 0.0001

Rand Index 0.5000 0.5229 0.7582 0.5196 0.5229

FMeasure 0.4806 0.5051 0.6493 0.4925 0.5051

Computation time Conv. time 0.1291 0.2723 0.3522 0.4316 0.4324

Iter. time 0.0175 0.0181 0.0039 0.0768 0.0744

Table 7. Fitness, measures and computation time values of CMC Dataset.

Criteria K-Means K-Means?? Genetic K-Means PSOK Means CSAK Means

Fitness values Best 5542.18 5541.16 5545.3334 5542.18 5544.88

Worst 7983.1 8035.95 6540.7506 6982.62 5746.41

Mean 5745.35 5587.27 5558.9578 5562.16 5548.08

Std. dev. 550.47 299.67 115.6987 167.42 23.37

Measures Silhouette 0.6192 0.6231 0.6478 0.6367 0.6481

Purity 38.43 39.0360 40.12 39.71 40.12

NMI 0.0331 0.0325 0.0318 3.3089 0.6008

Rand Index 0.5895 0.5936 0.6008 0.5981 0.4161

FMeasure 0.3736 0.4033 0.4161 0.4096 0.0318

Computation time Conv. time 1.5124 16.5272 18.1365 19.2167 19.2082

Iter. time 1.5124 0.2142 0.0055 0.4813 0.4912

Figure 2. Fitness values of Iris Dataset. Figure 3. Fitness values of Wine Dataset.
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Figure 4. Fitness values of Glass Dataset.

Figure 5. Fitness values of Cancer Dataset

Figure 6. Fitness values of CMC Dataset.

Figure 7. Fitness values of Survival Dataset.

Figure 8. Boxplot view of Iris Dataset.

Figure 9. Boxplot view of Wine Dataset.
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Table 7 shows the fitness, measures and computation

time values of fitness values of CMC Dataset. For the CMC

Dataset, K-Means?? provides the best solution but the

worst, average and standard deviation of CSAK Means are

better than those of other algorithms. The internal measure

silhouette for CSAK Means is better than those of other

algorithms. The external measure index solutions of CSAK

Means and Genetic K-Means are the same. These values are

better than those of other algorithms. The convergence time

for CSAK Means is higher than those of other algorithms

except PSOK Means. The time taken for each iteration is

higher than those of all algorithms.

Table 8 shows the fitness, measures and computation

time values of fitness values of Survival Dataset. For the

Survival dataset, CSAK Means provides the best solution.

The internal and external measure values of CSAK Means

are better than those of other algorithms. The convergence

time and time taken for each iteration for CSAK Means are

higher than those of other algorithms.

Tables 9–14 show the results of ANOVA test results.

The reason behind the ANOVA test is to test if there is any

significance between the accuracies of the algorithms. The

null hypothesis for an ANOVA is no significant differences

among the groups and the alternative hypothesis is there is

significant difference among the groups. Here, in all cases

where Prob[F, the null hypothesis is rejected and alterna-

tive hypothesis is accepted; this implies that accuracies of

all algorithms are not equal.

7. Conclusion and future work

In this paper, hybridized CSA and K-Means clustering

algorithm is proposed and this new algorithm is called

CSAK Means. The results of proposed algorithm are

compared to those of K-Means, K-Means??, Genetic K-

Means and PSOK Means algorithms. To evaluate the

Figure 10. Boxplot view of Glass Dataset.

Figure 11. Boxplot for Cancer Dataset.

Figure 12. Boxplot view of CMC Dataset.

Figure 13. Boxplot view of Survival Dataset.
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CSAK Means algorithm, fitness function used here is Mean

Square Error Criterion. Afore-mentioned experimental

results show that CSA outperforms the K-Means, K-

Means??, Genetic K-Means and PSOK Means algorithms.

In Genetic Algorithm, three operators, namely selection,

crossover and mutation, need to be applied. PSO needs four

parameters, namely inertia weight, individual learning

factor, social learning factor and maximum velocity. CSA

Table 9. ANOVA test results of Iris Dataset.

Source SS df MS F Prob[F

Columns 0.0043178 4 0.0010795 0.74684 0.56476

Error 0.072268 50 0.0014454

Total 0.076586 54

Table 10. ANOVA test results of Wine Dataset.

Source SS df MS F Prob[F

Columns 0.0075128 4 0.0018782 1.6807 0.16759

Error 0.061462 55 0.0011175

Total 0.068974 59

Table 11. ANOVA test results of Glass Dataset.

Source SS df MS F Prob[F

Columns 0.44614 4 0.11154 8.2101 2.8888e–

05

Error 0.74718 55 0.013585

Total 1.1933 59

Table 12. ANOVA test tesults of Cancer Dataset.

Source SS df MS F Prob[F

Columns 0.03828 4 0.00957 1.0604 0.38267

Error 0.63173 70 0.0090247

Total 0.67001 74

Table 13. ANOVA test results of CMC Dataset.

Source SS df MS F Prob[F

Columns 0.010964 4 0.002741 2.339 0.063528

Error 0.082031 70 0.0011719

Total 0.092995 74

Table 14. ANOVA test results of Survival Dataset.

Source SS df MS F Prob[F

Columns 0.017124 4 0.0042811 1.3249 0.26851

Error 0.24234 75 0.0032312

Total 0.25946 79
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needs the two parameters AP and FL. Each optimization

algorithm has its own parameters and it is tedious to fix the

optimum values for each parameter. In future, this is

extended to dynamically determine the number of clusters.
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