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ABSTRACT With increasing technological facilities, billions of sensor devices are deployed in the smart city,

which allows to sense and collect the status and information of all kinds of infrastructures in the city. Those

large number of sensing nodes form many self-organized wireless sensor networks (WSNs). Although the

singleWSN has been widely studied by researchers. However, few studies have focused on how to effectively

connect to Internet of Things (IoT) and collect data in many decentralized WSNs of smart city with a low

cost. In this paper, a cluster head rotation joint mobile vehicle data collection (CHR) scheme is proposed to

effectively collect data from many decentralized WSNs in smart city with a low cost. In CHR scheme, each

WSN selects one or multiple nodes which can connect to mobile vehicles as the cluster heads. Then all the

in-network sensor nodes send their data to cluster head through multi-hop communication, due to the cluster

head can connect to mobile vehicles, so when mobile vehicles pass by cluster head, the data of cluster head

can be sent to mobile vehicles and brought to the data center to process. We first propose a single cluster head

rotation joint mobile vehicle data collection (SCHR) scheme to collect data by only using a single CH in a

WSN in which the CH rotation and clustering algorithms are carefully designed to balance in-network energy

consumption. Then multiple cluster head rotation joint mobile vehicle data collection (MCHR) scheme is

proposed to further balance the energy consumption and prolong the network lifetime in which multiple

cluster heads are selected to be jointly responsible for the data collection task. The extensive experiments

show that the CHR scheme has good performance in the network energy, network lifetime and network

transmit capacity.

INDEX TERMS Smart city, wireless sensor network, data collection, mobile vehicle, network lifetime.

I. INTRODUCTION

With the rapid development of Internet of Things (IoT)

[1], [2], cloud computing and 5G technology, it is possible

to connect different kinds of things into the Internet. More

and more devices are connected to the IoT. It’s estimated that

more than 20 billion devices will join the IoT in 2020, bil-

lions of devices that didn’t connect into the Internet produce

EB-level data every day. The smart city is the trend of future

urban development, IoT plays an indispensable role in the

construction of smart city [3]–[5]. Sensors are widely used

in the process of building smart city, which can be embedded

The associate editor coordinating the review of this manuscript and

approving it for publication was Xuxun Liu .

into the infrastructures. IoT uses sensors to connect differ-

ent kinds of infrastructures into internet, which makes the

dream of smart city become true gradually. Through extensive

network interconnection, a large amount of data is quickly

collected and processed. The processed data provides sci-

entific decision-making support for municipal departments,

which promotes the intelligent management and development

of cities.

With the development of micro-processing technology,

the sensing devices have stronger computation power and

more functions, thus they can adapt to more fields and have

more applications. A large number of sensing nodes are flex-

ibly deployed in many sensing areas according to the needs

of applications. There are lots of sensing devices deployed in
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the smart city, the smart city can manage the infrastructures

through the data collected by the sensors [6]. For example, the

grassland is embedded with humidity sensors, if the grassland

is not humid enough, then the sensors will send the watering

request; The urban buildings are equipped with sensors for

measuring carbon emissions, if the carbon emission of the

building exceeds the standard, then the sensor will send an

alert message. The temperature sensors, fire sensors, traffic

cameras and other kinds of sensors are embedded into the

infrastructures in smart city. The sensors collect the envi-

ronmental monitoring data, surveillance data, traffic data and

other kinds of data. In the smart city, the data collected by the

sensors are transferred to the relevant municipal apartments,

then the municipal apartments can take measures to manage

the infrastructures. The data collection in smart city can help

solve the problems of urban pollution, traffic management,

and environment protection.

Although the sensing devices can be quickly and flexibly

deployed in the city, which will help to realize the beautiful

prospects of the smart city. However, how to collect the data

sensed by those sensing devices is a challenging issue, and the

data collection of this sensing-based network is different from

the traditional widely researched data collection solutions in

wireless sensor network (WSN) [7]–[9]. The previous WSN

schemes mostly studied a connected network which is com-

posed of many sensor nodes and a sink. The data sensed by

each node is routed to the sink through multi-hop communi-

cation, and the sink is connected to the Internet, thus the data

collection can be realized. However, the sensing network in

smart city is different from the traditional WSN [10]–[14].

In the sensing network of smart city, large number of sensing

nodes are deployed by the needs of the applications, there

is not even a basic communication device to connect to the

Internet. Thus, such kind of network can be abstracted as

several isolated WSNs composed of many sensors in smart

city [15]. For these isolated WSNs, although its interior can

be organized into a connected network, these connected net-

works only contain ordinary nodes, and they don’t have sinks

which can connect to the Internet. For example, the network

deployed with the advance of road construction does not have

the basic condition to connect to the Internet. In addition,

to deploy a dedicated network to connect Internet also needs

to consider the construction cost. To deploy the dedicated

networks for many temporary networks is neither timely nor

economical. These traditional data collection schemes can

only solve the data collection problem in a singleWSN, while

they cannot be applied to solve the data collection problem in

many isolated networks.

Bonola et al. [4] proposed a data collection scheme through

mobile vehicles using opportunistic communication, they

observe that there is a large number of mobile vehicles in the

city [16]–[18]. The transceivers are integrated into the chips

of the vehicles, which can exchange data with the nearby

sensors and data center. In this situation, the sensor nodes

near the road can be acted as sink nodes. Thus, we can use

opportunistic communication of mobile vehicles to collect

data in smart city. When the vehicle travels by the intelli-

gent devices, the sensor nodes embedded in the intelligent

devices will send the sensory data of the infrastructures

through their communication module. The corresponding

applications further analyze and process the data extracted

from the data center, which forms intelligent decision-making

and realizes the dream of smart city. The solution proposed

by Bonola et al. [4] is an attempt to collect data through

mobile vehicles, they observe that the vehicles can finish the

data collection after a period of time since there are many

mobile vehicles in smart city. However, the research of [4] is

a preliminary attempt, there are many other issues that are

not addressed. Their scheme only involves data collection

problem of single sensing device along the road, they do not

involve that the sensing devices in the smart city that can

connect into many networks in a self-organized way.

In this paper, we study the data collection problem in the

sensing network of smart city. The practical significance,

complexity, and challenge of this kind of data collection

studies are far greater than the previous researches. Although

many data collection schemes have been proposed, none of

the existing schemes can be directly applied to solve the

data collection problem with an effective and low-cost way

in a large number of isolated WSNs deployed in smart city.

We propose a data collection scheme through mobile vehicles

to collect data in edge network of smart city. The in-network

data can route to the sensor nodes along the road through

multi-hop communication, the sensor nodes along the road

can collect data through mobile vehicles, which can realize

the data collection network cover the whole city in a low-cost

way. Compared with the previous researches, the main con-

tributions of this paper are as follows:

(1) A cluster head rotation joint mobile vehicle data col-

lection (CHR) scheme is proposed to effectively collect data

from many isolated WSNs in smart city with a low-cost

style. Our study in this paper extends the shortcomings of the

previous studies which only considers collecting data for the

sensing devices near the roads. The CHR scheme not only can

collect data for the sensing devices near the roads, but also can

effectively collect data in those self-organized WSNs if only

one sensor node can connect with the mobile vehicles.

(2) We propose two in-network data collection schemes.

The one is the single cluster head rotation joint mobile vehicle

data collection (SCHR) scheme, the other is multiple cluster

head rotation joint mobile vehicle data collection (MCHR)

scheme. The SCHR scheme collects data by only using a

single CH in a WSN in which the CH rotation and clustering

algorithms are carefully designed to balance the in-network

energy consumption. The MCHR scheme is proposed to fur-

ther balance the energy consumption and prolong the net-

work lifetime in which multiple cluster heads are selected

to be jointly responsible for the data collection task, so the

energy consumption in the network collection, delay, lifetime

and other performance metrics can be furtherly improved.

The cluster head rotation algorithm and clustering algorithms

based on the cost function are proposed to balance the energy
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consumption of nodes and prolong the network lifetime for

those two data collection schemes.

(3) The extensive experimental results show that our pro-

posed CHR schemes have good performance in the metrics of

energy consumption, network lifetime and network transmis-

sion capacity. The MCHR scheme has a better performance

than SCHR scheme.

The rest of this paper is organized as follows: In Section II,

we introduce the related work. The network model and prob-

lem statement are presented in Section III. Then, the CHR

schemes are introduced in Section IV. The experiment

results of CHR schemes are presented in Section V. Finally,

Section VI gives the conclusions.

II. RELATED WORK

The data collection framework in the smart city contains two

tiers: the data collection tier and the cloud tier. In the data

collection tier, the sensor nodes are embedded into the infras-

tructures in smart city, which are used to detect the status of

the infrastructures. The sensor nodes transferred the status

data to the vehicles when the sensor nodes are within the

communication range of the vehicles. Then the vehicles send

the status data to the data center when the vehicles move near

the data center. In the cloud tier, the data centers send data

to the cloud, the cloud notifies the municipal departments to

maintain the infrastructures.

In this paper, we focus on the data collection tier, which

is closely related with cloud computing [19], wireless sensor

networks (WSNs) [20]–[23] and vehicular network [24], [25].

The data collection research is a hot topic inWSNs. However,

WSNs has some unique shortcomings. The sensor nodes

contain limited energy, and the communication energy con-

sumption is large, thus the lifetime of the sensor nodes is

short.

A lot of clustering algorithms had been proposed by

the researchers, for example, LEACH [26], EEHC [27],

HEED [28]. These data collection solutions are based on the

base station, the sensor nodes transfer data to the base station

through single-hop or multi-hop communication. Although

these solutions can extend the lifetime of the WSNs to a

certain extent, the nodes around the base station still bear

large overhead and have shorter lifetime than the other nodes

far away from the base station. When the nodes around the

base station consume all the energy, the nodes far away from

the base station cannot communicate with the base station

although their residual energy is still very high.

In order to solve the problem of unbalanced energy con-

sumption, the mobile sinks (MSs) are introduced into WSNs,

MS may visit each sensor node and collect data through

single-hop communication [29], or visit some locations of

WSNs and the sensor nodes transmit the data to the vehi-

cles through multi-hop communication [30]. The single-hop

communication solution can reduce energy consumption, but

it has a high delay. The multi-hop communication solu-

tion has low delay and high communication overhead. In

addition, the vehicles update the location constantly, which

results in large routing overhead for the sensor nodes. Some

approaches [31], [32] have been proposed to transfer data to

some buffer nodes, the buffer nodes cache the received data

and transfer data to the vehicles when the vehicles are within

the communication range.

In recent years, there are some surveys [33], [34] of MS

applied onWSNs. TheMSs are divided into three types based

on the mobility type. The three types are random mobility,

controllable mobility, and constrained mobility, respectively.

In the random mobility approaches [35], [36], the MS is

randomly walking inWSNs, the MS receives the data when it

travels near the sensor node. The randommobility approaches

can balance the energy consumption in some extent, but due

to the randomness and uncertainty ofMS’s moving trajectory,

some sensor nodes cannot be accessed for a long time, which

result in data overflow and high delay.

In the controllable mobility approaches [37], [38],

the MS’s trajectory is designed according to the actual

deployments of the sensor nodes. The MS can adjust

the movement based on the real-time network situation

and nodes’ feedback information. According to different

performance metrics, such as the data collection rate and

real-time, the controllable mobility approaches can design

different trajectories to achieve the best performance of one

performance metric. However, the MS is mainly traveling

along with the road segments, the control movements cannot

all be implemented, because there are many limitations in the

real situation.

In the constrained mobility approaches [24], [39]–[42],

the MS moves along the predefined trajectory to collect data.

The authors of [24] focus on the maximization problem of the

data collection rate, a single-hop communication solution is

proposed to solve this problem, all the sensor nodes are within

the communication range ofMS. In [39], the authors solve the

scheduling problem from node to MS, and the proposed solu-

tion balanced the data collection rate and energy consump-

tion. The authors of [40] propose a multi-hop communication

solution to collect data. Each node knows the shortest path to

the nodes within the communication range of MS. In [41],

the authors focus on improving the throughput, the proposed

solution balances the received data for each node within the

communication range of MS and improves the throughput.

The authors of [42] focus on the nonuniform node distribution

in WSNs and propose an unequal clustering algorithm to

balance the energy consumption.

The authors of [4] propose a data collection scheme

through mobile vehicles using opportunistic communication.

However, their scheme only involves data collection problem

of single sensing device along the road, they do not involve

that the sensing devices in the smart city that can connect

into many networks in a self-organized way. Few studies

have focused on how to effectively connect to the Internet of

Things (IoT) and collect data in many decentralizedWSNs of

smart city with a low cost.

In this paper, the sensors are deployed to sense the envi-

ronment parameters. The core issue is to design an energy
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FIGURE 1. The network model in smart city.

balancing routing algorithm. In smart city, the sensor nodes

are embedded into the infrastructures in smart city, which are

used to detect the status of the infrastructures. The collected

data are transferred to the vehicles when the sensor nodes

are within the communication range of the vehicles. Then

the vehicles send the status data to the data center when the

vehicles move near the data center. Finally, the data center

send data to the cloud to notify the corresponding department

to maintain the infrastructures.

III. SYSTEM MODEL AND PROBLEM STATEMENT

A. NETWORK MODEL

The network model contains a lot of sensors, and the network

is divided into many isolated WSNs. Figure 1 is the network

model in smart city, the network contains:

(1) Sensor nodes: The black point denotes the sensor node.

The sensor nodes are embedded in the urban infrastructures,

which are used to detect the status of the infrastructure. Once

certain conditions are satisfied, the sensor nodes will send

the collected data to the vehicle. Some nodes are selected as

cluster heads (CHs) from the nodes that can directly commu-

nicate with the vehicles. Some other nodes transfer the data

to the CHs through single or multi-hop communication, then

the CHs transfer the data to the vehicles when the vehicles

passing by. We assume that all the sensors have the same

energy.

(2) Mobile vehicles: The mobile vehicles travel along the

roads. The vehicles are responsible for receiving the data

collected by the sensors and transmit the data to the data

center. Vehicles can exchange data with sensor nodes and

data center deployed in the smart city. The vehicles use

opportunistic communication to collect data from the sensor

nodes and transmit the data to the data center via short-range

communication. In smart city, a large number of vehicles

move around the city every day, for example, the taxi cabs

work 24 hours a day and their routes cover almost the whole

city. We do not force vehicles to drive according to the

predefined route, the vehicles follow their own driving habits,

for example, the taxi cabs drive along their own planned

routes to pick up passengers, the sensor nodes send data

to the vehicles through opportunistic communication. When

the vehicles move along the city, they happen to pass by

the sensor nodes and communicates with the nodes with a

low cost. In this way, we can collect data in a low-cost and

effective way through vehicles. We assume that the vehicles

use batteries as energy resources, and they have no energy

limitation. The vehicles integrate with transceiver chips, and

they are equipped with wireless communication technology

and storage capacity. The vehicles broadcast signals during

the movement.

(3) Data center: The data center is located at a fixed posi-

tion in the smart city. The data center can receive the data

transferred by the vehicles through wireless communication,

and the data center can be regarded as the endpoint of the data

transmission.

B. ENERGY CONSUMPTION MODEL

The energy consumption model mainly considers the follow-

ing factors: the amount of transferred data, the consumed

energy of sending and receiving data. In order to compute

the consumed energy, this paper uses a common energy con-

sumption model. The consumed energy for sensor node s to

send l bits data from hop h to hop (h+ 1) is:

Esend (s, h) =

{

l × Eelec + l × εfs × r2 r < r0

l × Eelec + l × εamp × r4 r ≥ r0
(1)

Eelec represents the consumed energy in the transmit cir-

cuit, r is the data transmission distance. If the transmission

distance is less than the threshold r0, the power amplifica-

tion loss adopts the free space model, and the multi-path

decay model is used when the transmission distance is greater

than or equal to the threshold r0. εfs and εamp represent the

required energy for power amplification in the free space

model and the multipath decay model, respectively. The con-

sumed energy for sensor s to receive l bits data is:

Ereceive(s, h) = l × Eelec (2)

IV. PROPOSED SOLUTION

A. RESEARCH MOTIVATION

In smart city, a large amount of sensors are deployed accord-

ing to the needs of the application. The smart city can be

divided into many separate regions. In the interior of the

region, the sensor nodes can form a connected network in a

self-organized way, the interior network cannot connect to the

Internet without sink node. The regions cannot communicate

with each other due to the limitation of the communica-

tion range. Thus, the sensing network of smart city can be

abstracted into many disconnected WSNs. The traditional

WSN data collection schemes can collect data for a sin-

gle connected network, but these schemes cannot solve the

data collection problem in smart city for many disconnected

WSNs.

There are many vehicles in the smart city, which are inte-

grated with the transceiver chips and can communicate with
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sensors and data center when they travel along the roads.

However, the existing data collection schemes based on vehi-

cles only involve the single sensing device along the road,

they do not involve the sensing devices which are far away

from the roads and cannot communicate with the vehicles.

There does not exist a data collection scheme which can

collect data for many decentralized and disconnected WSNs

in smart city. Therefore, it is necessary to provide a low-cost

and effective data collection scheme for the sensing network

in smart city.

In this paper, we propose a cluster head rotation joint

mobile vehicle data collection (CHR) scheme to collect data

in smart city. In CHR scheme, each WSN selects one or

multiple nodes which can connect to mobile vehicles as the

cluster heads. Then all the in-network sensor nodes send their

data to cluster head through multi-hop communication, due

to the cluster head can connect to mobile vehicles, so when

mobile vehicles pass by cluster head, the data of cluster head

can be sent to mobile vehicles and brought to data center

to process. Firstly, we propose a single cluster head rotation

joint mobile vehicle data collection (SCHR) scheme. Then,

we propose a multiple cluster head rotation joint mobile

vehicle data collection (MCHR) scheme.

B. THE DESIGN OF SCHR

In this subsection, we propose a cluster head rotation joint

mobile vehicle data collection (SCHR). In the sensing net-

work of smart city, the sensor nodes can perceive the status

of the infrastructures and send data to the data center through

mobile vehicles. The mobile vehicle has a limited communi-

cation range, the nodes within the communication range can

directly communicate with the vehicle. However, there are

some other nodes far away from the vehicles, which need to

find a route path to the vehicle.

In SCHR scheme, each WSN selects one single CH to

communicate with the vehicle, all the other nodes send the

data to the CH, the CH receives the data and aggregates the

data, then the CH transfers the aggregated data to the vehicle.

The CH needs to consume more energy than other nodes,

if the CH is fixed in the WSN, the CH will consume all the

energy. If the CH is dead, all the other sensor nodes cannot

communicate with the vehicles, the network lifetime will

decrease largely. Thus, in order to avoid that the CH exhausts

all the energy in the network, we rotate the CH based on the

predefined cost function.

The SCHR scheme has several characteristics. Firstly,

the sensing network can be abstracted into many isolated

WSNs, each WSN selects one single node to be the CH.

Secondly, the node closer to the vehicle and contains enough

residual energy has a higher probability to be selected as

a CH. Thirdly, the CH rotation strategy chooses different

CHs in each round, which can balance the workload of the

network.

Figure 2 shows the network model of SCHR, where the

black points are the sensor nodes, which are responsible for

sensing the status of the infrastructures in the smart city,

FIGURE 2. The network model of SCHR.

collecting data and routing data to the CH. The red points are

the CHs, we can find that each WSN has only one CH. The

CH is responsible for collecting the data, aggregating the data

and sending data to the vehicles when the vehicles passing by.

The CH rotation strategy is based on the cost function, which

is related to the location of the vehicles and residual energy.

1) STAGE 1: OBTAIN THE HOP DISTANCE

Firstly, the vehicle travels along the road once in order to

obtain the hop distances from the sensors to the vehicle.

When the vehicle moves, the vehicle broadcasts the signal,

the nodes within the communication range receive packets

(including the hop distances, the initial hop distance is 0).

The node increases the hop distance in the packet by 1,

and regard it as its own hop distance to the vehicle. Then,

the node broadcasts the modified message to the node within

its communication range. Repeat this strategy until no new

broadcast occurs. One node may receive several messages,

if the hop distances are different, then select the smallest hop

distance. In the end, each node knows its hop distance to the

vehicle.

As shown in Figure 3, the WSN contains 10 sensors, rep-

resented as n1, n2, . . . , n10. In the initialization phase, each

node obtains its hop distance to the vehicle, n4 and n8 are

within the communication range, the hop distance to the

vehicle is 1, n4 and n8 increase the hop distance by 1 and

broadcast the packet. n2, n5, n7 and n9 receive the packet,

increase the hop distance by 1, the modified hop distance is

2. Each node computes the hop distance until no broadcast

signal occurs. Finally, the hop distances of n4 and n8 are 1,

the hop distances of n2, n5, n7 and n9 are 2, the hop distances

of n1, n3, n6 and n10 are 3.

2) STAGE 2: CH ROTATION

After the vehicle receives the signal, the nodes whose hop

distance are 1 will be selected as the CH candidate nodes.

Then, calculate the transferring costs from the CH candidate

nodes to the vehicle according to the defined cost function.

The node with the minimum cost will be selected as the CH.
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FIGURE 3. Get the hop distance.

In the cost function, the distance from the node to the

vehicle has a large impact on the transferring cost, because

the consumed energy of the node is proportional to the trans-

ferring distance. If the CH’s distance to the vehicle is very far,

the CH will consume large energy in the data transmission

process. Thus, the distance from the node to the vehicle is

selected as an impact factor.

In addition, the residual energy of the nodes has a large

impact on the cost, if the residual energy of the CH is very

small, then it may become a dead node in the very early

process, the other cluster members cannot communicate with

vehicle if the CH is dead. Thus, we introduce residual energy

into the cost function.

In the cost function, the distance from the node to the

vehicle and the residual energy of the nodes are selected as

the impact factors in the CH rotation process.

The distance factor is defined as:

wD =
D(ni,MS)

max(D(ni,MS))
(3)

The energy factor is defined as:

wE = 1 −
E(ni)

max(E(ni))
(4)

The cost function is defined as:

cost = αwD + (1−α)wE (5)

D(ni,MS) represents the distance from the candidate node

ni to the vehicle, max(D (ni,MS)) represents the maximum

value of D(ni,MS), E(ni) denotes the residual energy of ni,

max(E(ni)) denotes the maximum value of E(ni), α denotes

the weight of the factors.

wD is the weight of distance, which is the ratio ofD(ni,MS)

to max(D(ni,MS)), the smaller the D(ni,MS), the smaller

the cost. wE is the weight of the energy, which is the ratio

of max(E(ni)) − E(ni) to max(E(ni)), the larger the E(ni),

the smaller the cost. Finally, select the CH with the minimum

cost based on equation (5).

We assume that the GPSs of nodes and vehicle are

known, and calculate the distances based on the GPSs. Algo-

rithm 1 shows the equation of calculating distance. The GPSs

Algorithm 1 Calculate Distance

Input: Two points a and b, R is the radius of the earth

Output: The distance between a and b

1: 1ψ = lana − lanb
2: 1γ = lona − lonb
3: 1η = arcsin

(

√

sin2
(

1ψ
2

)

+ cos (lana) cos (lanb) sin
2((

1γ
2
))

4: D(a, b) = 2 ×1η × R

Algorithm 2 The CH Rotation of SCHR

1: max(D(ni,MS)) = 0, max(E(ni)) = 0,

min(cost) = ∞

2: MS broadcasts the CH-Compete-Msg

3:While hi = 1 Do

4: ni broadcasts the CH-Candidate-Msg

5: End While

6: For each CH-Candidate-Msg MS received from ni Do

7: Extract ni and E(ni)

8: Calculate D(ni,MS) using Algorithm 1

9: If max(D(ni,MS)) < D(ni,MS) then

10: max(D(ni,MS)) = D(ni,MS)

11: End if

12: If max(E(ni)) < E(ni) then

13: max(E(ni)) = E(ni)

14: End if

15: End for

16: For each CH-Candidate-Msg MS received from ni Do

17: wD =
D(ni,MS)

max(D(ni,MS))

18: wE = 1 −
E(ni)

max(E(ni))
19: cost = αwD + (1 − α)wE
20: If min (cost) > cost then

21: min (cost) = cost

22: End if

23: End for

24: MS chooses the node ni with the minimum cost

min (cost) as CH

of two points a and b are (lana, lona) and (lanb, lonb), lana
and lona are point a’s latitude and longitude, lanb and lonb
are point b’s latitude and longitude. The distance between the

two points is calculated according to the GPS.

In the SCHR scheme, we choose one CH with minimum

cost in each WSN. The nodes consume energy in each round,

the consumed energy is related to the amount of trans-

ferred data and transferring distance. The CH consumes more

energy than the other nodes as the CH transfers more data.

The CH rotation is based on the cost function, which is related

to the distance to the vehicle and the residual energy. The CH

rotates as the residual energy of nodes change in each round.

Algorithm 2 shows the CH rotation process of SCHR.

The vehicle travels along the road and broadcasts the

CH-Compete-Msg, which contains vehicle ID. If the residual

energy of ni is larger than the threshold value of T , and
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the hop distance of ni is equal to 1, then ni becomes a

candidate CH node. Next, each candidate node broadcasts

the CH-Candidate-Msg, which contains the node ID, node

GPS (lanni , lonni ), and the residual energy E(ni). The vehicle

selects the node with the minimum cost as the CH. The

network selects the node closer to the vehicle and larger

residual energy as the CH, which will enhance the lifetime

of the CH and balance the energy consumption.

3) STAGE 3: THE CLUSTERING ALGORITHM

In the clustering algorithm, the CH (hop distance is 1) broad-

casts the message that it can be the parent node, the nodes

within CH’s communication range start to select the parent

node, these nodes select CH as the parent node because there

is only one CH in one WSN. After nodes (hop distance is

2) select the parent node, they broadcast the message that

they can be the parent nodes. This process repeats until all

the nodes select the parent nodes.When the clustering process

finishes, all the nodes in the WSN can find a path to the CH

and transfer their data to the vehicle.

Assume that a node ni (hop distance is h) is the source

node, it needs to select a parent node (hop distance is h− 1).

The source node ni may receive many messages from the

candidate parent nodes, it selects the node with the minimum

cost as its parent node.

After receiving the broadcast messages from the candidate

parent nodes, the source node calculates the costs to several

candidate parent nodes according to the cost function. In the

parent node selection process, select the node with minimum

cost as the parent node, the impact factors are the transmitting

distance and residual energy. Select the node with large resid-

ual energy and small transmitting distance as the parent node,

which can balance the energy, avoid the premature death of

the nodes in the transmitting path, and enhance the network

lifetime.

In cost function, the distance from the source node to

the vehicle has a large impact on the data transferring cost,

because the consumed energy is proportional to the data

transferring distance. If the distance from the source node to

the vehicle is very far, it will consume large energy. Thus,

we introduce the distance from the source node to the vehicle

into one impact factor in the cost function.

In addition, in the path from the source node to the vehicle,

the minimum energy in the path is the bottleneck of this

path. In order to avoid the premature death of the node with

minimum energy, we need to assure that the node with the

minimum energy in all the paths is the maximum. Thus,

the residual energy is introduced in the cost function.

In the process of selecting parent node nk for the source

node ni, we let the distance from the source node to the

vehicle and the residual energy as the impact factors in the

cost function.

The distance factor is:

wD(i, k) =
D(ni, nk ,MS)

max(D(ni, nk ,MS))
(6)

The energy factor is:

wE (i, k) = 1 −
Emin(ni, nk ,MS)

max(Emin(ni, nk ,MS))
(7)

The cost function is:

cost(i, k) = αwD(i, k) + (1 − α)wE (i, k) (8)

where D(ni, nk ,MS) is the distance from ni to vehicle MS,

max((D(ni, nk ,MS)) is the maximum value in all the values

of D(ni, nk ,MS), Emin(ni, nk ,MS) is the minimum energy in

all the nodes of the path from ni to nk , max(E(ni, nk ,MS)) is

the maximum value in all the values of Emin(ni, nk ,MS), α is

the weight to adjust the factors.

wD(i, k) is the weight of the distance, the smaller the

distance from the source node to the vehicle, the smaller the

consuming energy of transferring data from the source node

to the vehicle. Thus, the smaller theD(ni, nk ,MS), the smaller

the wD(i, k), the smaller the cost(i, k).

wE (i, k) is the weight of the residual energy, the larger the

minimum energy in the path, the smaller the probability that

the node with the minimum energy becomes the bottleneck

of the path, the smaller the route cost. Thus, the larger the

Emin(ni, nk ,MS), the smaller the wE (i, k), the smaller the

cost(i, k).

When the source node selects the parent node, it may

receive several messages from the candidate parent nodes,

the source node can select the parent node according to the

calculation results based on the cost function. For example,

if ni receives the messages from np and nq, it needs to select

one node from np and nq as the parent node. ni computes the

costs of transferring data from ni to np and nq. The costs of

transferring data from ni to np and nq are denoted as cost(i, p)

and cost(i, q), respectively. If cost(i, p) ≤ cost(i, q), then ni
selects np as the parent node. If cost(i, p) > cost(i, q), then ni
selects nq as the parent node.

The parent node selection algorithm is given in Algo-

rithm 3, which describes the process of source node select-

ing a parent node from several candidate parent nodes.

First, initiate max(D(ni, nk ,MS)) and max(E(ni, nk ,MS))

as 0, set min(cost(i, k)) as ∞. For each message received

from candidate parent nodes, ni extracts (xk , yk ), D(nk ,MS),

Emin(nk ,MS), and max(E(ni, nk ,MS)). Next, compute

wD(i, k) and wE (i, k), then compute the cost cost(i, k).

Finally, ni selects nk with minimum cost min(cost(i, k)) as

its parent node.

In the clustering algorithm, each source node needs to

select a parent node, which minimizes the data transferring

cost from the source node to the parent node. Each node

whose hop distance is h + 1 selects one node with the min-

imum cost from the candidate nodes whose hop distances

are h. In each round of parent node selection process, the

candidate parent node and the source node hear and send

messages interactively.

The SCHR clustering algorithm is shown in algorithm 4.

In SCHR, each WSN has only one CH. Firstly, the source

nodes within the communication range of CH select the CH
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Algorithm 3 Select Parent Node

1: max(D(ni, nk ,MS)) = 0,max(E (ni, nk ,MS)) = 0,

min(cost(i, k)) = ∞

2: For each message ni received from the candidate node

nk Do

3: Extract the GPS of nk , D(nk ,MS), Emin(nk ,MS)

from the message

4: Calculate D(ni, nk ) using Algorithm 1

5: D(ni, nk ,MS) = D(ni, nk ) + D(nk ,MS)

6: If max(D(ni, nk ,MS)) < D(ni, nk ,MS) Then

7: max(D(ni, nk ,MS)) = D(ni, nk ,MS)

8: E (ni, nk ,MS) = min(Eni ,E (nk ,MS))

9: End if

10: If max(Emin(ni, nk ,MS)) < Emin(ni, nk ,MS) Then

11: max(Emin(ni, nk ,MS)) = Emin(ni, nk ,MS)

12: End if

13: End for

14: For each message ni received from the candidate node

nk Do

15: wD(i, k) =
D(ni,nk ,MS)

max(D(ni,nk ,MS))

16: wE (i, k) = 1 −
Emin(ni,nk ,MS)

max(Emin(ni,nk ,MS))
17: cost(i, k) = αwD(i, k) + (1 − α)wE (i, k)

18: If min(cost(i, k)) > cost(i, k) Then

19: min(cost(i, k)) = cost(i, k)

20: End if

21:End for

22: Node ni chooses node nk with the minimum cost

min(cost(i, k)) as its parent node

as the parent node. Then start the next round of parent node

selection. In each round of parent node selection, for each

candidate parent node nk , first send Offer-Msg to claim that

it can be a candidate parent node, then wait for the request

message Request-Msg in timer Tasso, then send Confirm-Msg

to the source node. For each source node ni, first listen for the

claim message Offer-Msg in timer Toffer , then calculate the

cost from ni to nk , and select the node with the minimum cost

as the parent node, and send the Request-Msg to this node.

Then listen for the Confirm-Msg in timer Tconfirm. Start the

next round of selection after one round of selection until the

timer Tcluster .

As shown in Figure 4, the CH n4 first broadcasts the

message that it’s the CH. n2, n5, n7 and n8 select n4 as the

parent node after receiving the message. Then n2, n5, n7 and

n8 broadcast the message that they can be the parent nodes,

and the other nodes receiving the messages select the node

with minimum cost as the parent node. Finally, the clustering

process finishes.

The final goal is to transfer the data to the vehicle, but

as the vehicle is continuously moving, thus the strategy of

transferring data to the vehicle is different from the traditional

strategy. In order to let the CH knows the timing of starting

and finishing transferring data, the vehicle will send the data

request message periodically. The CH will send the data to

the vehicle after receiving the message from the vehicle.

Algorithm 4 SCHR clustering alorithm

1: If hi == 1Then

2: Select the CH by Algorithm 2

3: End If

4: If hi == 2 Then

5: Node ni chooses CH as its parent node

6: End If

7: h = 2

8:While timer Tcluster not expires Do

9: While hk ≤ h+ 1 Do

10: If hk == h Then

11: Node nk is a candidate parent node

12: End If

13: If hi == h+ 1 Then

14: Node ni is a child node

15: End If

16: If node nk is a candidate parent node Then

17: Broadcast the Offer-Msg

18: Listen for the Request-Msg until timer Tasso
expires

19: Send Confirm-Msg to the child node ni
20: End If

21: If node ni is a child node Then

22: Listen for the Offer-Msg until timer Toffer
expires

23: For each message ni received from the

candidate parent node nk Do

24: Calculate the cost cost(i, k) by Algorithm 3

25: End For

26: Node ni chooses node nk with the minimum

cost min(cost(i, k)) as its parent node

27: Send Request-Msg to the parent node nk
28: Listen for the Confirm-Msg until the timer

Tconfirm expires

29: End If

30: End While

31: h = h+ 1

32: End While

C. THE DESIGN OF MCHR

In SCHR, each WSN can only have one CH, but this scheme

has some limitations. The nodes transfer the data to the CH

when the vehicles passing by, then CH transfers the data to

the vehicles. The CH needs to transfer all the data generated

from the sensor nodes in the WSN, the energy consumption

of the CH is the highest. The CH is easy to become a dead

node as it needs to transfer a large amount of data. Thus,

we propose to select multiple CHs in one WSN, and we

propose a multiple cluster head rotation joint mobile vehicle

data collection (MCHR).

The MCHR has three characteristics: first, the network

is divided into several disconnected WSNs, multiple nodes

are selected as the CHs from the nodes that can directly

connect with the vehicles. Second, the sensor nodes in the

WSN are partitioned into different clusters based on the CHs.
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FIGURE 4. The clustering algorithm of SCHR.

FIGURE 5. The network model of MCHR.

Third, the number of clusters and the clustering will be

changed as different paths are selected by the vehicles.

Figure 5 shows the network model of MCHR, the network

is partitioned into fiveWSNs. In eachWSN, the sensor nodes

are partitioned into several clusters.

The MCHR solution contains three phases: (1) CH rota-

tion. The CHs in each WSN are selected in this phase.

(2) The clustering algorithm. In the routing algorithm, each

node needs to find the route path to the CH. (3) The

sensor node update process. In the update phase, if insert

or delete a sensor node, it needs to update the route

path.

1) PHASE 1: CH ROTATION

In MCHR, the vehicle first obtains the hop distances of all

the sensor nodes as SCHR. The sensor nodes whose hop

distances are 1 become the CH candidate nodes. We only

allow the sensors whose residual energy exceed the threshold

value to participate in the CH rotation process. The CHs

are selected according to the transferring costs. In order to

control the number of CHs, we propose to choose the top k

nodes as CHs according to the ascending order of the costs.

The nodes’ costs are recalculated and reordered based on the

cost function in each round, thus the CHs rotate in different

FIGURE 6. The CH rotation process.

Algorithm 5 The CH Rotation of MCHR

1:While E(ni) > T and hi = 1 Do

2: ni becomes a candidate CH node

3: End While

4: Calculating the cost for each candidate CH node ni by

Algorithm 2

5: MS chooses the top k nodes as CHs according to the

ascending order of the costs

rounds. In Figure 6, in the first round, if k equals 2, then n4
and n8 are selected as the CH nodes.

Algorithm 5 shows the CH rotation process of MCHR.

2) STAGE 2: THE CLUSTERING ALGORITHM

After the CH rotation process, we need to design a clustering

algorithm which partitions the nodes in the WSN into several

clusters. Each cluster corresponds to a CH, the nodes choose

a cluster and route the data to the CH. In the data transferring

process, each node needs to find an appropriate cluster and

route path in order to balance the network energy consump-

tion. Each node may receive several messages from multiple

candidate nodes, the main point of the clustering algorithm

is to select one parent node from multiple candidate nodes.

We continue to use the cost function in SCHR’s clustering

algorithm to choose the parent node, the objective of the

clustering algorithm is to balance the energy consumption and

maximize the network lifetime.

In MCHR, each WSN contains several CHs. Firstly, each

CH nk broadcasts the Offer-Msg that it can be the candidate

parent node. The message contains the node ID k , the GPS

GPSnk , the distance from the node to the vehicle D(nk ,MS),

and the minimum energy of the nodes in the path from nk to

MSEmin(nk ,MS).

Each node ni within the communication range receives

multiple messages from several CHs. ni begins to calculate

the costs to the CHs using the cost function, ni chooses the

CH with the minimum cost and send the Request-Msg to join

the CH’s cluster. The Request-Msg contains ni’s node ID i.

The CH receives Request-Msg and sends the Confirm-Msg
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FIGURE 7. The clustering algorithm of MCHR.

to invite nk to join the cluster. The Confirm-Msg contains:

ni’s node ID i, nk ’s node ID k . When ni receives the Confirm-

Msg, ni chooses nk to be its parent node and joins its cluster.

There are some other nodes which are far away from the

CH, which cannot directly communicate with CH and need to

send data to the CH through multi-hop communication. Thus,

after the first round of parent node selection, the nodes whose

hop distances equal 2 have chosen the CH and join the cluster.

Next, each node whose hop distance equals 2 broadcasts the

message that it can be the parent node nk . Each node ni
whose hop distance equals 3 chooses the parent node based

on the cost function. We continue to repeat the parent node

selection process until each node has chosen their parent

node.

The MCHR clustering algorithm is shown as Algorithm 6.

Firstly, initialize the hop distance parameter h = 1, and

cluster all the nodes in the WSN. In each round, the nodes

whose hop distances are h + 1 select the parent node whose

hop distance is h. In each round of parent node selection,

for each candidate parent node nk , firstly, nk broadcasts the

Offer-Msg to claim that it can be the candidate parent node,

then nk waits for the Request-Msg in timer Tasso and sends

Confirm-Msg to the source node ni. For each source node

ni, firstly, ni listens for the Offer-Msg in timer Toffer , then

ni calculates the routing cost with candidate parent node nk
and selects the node with minimum cost. After finishing one

round of parent node selection, continue to finish the next

round of selection until timer Tcluster ends.

As shown in Figure 7, the CHs n4 and n8 broadcast the

messages. n2, n5, n7 and n9 receive themessages and compute

their costs to send data to n4 and n8, then they choose the

CH with minimum cost and join its cluster. Next, n2, n5, n7
and n9 broadcast the messages, n1, n3, n6 and n10 find the

corresponding cluster and join the cluster. Finally, there are

two clusters c1 and c2.

3) STAGE 3: THE SENSOR NODE UPDATE PROCESS

In the network of smart city, in order to perceive the status of

the infrastructures promptly, the sensor nodes need to update

frequently. The WSN may insert or delete a sensor node,

Algorithm 6MCHR Clustering Algorithm

1: h = 1

2:While timer Tcluster not expires Do

3: While hk ≤ h+ 1 Do

4: If hk == h Then

5: Node nk is a candidate parent node

6: End If

7: If hi == h+ 1 Then

8: Node ni is a child node

9: End If

10: If node nk is a candidate parent node Then

11: Broadcast the Offer-Msg

12: Listen for the Request-Msg until timer Tasso
expires

13: Send Confirm-Msg to the child node ni
14: End If

15: If node ni is a child node Then

16: Listen for the Offer-Msg until timer Toffer
expires

17: For each message ni received from the

candidate parent node nk Do

18: Calculate the cost cost(i, k) by

Algorithm 3

19: End For

20: Node ni choose node nk with the minimum

cost min(cost(i, k)) as its parent node

21: Send Request-Msg to the parent node nk
22: Listen for the Confirm-Msg until timer

Tconfirm expires

23: End If

24: End While

25: h = h+ 1

26: End While

a good routing algorithm should dynamically generate the

route path when the sensor node changes.

a: INSERT A SENSOR NODE

If the inserted node is closer to the road and within the

communication range of the vehicle, then it becomes a CH,

the nodes in the network need to cluster. If the inserted node

is not within the communication range of the vehicle, then it

needs to join the existing cluster.

As shown in Figure 8, the network inserts two sensor nodes

n11 and n12, as n11 is within the communication range of

the vehicle, thus n11 becomes a new CH, the sensor nodes

are partitioned into three clusters. n12 is not within the com-

munication range of the vehicle, first choose the cluster c1
according to the distance, then select n2 as its parent node

based on the calculated costs.

b: DELETE A SENSOR NODE

If the deleted node is a CH, then the network needs to cluster,

the nodes belong to the dead CH will join the other clusters.
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FIGURE 8. Insert a new sensor node.

FIGURE 9. Delete a sensor node.

If the deleted node is not a CH, then the dead node needs to

regenerate the route path.

As shown in Figure 9, the network deletes two sensor nodes

n8 and n9. n8 is a CH, the nodes n7 and n10 need to join

the cluster of n4. n7’s parent node is n4, n10’s parent node

is n7.

V. ANALYSIS OF EXPERIMENTAL RESULTS

A. SIMULATION PARAMETERS

We evaluate the performance of our proposed SCHR and

MCHR schemes. We use Matlab to simulate the network.

As shown in Figure 10, the network size is 500 × 500m2,

100 nodes are randomly distributed in the network. The

network contains four WSNs, each road has two vehicles,

the four vehicles are V1, V2, V3, and V4, respectively.

Table 1 shows the parameters in the proposed SCHR and

MCHR schemes.

B. NETWORK ENERGY AND LIFETIME

To evaluate the network energy and lifetime, we tested SCHR

and MCHR under different values in various aspects.

1) AVERAGE ENERGY OF EACH NODE

Figure 11 shows the average energy of each node for SCHR

and MCHR schemes. The network is evaluated in various

FIGURE 10. The simulation network.

TABLE 1. Parameters of simulations.

values of α (0.3, 0.5, 0.7). For the MCHR scheme, we select

the top 5 nodes as CHs in each WSN according to the cost

function. As the round number increases, the average energy

of each node decreases. MCHR’s average energy is larger

than SCHR, the nodes in SCHR consume more energy than

MCHR. The larger the α, the larger the average energy of

each node. According to the cost function, α influences the

CH rotation, parent node selection and clustering algorithms.

As α increases, the weight of distance increases, the node

nearby the vehicle has a higher probability to be selected as

the CH and parent node. The nodes nearby the vehicle con-

sume more energy and become dead earlier. As the number

of nodes which can communicate with the vehicle becomes

smaller, each node consumes smaller energy, thus the average

energy of each node increases as α increases.

In order to observe the nodes’ residual energy of the whole

WSN more intuitively, Figure 12 and 13 show the node

energy distribution for SCHR and MCHR, respectively. α is

VOLUME 7, 2019 168477



Y. Luo et al.: Data Collection Through Mobile Vehicles in Edge Network of Smart City

FIGURE 11. The average energy of each node.

FIGURE 12. Energy distribution for SCHR.

FIGURE 13. Energy distribution for MCHR.

fixed as 0.5, the round number is 8000, the blue node repre-

sents small residual energy, the green node represents almost

half residual energy, the red node represents large residual

energy.

FIGURE 14. Average energy consumption of each node.

From the observation, the boundary nodes have more

residual energy, the middle nodes have smaller residual

energy. Because the middle nodes are closer to the vehi-

cle, which are more overloaded than the boundary nodes.

When the middle nodes died after consuming all the energy,

the boundary nodes cannot communicate with the vehicle,

thus the boundary nodes have more residual energy as they

cannot transfer packets. MCHR has more blue nodes and

smaller green nodes compared with SCHR, which indicates

that MCHR’s energy consumption is more balancing than

SCHR. Because MCHR has more CHs in each WSN, thus

more boundary nodes can transfer packets from CHs to

vehicle.

2) AVERAGE ENERGY CONSUMPTION

Figure 14 shows the average energy consumption of each

node for SCHR and MCHR schemes. The network is eval-

uated in various values of α(0.3, 0.5, 0.7). The average

energy consumption increases as the round number increases.

MCHR’s average energy consumption is smaller than SCHR,

as MCHR has more CHs than SCHR. The average energy

consumption of each node decreases as α increases. As α

increases, the weight of distance increases, it avoids the

long-hop relaying and decreases the energy consumption,

thus the average energy consumption of each node decreases

as α increases.

3) MAXIMUM ENERGY OF NODES

Figure 15 shows the maximum energy of nodes for SCHR

and MCHR schemes. Each node’s initial energy is 0.5 J.

As the round number increases, the maximum energy of

nodes decreases. The nodes with maximum energy usually

represent the boundary nodes in each WSN. SCHR’s maxi-

mum energy is larger thanMCHR. InMCHR, more boundary

nodes can transfer their packets through CHs to the vehi-

cle, thus MCHR’s maximum energy is smaller than SCHR.

MCHR’s maximum energy changes slightly with α, SCHR

increases as α increases in the first 3800 rounds.
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FIGURE 15. Maximum energy of nodes.

FIGURE 16. Minimum energy of nodes.

4) MINIMUM ENERGY OF NODES

Figure 16 shows the minimum energy of nodes for SCHR

and MCHR schemes. The nodes with minimum energy usu-

ally represent the nodes nearby the vehicle. SCHR’s mini-

mum energy is smaller than MCHR, because SCHR’s nodes

nearby the vehicle are heavily overloaded and consum-

ing energy faster than MCHR. MCHR’s minimum energy

changes slightly with α, SCHR decreases as α increases.

5) ENERGY VARIANCE

Energy variance is the variance between the maximum

energy and the minimum energy. The energy variance

reflects whether the energy consumption is balancing or not.

Figure 17 shows the energy variance for SCHR and MCHR

schemes. SCHR’s energy variance is smaller than MCHR,

which shows that SCHR is more energy balancing than

MCHR. The energy variance of SCHR and MCHR increases

as α increases. The larger the α, the larger the weight of the

residual energy in the cost function, SCHR and MCHR con-

sider energy balancing more when selecting nodes to transfer

FIGURE 17. Energy variance.

FIGURE 18. Number of live nodes.

packets. Thus, the energy consumption is more balancing

when α is smaller.

6) NUMBER OF LIVE NODES

Figure 18 shows the number of live nodes for SCHR and

MCHR schemes. SCHR’s number of live nodes is smaller

than MCHR, and SCHR’s first node dies before MCHR,

which shows that MCHR achieves longer network lifetime.

The smaller the α, the larger the number of live nodes.

Because when α is smaller, the weight of residual energy is

larger, thus the selected nodes contain more residual energy,

and the nodes have a longer lifetime.

Table 2 shows the comparison results of SCHR, MCHR

and LEACH [26]. We assume that there is a base station

in the center of the simulation network for LEACH. The

performance metrics include the round numbers of the first

node dies (FRND), 5% of nodes die (FVND), 10% of nodes

die (TEND), 20% of nodes die (TWND). The experimental

results show that SCHR and MCHR are better than LEACH

in FRND and FVND. but LEACH is better in TWND. SCHR

and MCHR collect data through vehicles, LEACH collect
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TABLE 2. The comparison results.

FIGURE 19. Number of received data.

data through base stations. The experimental results show that

the proposed SCHR andMCHR can select appropriate CHs to

transfer data, thus the round number of first node dies is larger

than LEACH. In LEACH, after the nodes near the base station

die, the other nodes are still living but they cannot transfer

data. SCHR and MCHR are more balancing than LEACH,

because SCHR and MCHR can rotate the CHs according to

the distance to the vehicles and residual energy.

C. NETWORK TRANSMISSION CAPACITY

1) NUMBER OF RECEIVED DATA

Figure 19 shows the number of received data for SCHR and

MCHR schemes. The four vehicles receive data from the

CHs and transfer the data to the data center. The received

data reflects the efficiency of the data collection scheme,

the data collection scheme with a larger amount of received

data has better efficiency. SCHR’s received data is smaller

than MCHR, because there are more CHs in MCHR which

can transfer data to the vehicle. We can find that the number

of received data increases as α decreases. The smaller the

α, the larger the number of live nodes, thus the vehicles can

receive more data from the nodes.

Figure 20 shows the number of received data for SCHR’s

four vehicles V1, V2, V3, andV4. The vehicles’ received data

are from 2.3× 107 to 3.19× 107. V3’s received data is the

largest, and V2’s received data is the smallest. We can find

that the number of received data for SCHR’s four vehicles

increases as α decreases. The vehicles’ received data is rele-

vant with the nodes in the WSN.

FIGURE 20. Number of received data for SCHR.

FIGURE 21. Number of received data for MCHR.

Figure 21 shows the number of received data for MCHR’s

four vehicles V1, V2, V3, and V4. The vehicles’ received

data are from 3.16 × 107 to 3.81 × 107. It’s observed that

the number of received data for MCHR’s four vehicles has

small impact with α.

Figure 22 shows the variance of received data for SCHR

and MCHR. We can find that SCHR’s variance is larger than

MCHR, and MCHR’s variance of received data is smallest

when α is 0.7.

2) NUMBER OF CACHING DATA

Caching data means the number of data cached by the nodes.

Figure 23 shows the number of caching data for SCHR and

MCHR schemes. SCHR’s caching data is larger than MCHR,

because in SCHR scheme, when the nodes near the vehicle

die after consuming all the energy, the nodes far away from

the vehicle cannot communicate with the vehicle, thus these
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FIGURE 22. Variance of received data.

FIGURE 23. Number of caching data.

nodes cache more data in local. We can find that the caching

data of SCHR andMCHR increases as α increases. The larger

the α, the more probability that the nodes far from the vehicle

cannot communicate with the vehicle, thus more data cached

by the nodes.

Figure 24 shows the number of caching data for SCHR

under α = 0.5 in 8000 rounds. We can find that some nodes’

caching data is very large, because these nodes cannot transfer

their data to the vehicle through multi-hop communication

once the relaying node dies.

Figure 25 shows the number of caching data for MCHR

under α = 0.5 in 8000 rounds. We can find that MCHR’s

caching data is not very large. The number of caching data in

MCHR is much smaller than SCHR.

3) DATA TRANSMISSION RATE

The data transmission rate is equal to the number of received

data by the vehicles divides the number of data sensed by the

sensors. Figure 26 shows the data transmission rate for SCHR

and MCHR schemes. The data transmission rate decreases as

FIGURE 24. Number of caching data for SCHR.

FIGURE 25. Number of caching data for MCHR.

FIGURE 26. Data transmission rate.

the round number increases. SCHR’s data transmission rate is

smaller than MCHR, because the number of received data in

MCHR is more than SCHR. MCHR’s data transmission rate

is 100% in the first 5000 rounds, the data transmission rate of

MCHR changes slightly with α.
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FIGURE 27. Energy utilization efficiency.

4) ENERGY UTILIZATION EFFICIENCY

The energy utilization efficiency is equal to the number of

received data by the vehicle divides the energy consumption

of the nodes. Figure 27 shows the energy utilization efficiency

for SCHR and MCHR schemes. MCHR’s energy utilization

efficiency is larger than SCHR, which shows that MCHR is

more energy balancing than SCHR. We can find that the data

transmission rate of SCHR and MCHR increases slightly as

α increases.

VI. CONCLUSION

In smart city, the sensor nodes are equipped with different

components for different applications, which allow to sense

and collect the status and information of all kinds of infras-

tructures in the city. In this paper, we propose two data collec-

tion schemes SCHR and MCHR through mobile vehicles in

edge network of smart city. The sensing network in smart city

forms several decentralized and isolated WSNs. In SCHR,

each WSN selects one CH, the CH rotation and clustering

algorithm use the cost function based on the distance to the

vehicle and residual energy. In MCHR, the energy consump-

tion is more balancing as each WSN contains multiple CHs,

the clustering algorithm has good scalability when the net-

work inserts or deletes a sensor node. The SCHR and MCHR

schemes are novel data collection schemes that can connect

large number of sensing devices into IoT and effectively

collect data based on the existing city infrastructures in a

flexible and low-cost way. The performance of SCHR and

MCHR have been validated through extensive experiments,

which show that SCHR and MCHR have good performance

in energy consumption and network lifetime.
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