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Abstract-Newly developed communication- and information 
networks offer a large number of services which make use of 
image data, leading to an increasing demand for image storage 
systems. This paper focuses on a new emerging technology, 
namely image data compression techniques for digital record- 
ing. image coding for storage equipment covers a large variety 
of systems because the applications differ considerably in na- 
ture. In this paper, video coding systems suitable for digital TV 
and HDTV recording and digital electronic still picture storage 
are considered. In addition, attention is paid to picture coding 
for interactive systems, such as the compact-disc interactive 
system. The relation between the recording system boundary 
conditions and the applied coding techniques is outlined. The 
main emphasis is on picture coding techniques for digital con- 
sumer recording. 

I. INTRODUCTION 

N the coming years, digital recording will gradually take I over from conventional analog recording systems. This 
is motivated by three distinct developments. First, contin- 
uous improvements in the head and tape technology have 
resulted in a substantial growth in recording densities. 
Digital recording can benefit more from these density im- 
provements than analog recording, because a high carrier- 
to-noise ratio is not required [l]. Second, the initial gen- 
eration of video registration equipment in the professional 
field is gradually being replaced by digital recording sys- 
tems, e.g., D-1 and 0 - 2  recorders [2]. Apparently, the 
benefits of digital recording, namely a flawless reproduc- 
tion of the video signal even after multiple copying and 
its unquestionable timing stability for video and audio, 
have been recognized. A third argument for the introduc- 
tion of digital storage equipment is the growth in VLSI 
technology which has made advanced digital processing 
feasible for widespread use in practical applications. Only 
recently has it been proven that for video speeds (e.g., 
sampling frequency exceeding 10 MHz) VLSI is feasible 
while still using clock- and throughput rates of 20-40 
MHz. This enables advanced coding techniques with con- 
siderable computational complexity to be applied on a 
larger scale. 

A major transition to digital recording is still yet to 
come, namely digital recording for consumer applica- 
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tions. Here, constraints differ substantially from those in 
recording for professional use. In the latter field, signal 
processing is avoided because the input signal is prefer- 
ably registered in its original form. In the consumer mar- 
ket, however, simple mechanics play a key role in order 
to obtain small-sized devices for portable applications. It 
is recognized that data compression techniques are the 
means to achieve that goal. A substantial compression 
factor can be obtained because the compression system 
needs not be lossless, since the picture quality constraints 
for consumer applications are less stringent than in the 
professional field. Another reason is the progress in the 
coding efficiency of recently developed algorithms, re- 
sulting in considerable bit-rate reduction while maintain- 
ing the subjective picture quality. Therefore, investments 
in VLSI to reduce the complexity and size of recording 
mechanics are valuable. 

This paper reports on the picture coding techniques 
which have been implemented for experimental digital re- 
cording systems in the past decade. The emphasis will be 
on picture coding for experimental digital home-use sys- 
tems, especially video tape recorders. Additionally, the 
first developments on HDTV consumer recording will also 
be discussed. Finally, coding techniques for special ap- 
plications, as digital electronic still picture storage (ESP) 
and compact disc interactive (CD-I), are described. 

The processing blocks in digital recording systems re- 
semble a digital communication system. Fig. 1 shows a 
system block diagram of the video processing part of an 
experimental digital video recorder. First, the analog TV 
video signal is digitized. For coding, composite PAL/ 
NTSC or YUV-component signals can be considered. 
Sampling frequencies for composite signals are taken as 
an integer multiple of the subcarrier frequency in order to 
preserve the modulated color information. More recent 
system proposals refer to Y UV-component coding. Since 
there is no digital component sampling standard for con- 
sumer applications yet, the sampling rates are a variable 
parameter for the system designer. For studio environ- 
ments, however, a worldwide sampling standard for com- 
ponent TV signals has been agreed upon, namely the 
CCIR-601 standard. This standard uses 13.5 MHz sam- 
pling frequency for the luminance zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( Y )  signal and 6.75 
MHz for the color-difference signals U and I/. This results 
in 720 and 360 active sampledline for Y and U / V ,  re- 
spectively. In 50 Hz systems 576 lines are active and in 
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Fig. 1 .  Block diagram of a digital video recorder (from [3]) 

60 Hz systems 485. Mostly, sampling frequencies for 
component signals are chosen as an “easy-to-handle’’ 
fraction of the CCIR-601 sampling rates, e.g., 3/4,  1 /2,  
etc. 

Bit-rate reduction is applied to compress the digital 
video signal, such that the resulting bit rate yields the re- 
quired playing time on the chosen cassette size. The 
compression algorithms are described in detail in Sections 
111-V. It is emphasized here that the combination of sam- 
pling and bit-rate reduction determines the subjective im- 
age quality of the system. For this reason, one can distin- 
guish several compression techniques with the same 
output bit rate. Each specific solution is a tradeoff be- 
tween resolution (sampling frequency) and the applied bit- 
rate reduction system (attainable compression factor) to 
achieve the desired output bit rate for recording. 

The third step in the diagram of Fig. 1 involves channel 
coding. It is known that the magnetic recording channel 
suffers from burst errors. These burst errors are mostly 
caused by dirt and scratches on head and tape, resulting 
in temporal signal losses. Another problem is the tape and 
head wear in the system. Repetitive playback of the same 
tape may damage the magnetic layer of the tape, which 
also increases the bit error rate significantly. To overcome 
this problem, error correcting coding is needed at the ex- 
pense of some channel capacity. In practice, Reed-Solo- 
mon codes [4] are often used in a digital recording sys- 
tem. These codes make efficient use of the extra parity 
symbols which must be added. Recently, product codes 
based on Reed-Solomon codes have gained more interest. 
In such a code, data are organized in two-dimensional 
blocks, in which the parity symbols are added to both rows 
and columns. Block-based processing breaks large burst 
errors into smaller, manageable pieces. Even relatively 
simple decoding strategies yield a robust system perfor- 
mance. Typical values for the amount of redundancy range 
from 15 to 30%. 

The fourth and last step in the digital recorder is to 
match the bit stream to the properties of the magnetic re- 
cording channel and to add tracking information with a 
channel code. The head-to-tape system itself has a band- 
pass character: dc current cannot be recorded and too 
many flux reversals per length unit result in intersymbol 
interference (ISI). Both phenomena can be controlled by 
posing constraints on the minimum and maximum dis- 
tance between two signal transitions (hence, bit reversals) 
in the channel. This can be obtained by using run-length 
limited codes zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[5]  or by using a block code zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 6 ] ,  e.g., an 
8-10 code as indicated in Fig. 1. Basically, tracking in- 
formation is added in two ways: frequency division mul- 
tiplex or time division multiplex (TDM). In the example 
described (Fig. l ) ,  tracking tones have been added by en- 
crypting them in the channel code. An example of TDM 
is to reserve a special part of the track for tracking infor- 
mation, as in the R-DAT system. 

Section I1 is devoted to the specific system constraints 
for recording. Three items are discussed in some detail: 
the tradeaff between playing time and video bit rate, the 
consequences of variable-speed playback, and the fluc- 
tuating performance of the recording channel. 

Section I11 focuses on data compression for TV con- 
sumer recording. A distinction has been made between 
predictive coding and transform coding systems. The use 
of predictive coding in storage systems has been investi- 
gated for both composite and component signal recording. 
Recent developments are pointing in the direction of more 
advanced systems, such as transform coding in combina- 
tion with variable-length coding. Special attention will be 
paid to the data buffering when variable-length codes are 
used. This is a very relevant problem in recording because 
editing and other special modes must be possible. 

Section IV discusses the first attempts of HDTV coding 
for consumer recording purposes. In this section, a very 
specific problem will be dealt with, namely compatible 
coding of HDTV signals. In such a system the HDTV 
signal is split into a “TV-like” signal and a ‘‘surplus,’’ 
thereby enabling gradual introduction of HDTV systems 
on the market. 

Section V deals with digital electronic still picture stor- 
age and its coding. We have included a section about dig- 
ital still picture storage because it is our opinion that such 
a facility will become an integrated part of a video camera 
recorder. The tendency is therefore that techniques which 
have been exclusively considered for electronic still pic- 
ture coding will coincide to a large extent with the sys- 
tems developed for digital video tape recording. 

Finally, Section VI considers moving video coding for 
very low bit rates. The application is digital storage of 
video signals for interactive systems, such as the compact 
disc interactive (CD-I) system, in which a bit rate of only 
1 Mb/s zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis available for the compressed video data. It will 
be shown that motion-compensated interpolation plays a 
key role to obtain a sufficiently high compression factor. 
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The possible complexity reduction of recording me- 
chanics by using picture coding may be best clarified with 
the following example. Suppose a composite standard TV 
signal is sampled with four times the color subcarrier fre- 
quency. The required bit rate to store the digital signal is 
around 100 Mb/s. If per video head 25 Mb/s can be re- 
corded (a reasonable assumption for consumer type mag- 
netic heads), a four-channel system is needed, without 
considering error correcting coding. A simple data 
compression system with a compression factor of two 
would halve the required amount of recording channels, 
at the expense of a chip containing the additional signal 
processing. With large scale production and in the longer 
term, VLSI is less expensive than a plurality of magnetic 
heads. Hence, the overall costs of the recording system 
would be reduced, thereby favoring the exchange of me- 
chanical complexity to more advanced signal processing. 

In the following, three key aspects of coding for re- 
cording are highlighted to indicate that it differs from 
transmission systems. 

The first aspect is related to the aimed recording system 
size. This results in a more or less predetermined 
compression factor that must be obtained. This constraint 
is clearly portrayed by Fig. 2, in which the available video 
bit rate is plotted as a function of the playing time of an 
experimental 8 mm digital recording system. In the curve 
two points are of particular interest. If no data compres- 
sion is used, the required bit rate for the video signal 
would be 166 Mb/s (a CCIR-601 signal), resulting in an 
(unacceptable) playing time of 10-15 min. If, on the other 
hand, a playing time of 2-3 h must be realized, the avail- 
able video bit rate is only 15-20 Mb/s. In other words, 
the chosen mechanical configuration can impose severe 
limitations on the available bit rate for the video signal, 
thereby necessitating advanced compression systems. 

The second aspect in which recording differs from 
transmission is that a recorder can be operated at varying 
speeds. Such an operation mode, often referred to as a 
multispeed mode, dramatically influences the amount of 
information that can be recovered from the tape. This is 
indicated in Fig. 3 with and without head actuation. By 
head actuation we mean that the position of the head is 
modulated by some electromechanical system, e.g., by 
using a piezo crystal, as a function of the search speed. 
If no head actuation is used, the position of the video 
heads is fixed on the drum. The drum is a cylinder around 
which the tape is wrapped. At an increased playback 
speed, the head(s) cross several tracks during one scan 
from the lower part to the upper part of the tape. Only in 
cases where the head sufficiently covers a track and the 
azimuth (i.e., the angle between head gap and the trans- 
versal track direction) of head and track are equal, can 
data be recovered. If head actuation is applied, a larger zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 .  The net available bit rate of an 8 mm system as a function of the 
playing time. Track width 10 pm, bit length 0.3 pm, effective tape use 6.7 
mm width and 120 m tape length. Overhead: 20% error correction and 
8-10 channel modulation. 
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Fig. 3 .  Recovered data bursts (arced areas) in  the case of increased play- 
back speed (three times the normal speed). In the example, two tracks per 
frame are used. Head actuation enables reading of a complete frame and 
then skipping of the two subsequent frames. Recovered data bursts without 
head actuators. (a) Recovered data with head actuation. (b) Recovered data 
without head actuation. 

consecutive area can be read from tape at the cost of an 
increased area in which no data can be recovered. The 
conclusion of both situations is similar: the multispeed 
operation of a recorder leads to data recovery in burst 
mode and the bursts originate from varying positions on 
the tracks. If the search speed of the recorder increases, 
the data bursts will become smaller. If in the described 
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mode complete images must be reconstructed, the de- 
coder should be able to, at least partially, decode the in- 
coming data bursts. This limitation requires a data 
compression technique in which coding is limited in time, 
e.g., it should allow decoding of data parts without 
knowledge about previous data parts that could not be re- 
stored. The limitation in time holds also for editing, i.e., 
insertion or replacement of other video frames within a 
previously recorded video sequence. 

The third aspect in which the recording process sub- 
stantially differs from the transmission link is the reli- 
ability of the communication channel, especially mag- 
netic recording channels. The performance of this channel 
in terms of bit error rates can fluctuate greatly or a rapid 
deterioration may take place for reasons pointed out in the 
previous section. In order to enhance system robustness, 
one can notice a substantial amount of redundancy added 
to the source data prior to storage in the proposed exper- 
imental recorders. However, the measures indicated are 
not enough in the multispeed modes. Since only pieces of 
information are restored, error correction can only be par- 
tially carried out because not all data of the same (prod- 
uct) data block on which the data protection was based 
could be recovered. Another reason for decreased robust- 
ness during multispeed processing is the, mostly, in- 
creased tape speed, so that stable data reading from tape 
is more difficult. The conclusion of these conflicting sit- 
uations is that the data format after compression must be 
robust in nature. Also the applied codes can be optimized 
for system robustness, for example, by giving them spe- 
cial synchronizing properties [7]. 

111. PICTURE CODING FOR DIGITAL TV CONSUMER 
RECORDING 

This section deals with video coding techniques for TV 
that have been proposed for consumer digital video re- 
cording. In the last decade, the diversity in compression 
algorithms has grown extensively. Excellent reviews on 
picture coding in general have been written by Netravali 
and Limb [8], Jain 191, and Mussman zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAer al .  [IO]. In this 
section we focus on the specific systems for digital TV 
recording for home use. Digital signal processing for an- 
alog TV recording will not be considered. The emphasis 
in this section will be on specific details of data compres- 
sion systems which make them more suitable for appli- 
cation in digital recording systems. The limitations from 
the previous section have hampered the use of interframe 
coding techniques, in which the time correlation between 
frames is exploited, for recording applications. There- 
fore, only field- or frame-based systems are discussed. 

The section is written more or less in chronological or- 
der. Section III-A deals with predictive coding systems, 
in particular differential pulse code modulation (DPCM) . 
The majority of the systems are based on the recording of 
composite signals. The popularity of DPCM is to a large 
extent based on its simplicity so that the feasibility of the 
recording systems could be tested. Section III-B acts as a 

bridge between predictive coding and transform coding, 
since it deals with a relatively simple combination of both 
techniques. Section III-C is devoted to transform coding 
systems and is split into two parts. First, [Section III-C- 
I)] the Hadamard transform is discussed, which is pri- 
marily implemented with fixed-rate coding systems. Sec- 
tion III-C-2) focuses on the discrete cosine transform and 
its proposed variable-wordlength coding techniques. 

For the sake of completeness, we report the results of 
one of the earliest investigations of digital consumer re- 
cording, namely PCM video recording by Mita zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAef al.  [ 1 I]. 
In their proposed system, bit-rate reduction techniques are 
not used at all. The video is sampled at 10.7 MHz (with 
8 b resolution) as a composite signal, or the separate com- 
ponents are sampled at 7.16 MHz for luminance and 1.79 
MHz for the color components. Bit rate for the active 
video part is around 86 Mb/s. A 1 h playing time has 
been obtained on VHS-like mechanics. The authors con- 
clude that bit-rate reduction techniques provide very ef- 
fective means for increasing the playing time or reducing 
the size of the system. 

A .  Predictive Coding 
Because of its simplicity, predictive coding had been 

investigated extensively and over a long time period. The 
most interesting system is differential pulse-code modu- 
lation (abbreviated as DPCM). The fundamentals of 
DPCM can be understood easily from the block diagram 
in Fig. 4. 

The basic property of the system is that incoming sam- 
ples s ( i )  are predicted by means of previously processed 
samples. The prediction p ( i )  is a weighted sum of neigh- 
boring samples that can be assumed to correlate with the 
sample to be coded. The difference d ( i )  between the pre- 
dicted and the present sample value is determined, and 
then quantized. The quantized differences dQ(i) may be 
coded prior to storage in order to enhance channel prop- 
erties. In the decoder, the quantized difference is added 
to the prediction value, resulting in the reconstructed sam- 
ple value s^(i) .  In order to keep predictions in encoder and 
decoder equal to each other, the encoder predictor uses 
quantized difference inputs as well. In a more formal no- 
tation, DPCM can be formulated with the following re- 
cursive procedure: 

K 

p ( i )  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc akb(i - k) ,  
k =  I 

d( i )  = s( i )  - p ( i ) ,  

d ~ ( i )  = Q(d( i ) )?  

s^(i) = p ( i )  + dQ( i ) .  (1) 

In ( I ) ,  the K different weighting factors zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAak are the predic- 
tion coefficients. The function Q quantizes the differences 
to a coarser value. Generally, large difference values are 
quantized more coarsely than small values. For a more 
detailed introduction of DPCM systems we refer to [lo] 
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Fig. 4. Block diagram of DPCM system. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

in which the most recent improvements are discussed. In 
the following, we focus on DPCM systems which have 
been designed exclusively for digital recording. 

One of the first investigations using DPCM for exper- 
imental digital recording has been reported by Hirota, 
Hirano, and Higurashi [12]. The developed recorder is 
based on modified VHS mechanics with a recording time 
of 2 h. For data compression, a scheme has been imple- 
mented which is suited for composite recording. The main 
steps in the coding system are indicated in Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 .  In the 
first step, sub-Nyquist sampling on a field basis is carried 
out. Second, the subsampled image is coded with DPCM. 
The subsampling already reduces the bit rate by a factor 
of two, thereby enabling a higher overall compression ra- 
tio. 

The initial sampling frequency is 4f,, (the color-sub- 
carrier frequency) with 7 b resolution, yielding 100 Mb/s 
input bit rate for NTSC. The subsampling pattern is de- 
picted in Fig. 6. As can be noticed, it is a combination of 
line-quincunx and field-quincunx sampling. The sampling 
pattern must allow for a good reconstruction of color in- 
formation modulated on the subcarrier. Due to the com- 
bination of line- and field-subsampling, the sampling pat- 
tern is a periodic four-field sequence. Interpolation for 
image reconstruction is performed by using luminance 
samples of the same line and the corresponding line in the 
previous field, and the nearest chrominance sample of the 
previous field (see Fig. 7). 

The DPCM system is based on an intrafield prediction 
technique, in which the subcarrier phase is taken into ac- 
count. The prediction is defined as follows: 

(2) 

The location of the sample values is shown in Fig. 8.  

Quantization of the difference signal is adaptive to the in- 
put levels and nonuniform. A fixed-rate coding of 4 b per 
quantized difference has been proposed. The constant data 
rate after DPCM is 22 Mb/s, and 28.6 Mb/s in the re- 
cording channel. 

A similar coding approach for composite PAL televi- 
sion has been followed by Driessen et al. [ 131. Again as 
a first step sub-Nyquist sampling on 2 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfyc is employed prior 
to a DPCM coding technique. The intrafield predictor, 
which is suitable for both luminance and chrominance 
parts in the signal, is a weighted sum of 9 samples from 
the current and last two lines of the same field. The DPCM 
system is portrayed by Fig. 9 in which the predictor is 
denoted as PNL. In the following, the use of nonlinear pre- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

x = P2 + (P3 - P5). 

x ( i )  - 
samples 

subsampling DPCM bit stream 

Fig. 5 .  Encoding diagram using subsampling and DPCM. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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Fig. 7 .  Samples used for interpolative reconstruction. The sample pattern 
corresponds to Fig. 6. The numbers are filter coefficients. 
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Fig. 8. Intrafield prediction for composite NTSC, based on the sample pat- 

tern obtained after the subsampling of Fig. 6. 
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Fig. 9. Architecture of DPCM system with nonlinear prediction (from 

~ 3 1 ) .  

diction for improving the error response of the system is 
described. Two nonlinear memoryless elements NL; are 
used for two different predictors P ,  and Pz,  which are 

1 -  
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Fig. 10. Characteristics of nonlinear elements zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAN L ,  and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAN L z  (from [13]). 

working in parallel. The characteristics of the nonlinear 
elements are shown in Fig. 10. For small quantizer out- 
puts occurring in relatively flat image areas, predictor PI 
is active, whereas predictor P2 is active in high-contrast 
picture areas. Channel errors have a limited impact on the 
output of P , ,  since NLI clips large variations of the input 
signal. Predictor P2 is optimized for high-frequency re- 
sponse combined with rapid error decay (much leakage). 
The overall result of the predictor is the sum of the two 
terms, which is substantially more robust against channel 
errors than a linear predictor (see Fig. 11). The quanti- 
zation (in Fig. 9) is adaptive to the input levels and 
switches between two tables Q, and Q2. On signal tran- 
sitions, the system switches to coarser quantization Q2 for 
the next input, but delays the return to fine quantization 
Q ,  by 3 sample periods, in order to avoid quantizer os- 
cillation. Promising results with this DPCM system have 
been reported on 22 Mb/s (24 Mb/s in the channel) in 
comparison with a simple Hadamard transform coding 
technique (see Section 111-C). 

A more recent result in DPCM picture coding for re- 
cording, that reflects the transition to component coding, 
is outlined in [ 141. In the system proposal, the composite 
signal is initially sampled at 4&,, but then converted to a 
230 Mb/s YUV-component signal with 4f,,/2f,,/2f,, 
sampling frequencies. By resampling this signal to 
3f,,/0.5f,,/0.5f,, and putting the color in the blanking of 
the luminance, a TDM signal is obtained with 78 Mb/s 
bit rate. This signal is then compressed to 30 Mb/s with 
an interframe DPCM system. The system works in fixed- 
length coding of samples, but operates in various modes 
to improve the overall picture quality. The basic tech- 
nique is to code blocks of 8 x 8 samples, the first sample 
of each block being coded in PCM to avoid error propa- 
gation on block basis. Depending on the total bit cost of 
a coded field, the correct setting of the modes is chosen. 
The various modes are indicated in Table I. 

B. Dynamic Range Coding 

Dynamic range coding can be regarded as a combina- 
tion of block coding techniques and DPCM. The basic 
ideas have been proposed by Kondo et al. in [15]. The 
technique works as follows. The image is partitioned in 

Q zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
3 

? 30 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
c 
.- 
U 
E 20 
a 

10 

0 
0 5 10 15 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

nxT, - 
Fig. 11. Error response of nonlinear predictor compared with linear pre- 
diction as a function of the sample distance. The solid curves indicate the 
response for various inputs (from [13]). 

TABLE I 

DIFFERENT MODES I N  BLOCK-ADAPTIVE DPCM SYSTEM WITH 
SUBSAMPLING (FROM [ 141) 

Code Comp. 
Length Ratio 

5 b / s  5 1 8  

4 b / s  418  

Coding Methods 

Mode 1 
Mode 2 combination o f  

Mode 3 -previous samplelline prediction 
Mode 4 -two-dimensional prediction 2 b/s 
Mode 5 

4 b/s 

In-block DPCM with a 

-no compression (8 b) 

In-block DPCM using the 
same method as above after 

Mode 6 211 subsampling 2 / 8  
Mode 7 DPCM with a combination 

of noncompression and 2 b / s  
interframe prediction 

small subblocks of, say, 4 x 4 samples. The minimum 
sample value inside the block is transmitted as a global 
prediction for all other sample values inside the same 
block. The difference between the minimum value in the 
block and the actual sample value is quantized and coded. 
As with DPCM, it is attractive to quantize these sample 
differences adaptively . Therefore, it has been proposed to 

use the maximum difference, i.e., the difference between 
the maximum sample value and the minimum value in the 
block, as a classification parameter. This maximum dif- 
ference is termed as a dynamic range in the following. 
Hence, in more formal notation, adaptive dynamic range 
coding (ADRC) is based on the following steps: 

MIN = min zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA{ s ( i , j ) ,  i , j  = 0, 1, * . , N - 1);  

d ( i , j )  = s ( i , j )  - min, i , j  = 0, 1, - * , N - 1; 

DR = max { d ( i , j ) ,  i , j  = 0, 1 ,  - * , N - l } ;  

In this expression, a sample from a two-dimensional frame 
is denoted by s( i ,  j ) ,  MIN stands for the block minimum, 
the dynamic range parameter is DR, and dQ(i, j )  is the 
quantized version (controlled by the value of DR) of the 
difference signal d(i ,  j ) .  Figs. 12 and 13 portray the fun- 
damentals of dynamic range coding. 
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amplitude zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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Fig. 12. Example of a sample value grid of a 6 x 6 block with minimum 
and maximum value indication. 

allmation 
stream 

MIN 

1-Q-k da 

Fig. 13. Encoder block diagram of adaptive dynamic range coding. 

The technique described can be extended to three di- 
mensions by considering the corresponding block in the 
previous frame as well, thereby reducing temporal redun- 
dancy. Coding has been improved by distinguishing 
blocks without motion or with a significant motion com- 
ponent. In the former case, the blocks are averaged zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
~ ( i ,  j ) ’  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ s k ( i ,  j )  + sk-  I ( i ,  j ) ] / 2  0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 i ,  j zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAs N - 1 

(4) 

where s k ( i , j )  is sample location ( i , j )  from the kth frame. 
In order to decide whether (4) can be applied, motion de- 
tection is essential. A simple detector based on the max- 
imum of the differences between corresponding samples 
in the two frames has been worked out. Hence, a 3-D 
block is coded in the motion mode if 

max { (sk(i ,  j )  - s k - , ( i , j ) l ,  0 5 i , j  s N - l }  > T, 

( 5 )  

in which T, denotes the motion threshold. For editing 
purposes, Kondo et al. proposed to code groups of two 
frames as an entity. However, the averaging of (4) in the 
nonmotion mode results in motion judder if the motion 
threshold is increased to obtain a lower bit rate. For this 
reason, postfiltering has been implemented, which aver- 
ages the two groups of frames during image reconstruc- 
tion each time a new group of two frames is started (see 
Fig. 14). 

The next coding step is quantization and coding. It has 
already been mentioned that the dynamic range parameter 
is well suited for quantizer classification. In a recent pub- 

input encoder decoder postfilter 

coding stage -c 

Fig. 14. Temporal subsampling and interpolation diagram during the en- 
coding and decoding process for a sequence of frames F,. The coding stages 
are indicated horizontally, while the subsequent frames are shown veni- 
cally . 

TABLE I1 

EXAMPLE OF A CLASSIFICATION AND THE 

CORRESPONDING BIT COST AS A FUNCTION 
OF THE DYNAMIC RANGE (BIT-PLANE 

INTERVALS) 

Level Bit Cost Dymanic Range 

O ” ‘ 4  
5 . . .  13 

14 . . . 35 
36 . . . 103 

104 . . . 255 

lication [16], it is shown that good results can be obtained 
by increasing the number of levels when the dynamic 
range augments. An example of such a strategy is outlined 
in Table 11. 

Quantization has been optimized for multiple encod- 
ings resulting in a slightly modified linear quantizer. The 
starting point is a linear quantizer with the reconstruction 
levels in the middle of the quantizer intervals 

d, = (d + O.S)M/DR (6) 

where d and DR are defined according to ( 3 ) ,  and M (M 
> 1) stands for the number of output levels. In the next 
step, the minimum and maximum output value are rede- 
fined by taking all input values d which lead to the mini- 
mum or maximum quantizer output, and averaging these 
input levels 

1 
K i  j 

MI” = - c c s ( i , j ) ,  for d(i, j )  = 0 ,  

1 
MAX’ = C C s(i, j ) ,  for d(i, j )  = M - 1 (7) 

where K and L are the number of samples having d(i, j )  
= 0 or M - 1, respectively. The modified dynamic range 
of the block DR ’ and the modified quantized output are 

I J  

DR‘ = MAX’ - MI” 

d, = ( s ( i , j )  - MIN’)/(M - 1) + 0.5. (8) 

The specified quantizer preserves the dynamic range very 
closely (only the averaging of (7) results in a minor 
change) after multiple encodings. On the other hand, the 
new quantizer benefits from the regular linear quantizer 
since this one yields the highest signal-to-noise ratio. 

The last point to be discussed is the buffer regulation 
part of the system. It may be noticed that the ADRC ap- 

I 



104 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS. VOL. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIO. NO. I ,  JANUARY zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1992 

proach is very close to coding with M-functions zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 101. It 
is known that the attainable compression ratio of such as 
system is limited, as with DPCM. Therefore, coding in 
groups of two frames has been adopted. To keep the data 
constant in such a period, the data are stored prior to cod- 
ing and the dynamic ranges of all blocks are analyzed in 
a histogram of occurrences. On the basis of quantization 
Table 11, thresholds zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATH, can be defined (see Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIS) lead- 
ing to the number of blocks zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASi that have equal or more 
than i b/sample. The total number of bits (globally) per 
two frames I can be easily calculated by 

I = 16Sl + N 2  (,$, S I ) .  (9) 

The first term of (9) denotes the minimum amount of in- 
formation coded for each block of N x N samples, namely 
8 b for the minimum value and 8 b for the dynamic range. 
If the thresholds THl are modified, the number of blocks 
with a particular bit allocation changes, thereby varying 
the total bit cost zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1. The buffer control adjusts the levels in 
such a way that the bit cost fits in the desired bit rate. It 
can now be understood why variable-length coding is not 
attractive in this system: the bit cost computation would 
be dramatically more expensive, since all the quantized 
samples would be required to carry out the calculation. 

The key aspect of the ADRC system is its simplicity 
and the small block size. This enables a simple feedfor- 
ward analysis of two frames prior to coding. It also en- 
sures multiple encodings without further picture quality 
degradation. However, the simplicity mentioned is at the 
same time the major drawback of the system: only a lim- 
ited compression can be achieved, even if the three-di- 
mensional processing over two frames is included. The 
authors report good subjective image qualities at 25 Mb/s 
with a 3 : 1 : 0 sampling standard (2.5 b/sample). 

C. Transform Coding 

Similar to the proposals for transmission, transform 
coding has become one of the most attractive systems for 
data compression in storage applications. In spatial trans- 
form coding, the input signal is segmented into small 
blocks of, say 8 X 8 or 16 x 16 samples. The transform 
attempts to remove spatial correlation by converting the 
block to more or less uncorrelated components, from now 
on referred to as coeficients. The transform itself does not 
fundamentally alter the signal, apart from changes due to 
finite precision calculation, but it yields only a different 
representation. The modified representation can be seen 
as a rotation of the coordinate system [17]. In the two- 
dimensional case, the unit vectors along the coordinate 
axes are basis pictures of which examples can be found in 
the following section. In most transforms, the aim is to 
concentrate the signal energy into as few coefficients as 
possible. This phenomenon paves the way for significant 
data reduction, since the nonrelevant coefficients may be 
skipped for coding. In Fig. 16 a block diagram is depicted 
of a transform encoder which indicates the major steps in 

I 

1: probability 
2: cumulative zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

5 P I  probability 

0 THi 255 

dyn. range 

Fig. 15. Histogram of occurrences of various dynamic range values and 
the corresponding cumulative distribution for the number of blocks. The 
threshold TH, specifies the fraction (1 - P,) of the total number of blocks 
that is coded with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 i bitslsample. 

dj++ZLIH-bFt+ bit stream 

samples 

Fig. 16. Basic steps in a transform encoder. 

the total system. Prior to transformation, a line-to-block 
converter enables the required block construction. A dis- 
tinction can be made between intrafield transformation or 
intraframe transformation. In the former, blocks are con- 
structed from samples within one field, whereas in the lat- 
ter, the samples are taken within one frame (see Fig. 17). 
In intraframe coding, the interlacing of fields can play a 
substantial role in the coding algorithm. This influence 
will be discussed later in this section. After transforma- 
tion, the coefficients are quantized and coded (this ex- 
plains the term transform coding). Whereas the transfor- 
mation yields another signal representation, a major step 
in data reduction is obtained in the quantizer by means of 
the suppression of irrelevant signal components. In the 
last step, coding of the coefficients ensures that the allo- 
cation of transmitted bits to the coefficients is based upon 
their relevance (e.g., statistical variance). For recording 
applications, it is attractive to use special codes with im- 
proved synchronization properties in order to enhance de- 
coder robustness. 

Let us consider the transformation in a more formal no- 
tation. The input sample block f( i ,  j )  of size N X N is 
transformed to the output block of coefficients F(u, U )  by 
means of the forward transformation kernel T(i, j ,  U ,  U ) .  

The coordinates i and j refer to the sample domain, while 
the parameters U and U are active in the transform domain. 
The two-dimensional transform T is defined by 

F(U, U )  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC C f(i, j)T(i, j ,  U, U ) .  

N - l  N - l  

(IO) 

Of all commonly applied transforms the transform kernel 
is separable, so that T(i, j ,  U ,  U )  = T,(i, u)T2( j ,  U ) .  This 
means that the two-dimensional transform can be per- 
formed by carrying out subsequently two one-dimensional 
transforms. This property greatly simplifies the hardware 
realization of such a system. Evidently, a forward trans- 
formation only makes sense if its inverse also exists, the 

l = O  J = O  
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Fig. 17. Intraframe block segmentation prior to transformation for a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA625- 
line 50 Hz interlaced television signal. 

latter one being performed at the decoder 
N - l  N - l  

f(i, j )  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc F(u, u)T- ' ( i ,  j ,  U ,  U )  (11) 

resulting in the sample blockf(i, j )  again. The transfor- 
mation kernel can be complex valued, such as, for ex- 
ample, the Fourier transform, or real valued. Numerous 
transforms have been proposed for transform coding, such 
as the Fourier, Hadamard, Haar, Slant, sine, and cosine 
transform, among which the Hadamard and the cosine 
transform have been considered most extensively for re- 
cording. The Hadamard transform is particularly interest- 
ing because of its simplicity in hardware realization, 
whereas the discrete cosine transform (DCT) is very ef- 
ficient in energy compaction. In the following we will deal 
with these two separable transforms in particular. The 
one-dimensional kernels are defined by 

Hadamard: T(i, U) = - (- l)"',"', 

u = o  v=o  

1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
J i  

DCT: T(i, U) = - C(U) cos [(2i + l)u7r/2N] 

(12) 

where a(i, U) is an integer function of the sample index zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi 
and the transform domain index U. The constant C(U) 

equals unity for 1 I U 5 N - 1 and C(0) = 1 / h .  In 
the system proposals published for digital recording, in- 
vestigations deal with both component and composite 
NTSC and/or PAL coding systems. 

I )  Hadamard Transform: Hadamard transform coding 
has been investigated for composite PAL [13] and NTSC 
coding [18]. The main step in both approaches is to per- 
form sub-Nyquist sampling prior to Hadamard transfor- 
mation. Yamamitsu et al. [18] investigated the Hadamard 
coding technique by using field-quincunx subsampled 
NTSC as an input of the transform coder. The original 
sampling frequency is 4f,,, and the sampling pattern is 
orthogonal within each field. After subsampling, the sam- 
pling distance within each field is 1 /2f,, and the pattern 
is still orthogonal. However, in the second field the sam- 
pling pattern is shifted over 1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA/4f,, (see also Fig. 18). For 

i 

field 1 field 2 
Fig. 18. Field-quincunx subsampling results in orthogonal sampling pat- 

terns on field basis, which is suitable for Hadamard coding. 

A 

Fig. 19. Samples and filter coefficients for interpolation of sample X, using 
(NTSC) lines of the actual and previous fields (dotted lines). A feasible 
example for filter coefficients is A = 1 /8 and B = 2A. 

picture reconstruction after Hadamard decoding, an inter- 
field interpolation filter is required using intraline inter- 
polation in the same field and interpolation with the cor- 
responding line of the previous field. The interpolation 
filter coefficients are shown in Fig. 19. 

For Hadamard transformation, blocks of 2 X 4 samples 
are proposed, which are extracted within a field. If the 
order of the samples is taken as shown in Fig. 20, the two- 
dimensional block can be written as a one-dimensional 
vectorf = (f(o,, f( l , ,  * * ,f(,)), and the output vector F 
is specified according to F = H f ,  where 

H =  

- 
+ 1  + 1  +1 +1  +1 + 1  +1 +1  

+ l  + 1  + 1  + 1  - 1  -1 - 1  - 1  

+ 1  +1 -1 -1 -1 - 1  + 1  + 1  

+ 1  + 1  -1 - 1  +1  + 1  - 1  -1 

+ 1  -1 -1 +1 + 1  - 1  -1 +1 

+1  -1 -1 +1 - 1  +1 +1 - 1  

+ I  - 1  + 1  - 1  -1 + 1  - 1  + 1  

+1 -1 + 1  -1 +1 - 1  + 1  - 1  - - 
(13) 

Quantization and coding have been kept fairly simple in 
the system described. The bit cost per 2 X 4 block has 
been chosen at 4.5 b/sample resulting in a fixed bit rate 
per Hadamard block. The 36 b are not equally distributed 
over the coefficients (see Table 111), since there is a sig- 
nificant difference in their importance. The principal coef- 
ficients are Fo and F4 because they represent the average 
value and the color subcamer pattern, respectively. The 
latter value contains the low-frequency content of the color 
after demodulation. All ac coefficients ( F ( l )  * * F(7,) are 

m I 
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(b) 

Fig. 20. Block structure of  Hadamard transform and the Hadamard 2 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx 4 
basis pictures. (a) Samples for block construction after the field-quincunx 
subsampling of Fig. 18. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(b) Hadamard basis pictures (white corresponds to 

+ 1 in the transform matrix). 

TABLE 111 
EXAMPLE OF BIT ALLOCATION FOR 

SPECIFIC HADAMARD COEFFICIENTS Fl,l 

8 5 4 3 6 3 3 4  

= 15 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAlevels 
.---- = 7 levels 

U 
U zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
c 

P zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
M zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
O o  

-256 
-256 0 255 

input F (u,v)- 

Fig. 21. Example of symmetric nonuniform quantizers having 7 and 15 

output levels. 

quantized with nonuniform quantizers (see Fig. 21) for 
which the minimum mean square error has been one of 
the optimization criteria. The authors report that exact 
symmetry in the quantizers is of vital importance in order 
to avoid color flicker components since the subcamer has 
periodic phase reversals. In [19], [20] it is stated that the 
subjective image quality of the system can be further im- 
proved by using two-dimensional vector quantization. In 
contrast with scalar quantization, in which each coeffi- 
cient is quantized independently, vector quantization ex- 
ploits the mutual dependency between coefficients by 
quantizing zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAcombinations of coefficients. For hardware 
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simplicity, pairs of coefficients have been used. The bit 
rate after subsampling, 44 Mb/s, is further compressed 
by the Hadamard techniques mentioned to approximately 
25 Mb/s.  

A Hadamard coding system for PAL composite signals 
has been reported by Driessen et al. [ 131. Again, prior to 
coding subsampling is performed in which the initial sam- 
pling rate at 4f,, (17.7 MHz) is reduced to 2f,, by means 
of line-quincunx sampling in each field. Although it is 
recognized that transform coding is not very effective in 
general for composite signals, because the subcarrier en- 
ergy is spread out over a large set of coefficients, the sit- 
uation for coding of PAL at twice the subcarrier fre- 
quency is relatively beneficial. Fig. 22(a) portrays the 
output of a comb-filtered PAL-U and PAL-V signal with 
constant input amplitude. The sampling phase pattern 
shifts over a/4 and - ~ / 4  for U and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAV ,  respectively, for 
subsequent lines in the actual field. This pattern matches 
well with the basis pictures H6 and H7 of the 4 X 4 Had- 
amard transform, thereby concentrating the color infor- 
mation in two coefficients. Since the block size is only 4 
x 4, this situation occurs regularly. Another interesting 
feature of the 4 x 4 system is its adaptive quantization 
strategy [ 131, that will be briefly resumed here because it 
resembles the quantizers in more advanced systems dis- 
cussed in the next section. The coefficient pattern is ana- 
lyzed prior to quantization and classified into one of four 
categories. A control table is chosen, corresponding to the 
derived class, which defines two parameters P ,  and Q, for 
each coefficient Fo,(O I i 5 15). Each class has a pre- 
determined set of quantizers used for the various coeffi- 
cients, with characteristics similar to Fig. 21 and bit al- 
locations as shown in Table 111. The quantizer sets are 
suited for processing low to highly detailed blocks. The 
parameter P, denotes a preemphasis factor (always a power 
of 2) for normalizing the input [2 11. The figure Q, selects 
one out of 16 quantizers in a particular class. A 2-b clas- 
sifier CZ indicates the chosen class for decoding. The out- 
put bit rate is fixed per block (40 b) at 2.5 b/sample, 
resulting in 22 Mb/s bit rate for the compressed video 
signal. The quantizer block diagram is shown in Fig. 23. 

Comparisons between DPCM and Hadamard coding of 
composite signals have been reported [ 131, [ 191. The con- 
clusion is that DPCM outperforms the Hadamard tech- 
nique under the system design constraints described. The 
DPCM system yields better picture quality with textured 
input signals and it is simpler to implement in real-time 
hardware. In the following, we will focus on the more 
advanced DCT coding schemes. 

2) Discrete Cosine Transform: The DCT is one of the 
most popular transforms because it provides efficient en- 
ergy compaction and lately it has become feasible for 
VLSI realization. For this reason, we will find relatively 
recent results in this section. Another noticeable trend is 
the transition to YUV-component coding instead of cod- 
ing the composite NTSC or PAL signal. 

An advanced intraframe DCT coding system has been 
applied in an experimental digital 8 mm recorder by Bor- 
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line No. 

line n 

line n+l 

line n+2 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAv 4 V 4  
line n+3 
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Fig. 22. The correspondence zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof the two-dimensional phase patterns of the 
subsampled color-difference signals U and V and the basis pictures zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAHh and 
H7 (from [13]).  (a) Phase pattern of U and Vat zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2Ac line-quincunx subsam- 
pling. (b) The 16 Hadamard transform basis pictures of a 4 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx 4 transform 
with line-quincunx subsampling. 

gers et al. [3]. Improvements with respect to motion have 
been reported by de With [22]. A similar intraframe DCT 
architecture has also been developed for an alternative re- 
cording technique, termed matrix-scan recording, by 
Platte et al. [23]. The coding technique which has been 
investigated may best be identified as a motion-adaptive 
intraframe DCT threshold coding algorithm. In this sys- 
tem, variable-length coding of coefficients has been em- 
ployed for a significant improvement in coding efficiency. 
Fig. 24 portrays the block scheme of the encoder. The 
frame memories for luminance ( Y )  and chrominance 
( U /  V )  gather two fields to construct one video frame, 
which is subsequently segmented into small blocks of 8 

X 8 samples. The luminance and chrominance blocks are 
multiplexed into one data stream, thereby saving hard- 
ware, and improving overall coding efficiency because 
chrominance blocks usually require less bits for coding. 
A motion detector analyzes every incoming sample block, 
and governs the transform computation and, partially, the 
subsequent processing blocks, so that motion-adaptive 
processing is achieved. After reordering (scanning), the 
coefficients are weighted individually to obtain fre- 

4 Control 11 
tables 

Fig. 2 3 .  Adaptive quantizer hlock diagram tor 3 x 1 Hadamard tranhlbmm 
coding ( f rom 1211). 

-frame c stream 
mem. 

U 

Fig. 24. Motion-adaptive DCT encoder block diagram (from [22]) 

quency-dependent quantization. In addition, the quanti- 
zation adapts to local picture statistics. Variable-length 
coding of the significant coefficients is performed in three 
steps. First, the coefficient amplitudes are ranked by their 
magnitude and the difference between successive ampli- 
tudes is constructed. Second, the address information, re- 
quired to indicate the place of a coefficient inside a block, 
is minimized. Finally, variable-length codes are assigned 
to both coefficient differences and addresses. A buffer in 
combination with a control unit smooths the variable bit- 
rate output, and provides the required interface to the sub- 
sequent fixed-rate processing blocks in a recorder, such 
as error correcting coding and/or channel coding. 

Now we will describe some details about the algorithm. 
An important aspect is the implementation of the DCT 
itself. Similar to the FFT, fast DCT algorithms have been 
developed. The main emphasis has been put on reducing 
the total amount of multiplications and additions. In [24] 
also the numerical accuracy of the transformer is dis- 
cussed. A comparison is being made between the algo- 
rithm of Lee [25] and a new algorithm that can be found 
by subsequently adding pairs of terms that will be multi- 
plied with the same cosine factor. The butterfly diagram 
showing the flowchart of calculations is depicted in Fig. 
25. In this figure, two joining branches stand for an ad- 
dition (or subtraction if indicated), while the circles with 
the factors C; denote a multiplication with a factor cos 
( in l j ) .  The authors claim a better accuracy with the same 
wordlength as compared to the algorithm of Lee. 

Another feature of interest is the chosen bit-assignment 
technique. Instead of the well-known run-length coding 
procedure of Chen and Pratt [26], it has been proposed to 
rank the coefficients according to their magnitude. Along 
with each coefficient amplitude, an address is being trans- 
mitted indicating the spectral coordinates of a coefficient 
inside the 8 x 8 block. Sorting of coefficients in bit planes 
has first been proposed by Keesen [27]. This idea has been 
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Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA25. 8-point DCT buttefly diagram (from [3]) 

modified to a full sort of the coefficients and coding of the 
difference signal resulting from subtracting subsequent 
amplitudes after sorting. In addition, the address values 
can be further reduced by considering earlier transmitted 
amplitudes inside the same DCT block. A formal descrip- 
tion of the algorithm now follows. The two-dimensional 
block of coefficients F(u, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU), with 0 s zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU, U I N zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- 1, is 
scanned prior to coding, which results in a serial block of 
coefficients. Each coefficient after scanning, denoted by 
F(A), is uniquely described by its amplitude F and its ad- 
dress A.  The absolute address A (0 5 A s N 2  - 1) of a 
coefficient is defined as the ranking number after scan- 
ning. We assume 1 ac coefficients (of course, with A > 
0) to be of nonzero amplitude. 

Step 1 (Full Sort): Select the coefficients with A > 0 
and order them in an amplitude stack. Let k be the index 
of the coefficients after sorting [if allowed, the notation 
of the kth coefficient Fk (Ak) is abbreviated to Fk (A)]. For 
the kth selected coefficient Fk (Ak) the following holds: 

lFk-I(A)l I IF,(A)I . . * , IF,(A)I > 0, 2 I k 5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 .  

(14) 

The corresponding addresses A, are stored in an address 

Step 2 (Construct Diflerence Signal): Calculate the 
stack. If lF,(A,)l = (Fk(Ak)l and Aj < Ak, thenj  < k .  

amplitude differences Dk (A)  defined by 

Dk(A) = IFk-I(A)I - lFk(A)l, 2 4 k 5 1,  

DI (4 = IF1 (41, k =  1 .  (15) 

This difference signal Dk (A)  is a nonnegative sequence for 
each block. The original amplitude signs of Fk (A)  are en- 
coded separately. There are no changes in the address 
stack during this step. 

Step 3 (Address Calculation): Recalculate from each 
address Ak an address Tk according to 

Tk = Ak - Nk(0, A,), Dk > 0, 

Tk = Ak - Ak-1 - Nk(Ak-1, A,), Dk = 0 (16) 

where Nk (A  I ,  A2) refers to the number of (previously en- 
coded) coefficients F,(A,), 1 s j s k - 1, which have 
addresses satisfying A I  < A, < A2. The stack with am- 
plitude differences is not changed during this step. 

Step 4 (Bit Mapping): Coding of the sequence Dk and 
the corresponding addresses Tk for 1 I k s 1 is per- 
formed here with two variable-length code tables, viz. 
vLcD(&) and VLC,(Tk). Experimental VLC tables for the 
signals T and D can be found in [24]. The major advan- 
tage of the algorithm described, except for a small gain 
in coding efficiency, is the predetermined order of trans- 
mission of signal energy. This can be best understood by 
considering Fig. 26. This phenomenon makes selective 
error protection of the most important coefficients rela- 
tively easy. Acceptable-to-good picture quality results 
have been reported with this system between 1-2 
b/sample, while an experimental recorder has been re- 
alized with 19 Mb/s video bit rate (1.8 b/sample). 

A more conservative DCT coding approach has been 
followed by Doi et a l .  [28]. Intrafield DCT coding results 
with the same block size are reported for 40 Mb/s (2-3 
b/s). The quantizer is nonuniform (Max-Lloyd type [29]) 
and the adaptivity and bit allocation (using fixed-length 
codes) are according to the activity within the block 1301. 
The buffering of this system is of the feedforward type 
and enables multispeed modes and high error robustness. 
This is caused by the fixed-length coding of a group of 
DCT blocks, e.g., the amount of blocks within 8 video 
lines. The bit cost of each DCT block can have three dif- 
ferent values only, namely G-1, G-2, or G-3 (see Fig. 
27). Bit cost G-2 is the average bit rate, while the 
“overflow” of G-3 equals the “underflow” of G-1, 
hence, G-1 + G-3 = 2G-2. In the filling procedure of the 
group of DCT blocks, termed the reference region, the 
unused data bits resulting from G-1 coded blocks are used 
for data bits of G-3 coded blocks. This procedure is car- 
ried out going from the first to the last DCT block (left to 
right) in the reference region. If some G-3 coded blocks 
remain, then they are quantized according to the G-2 bit 
allocation. The result is a fixed bit cost per group of DCT 
blocks. The authors report that for a reference region cov- 
ering 96 DCT blocks, reallocation to G-2 for remaining 
G-3 blocks occurs in less than 10% of the cases for typical 
images. 

One of the most recent results in DCT coding for home- 
use digital video recording has been published by Ya- 
mamitsu et a l .  [31]. This is also a feedforward buffering 
system over a small group of DCT blocks. However, a 

m I 



DE zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWITH zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAer zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAal.: DATA COMPRESSION SYSTEMS 109 

buffer adaptive variable- 

encoder 

line-block zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- (8x8) - memoiy DCT 
Video zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAr memory -quantizer+ length 

- 

20 

16 

12 

8 

4 

0 
0 4 8 12 16 20 0 4 8 12 16 20 

k- k- 

(a) (b) 

20 20 

16 coefficients 16 ralues 
difference sorted reduced address 

- 
bit 

12 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
8 

4 

0 
0 4 8 12 16 20 0 4 8 12 16 20 

k- k- 

(C) (d) 

Fig. 26. (a) Example of sorted coefficient amplitudes and the derived am- 

plitude differences, together with corresponding address values and the re- 
duced addresses after coding of an 8 x 8 DCT block. (a) Sorted coefficient 
amplitudes. (b) Corresponding subsequent differences. (c) Original address 

values. (d) Reduced address values. 
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Fig. 27. Bit allocation tables G-1, G-2, and G-3 for 8 x 8 intrafield DCT 
coding (from 1281). (a) G-l (96 bits). (b) G-2 (160 bits). (c) G-3 (224 
bits). 
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more flexible approach has been adopted for bit alloca- 
tion. The system block diagram is shown in Fig. 28. First, 
a group of DCT blocks is temporarily stored in a buffer 
memory, while at the same time the blocks are quantized 
with different quantizers. Then the bit cost of each block 
is calculated for these quantizers and accumulated in or- 
der to select the best quantizer. The advantage of this sys- 
tem is the fixed bit cost per group of DCT blocks, so that 
error propagation due to the use of variable-length coding 
is strictly limited. 

q-iq-iip quant. calc. 

Fig. 28. Feedforward DCT coding scheme with parallel quantization and 
bit cost calculation prior to final quantization and coding. 

Before concluding this section, two details of the 
scheme are highlighted, i.e., the fast DCT algorithm and 
the bit-assignment technique. The proposed DCT algo- 
rithm has not been optimized for accuracy within the lim- 
its of the definition as indicated previously, but for a sig- 
nificant reduction of the amount of multiplications. This 
has been obtained by sacrificing the exact definition of the 
DCT [32] and using a DCT with a spectral weighting 
function inside the transform. This can be modeled as 
multiplying each coefficient zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAF(u) by a weighting factor 
w(u). If the one-dimensional DCT is applied, specified by 

F(u) = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA8 C(u) z o f ( i )  cos [(2i + l )ua/2N] (17) 
N -  I 

for 0 5 U 5 N - 1, then the spectrally weighted DCT 
and its weighting factors w(u) have been chosen according 
to 

F,(u) = W ( U )  * F(u), (0 I U I N - 1) 

w(0) = 1 

and 

(1 I U 5 N - 1). (18) 
sin (7r/4) 

sin (ua/2N) 
w(u) = D(u) 

The constant D(u) is specified by D(1) = 1 /4, D(2) = 

1/2,  D(3) = 3/4, and D(u) = 1 elsewhere. In [31], (18) 
is derived for block size N = 8. The use of including a 
spectral weighting inside the transform has been reported 
earlier (see, e.g., 1331) in order to obtain a visually opti- 
mized DCT, but in the current proposal it has been ex- 
plicitly used for reduction of hardware complexity. The 
result is a butterfly diagram based upon a very limited 
amount of cosine terms. As an example, the inverse DCT 
butterfly diagram is shown in Fig. 29. 

Finally, we summarize the bit-assignment technique, 
which can be termed as an adaptive zonal coding system. 
In the first step a zone (H,,,, V,,,) is identified by search- 
ing the largest column value H,,, for which nonzero coef- 
ficients occur. In the same way V,,, is defined by consid- 
ering the rows of the quantized coefficient matrix. Then 
the zone (H,,,, V,,,) is selected for transmission and the 
remaining part of the block is omitted. The zone param- 
eters must also be sent for unique block decoding. The 
coefficients inside the selected area are coded with a vari- 
able-length code having length L( i )  for the ith codeword. 
If the wordlength for zero values is 1 b, the bit cost B for 

I 
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Fig. 29. Buttefly diagram of inverse eight-point DCT with internal spec- 

tral weighting function for reduction of multiplications. Minus signs denote 

a subtraction (from zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1311). 

V- 

DC zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 1 2  3 @ 5  6 7 

91 25 5 0 1 
3 3 1 5 0  1 0  
8 9 0 0 0  
1 2 3 1 0  

0 0 0  
0 0 0  
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- Fig. 30. Example of an 8 X 8 quantized coefficient block indicating the 
selected zone zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(H,,,,,, V,,,,,) = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( 5 ,  6) for transmission. Note that H,,, = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
U,,, + 1, and V,,, = U,,, + 1. 

a DCT block is easily computed by 
N Z - 1  

i=O 
B = C (L(i)  - 1) + H,,,,,V,,,,,. (19) 

An example block indicating the selected zone is depicted 
in Fig. 30. 

IV. PICTURE CODING FOR DIGITAL HDTV CONSUMER 

A .  Introduction 

Digital communication networks (B-ISDN) and digital 
storage media with a large capacity are emerging. This 
development opens the possibility to introduce high-def- 
inition video signals (HDTV) that have a significantly 
higher spatial and/or temporal resolution than the stan- 
dard-definition television signals described in the pre- 
vious section. Although the HDTV signal has not yet been 
introduced as a standard, research into HDTV transmis- 
sion and storage systems started several years ago. In Eu- 
rope, for example, this has led to the standardization of 
an HDTV transmission system called HDMAC [34], 
while in Japan it has resulted in the development of an 
HDTV transmission system called MUSE [35]. 

In this section, ongoing research into systems for mag- 
netic recording of HDTV is described. As in the previous 
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section (Section 111), the attention is focused mainly on 
home-use recording systems. First, in Section IV-B, some 
existing experimental HDTV recording systems without 
picture coding will be described. However, for portability 
and compactness (see Section 11), home-use digital HDTV 
recorders will require picture coding. Section IV-C is de- 
voted to picture coding for home-use digital HDTV re- 
corders. Special attention is paid to the important issue of 
compatibility between HDTV and TV signals. 

B. Existing HDTV Recording Systems 

A limited number of publications is available about ex- 
perimental digital HDTV recorders. The publications that 
will be mentioned here have in common that no bit-rate 
reduction is applied to the HDTV signal, which means 
that the recorders are mainly meant for professional use. 

Eto et al. [36]-[38] describe an experimental digital 
HDTV recording system that records the luminance com- 
ponent of the HDTV signal with a bandwidth of 20 MHz, 
and each of the color difference components with a 5.5 
MHz bandwidth. The total bit rate of the signal that is 
recorded is equal to about 460 Mb/s. Hashimoto [39], 
Thorpe et al. [40], and Przybyla [41] report on digital 
HDTV recorders that record HDTV at a much higher bit 
rate, namely about 1.2 Gb/s. The bandwidth of the re- 
corded signal is 30'MHz for the luminance component 
and 15 MHz for each of the color difference components. 
Finally, in [42] a system is reported that records analog 
HDTV with a bandwidth of 20 MHz in a digital form on 
tape (54 MHz sampling frequency, 8 b/sample). 

C. HDTV Coding 

This section discusses bit-rate reduction for magnetic 
recording of the HDTV signal. Section IV-C-1) is about 
direct HDTV coding, i.e., about bit-rate reduction tech- 
niques that do not supply compatibility between HDTV 
and TV signals. Section IV-C-2) is about techniques that 
do supply this compatibility. As an example, Section IV- 
C-3) deals with one of these systems in greater detail. 

1 )  Direct HDTV Coding: A definite standard for the 
HDTV signal has not yet been chosen. It will probably be 
a component-based signal with a format similar to that of 
the CCIR-601 TV signal, except that it will have more 
lines per frame, and more samples per line. In Europe, 
the number of lines will probably be 1250, and the num- 
ber of luminance and chrominance samples per line could 
be 1440 for consumer applications, and 1920 for studio 
applications. In the United States, the number of lines 
could be 1050. The bit rates of these types of signals are 
about 650-900 Mb/s, respectively. An important differ- 
ence between the TV and the HDTV signal is the aspect 
ratio (ratio of screen width and height), which is 4 : 3 for 
TV and 16 : 9 for HDTV signals. The 16 : 9 aspect ratio 
of HDTV improves its suitability for the display of movie 
material. 

For consumer magnetic recording of HDTV signals, 
bit-rate reduction is highly beneficial because it can sim- 
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plify the complexity of the recording mechanics consid- 
erably. The net bit rate that can be spent on the HDTV 
signal can be as low as 50-100 Mb/s,  which means that 
compression ratio of about 7-14 are needed. The con- 
straints on the bit-rate reduction of HDTV signals are ba- 
sically the same as those for the reduction of TV signals. 
Therefore, in principle the bit-rate reduction techniques 
that have been explained in Section zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA111 can also be applied 
directly to HDTV signals. For example, consider the in- 
traframe DCT coding scheme described in Section III-C- 
2). With that system, the bit rate of CCIR 601 standard- 
definition TV signals can be reduced from 166 Mb/s to 
about 20 Mb/s, while maintaining high picture quality. 
With this coding system, the bit rate of HDTV signals 
(1250 lines, 1440 samples/line, frame rate 25 Hz, 2 :  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 
interlaced) can be reduced from 664 to about 80 Mb/s. 

If bit rates much lower than 80 Mb/s are needed, it 
will be necessary to use coding strategies with a much 
higher coding efficiency. One possibility could be to take 
advantage of the redundancy in time in the HDTV signal, 
by applying interframe coding techniques [ 101. However, 
interframe coding techniques, such as those used in 
videophone and video-conferencing systems [43], [44], 
can be applied only in a very restricted way. Similar to 
the TV recorder, the HDTV recorder must have a visible 
playback facility operating at various playback speeds. In 
Section 11 it has been explained that at higher tape speeds, 
only small data blocks can be recovered. 

2) Compatible HDTV Coding: An important issue for 
HDTV coding is that of compatibility between HDTV and 
standard-definition TV signals. The problem of compati- 
bility is as follows. A possible scenario for the introduc- 
tion of digital video recorders could be to introduce a dig- 
ital TV recorder first, and in a later phase a digital HDTV 
recorder. For a successful introduction of an HDTV re- 
corder, it is highly favorable that this recorder is compat- 
ible with the TV recorder introduced earlier. More pre- 
cisely, the question is how to enable tapes recorded on a 
TV recorder to be played back on an HDTV recorder, and 
vice versa. Fig. 31 depicts the problem of compatibility 
in a schematical way. 

A solution could be to split the HDTV signal, prior to 
encoding and recording, into a standard-definition “com- 
patible” TV signal and one or more additional signals. 
The additional signals will henceforth be called surplus. 
The compatible TV signals and the surplus can now be 
coded separately, and the resulting bit streams can be dis- 
tributed on the magnetic tape. For the compatible TV sig- 
nal, the same coding techniques can be applied as for an 
ordinary TV signal (Section 111). For the surplus signals, 
a special coding method has to be developed. 

Two well-known coding techniques exist that can split 
a high-resolution picture into a low-resolution picture and 
surplus, namely pyramidal coding [45] and subband cod- 
ing [46]-[50]. These techniques will be discussed in some 
detail in the remainder of this section. Subsequently, in 
Section IV-C-3) an example system using subband coding 
is described. For the sake of simplicity, it will be assumed 
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Fig. 31. The problem of compatibility. 
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Fig. 32. Encoder and decoder block diagram of a pyramidal coding 
system. 

that the compatible TV picture has half the resolution hor- 
izontally and vertically of the high-resolution HDTV pic- 
ture. 

Fig. 32 depicts the encoder and decoder of a pyramidal 
coding system. First, the high-resolution HDTV picture 
is passed through a two-dimensional low-pass filter, which 
preserves the lower half of the horizontal and vertical spa- 
tial frequencies. Subsequently, the low-pass filtered sig- 
nal is subsampled by a factor of two horizontally and a 
factor of two vertically (indicated by 11). The resulting 
compatible TV picture is coded separately. A surplus pic- 
ture is created by upsampling (t t)  and interpolating the 
compatible picture, and by subtracting the result from the 
input HDTV picture. In the decoder, the decoded TV sig- 
nal and the decoded surplus are added to reconstruct the 
HDTV signal. Fig. 33 shows how the spatial frequency 
spectrum of the HDTV picture is divided into two parts 
by pyramidal filtering. By assuming that the HDTV pic- 
ture has a resolution of M lines with N samples per line, 
the resolution of the compatible TV picture is equal to 
M / 2  by N / 2 ,  and that of the surplus picture M by N .  So, 
in total 5 M N / 4  samples have to be coded and recorded, 
which is one quarter more than the amount of samples in 
the input HDTV picture. 

The second approach that splits the HDTV spectrum is 
subband filtering. As an example, Fig. 34(a) depicts the 
encoder of a simple subband coding system that splits the 
HDTV picture into a compatible TV picture and three sur- 
plus components, and Fig. 35 shows how it divides the 
spatial frequency spectrum into four parts. In the encoder, 
the HDTV picture is first divided into two components, 
by low-pass and high-pass filtering in the horizontal di- 
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Fig. 33. Division of the spectrum of HDTV by pyramidal coding (0 = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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Fig. 34. Example of a subband coding system. (a) Encoder. (b) Decoder. 

rection, each followed by subsampling with a factor of 
two (indicated by 12). Each of the two components is 
further split into two parts, by performing the same filter- 
ing and subsampling procedure in the vertical direction. 
The compatible TV signal and the surplus are coded sep- 
arately. In the decoder, the HDTV signal is reconstructed 
by upsampling and interpolating the compatible TV signal 
and the surplus as is indicated in Fig. 34(b). Assuming 
again that the HDTV picture has a resolution of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAM by N ,  
the resolution of the compatible TV picture and that of 
the surplus components is equal to M/2 by N/2 each. So, 
in total MN samples have to be coded and recorded, which 
means that with subband coding the number of samples is 
not increased. This is a clear advantage of subband coding 
compared to pyramidal coding. 

The bit rate for the compatible TV picture must be such 
that the coding artifacts in the compatible TV signal do 
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Fig. 35. Division of HDTV spectrum by subband coding. 

not lead to visible distortions in the HDTV signal. From 
experiments [see Section IV-C-3)] it has become clear that 
the bit rate needed for the compatible TV picture can be 
considerably higher than that needed for ordinary TV pic- 
tures (see also [51]). If the bit rate for the compatible TV 
picture, is too low, it may be required to feed back the 
coding artifacts of the compatible TV picture into the sur- 
plus signal, or to transmit these coding artifacts as a sep- 
arate surplus signal (for the latter solution, see [52]). 

Two important issues conceming compatibility have not 
yet been discussed, namely interlacing and the different 
aspect ratios for TV and HDTV. First, the HDTV signal 
is likely to be a 2 :  1 interlaced signal, i.e., each HDTV 
picture (called a frame) consists of two interlaced “half 
pictures” (called fields), which have been sampled at dif- 
ferent time moments. Both pyramidal and subband coding 
of the HDTV frames will not give a high-quality 2 : 1 in- 
terlaced compatible TV signal (it will contain motion ar- 
tifacts, since information from different time moments is 
merged before the filtering and subsampling). This prob- 
lem is addressed in Section IV-C-3). 

Second, the HDTV signal will have a format that is 
meant for display on monitors with a 16 : 9 aspect ratio, 
while the TV signal is for 4 : 3 monitors. Without claim- 
ing that they are complete, two solutions are indicated 
here. The first, and probably most simple, approach is to 
convert a 16 : 9 HDTV picture to a 16 : 9 compatible TV 
picture and 16 : 9 surplus, and to record them separately. 
Then, in the decoder the 16 : 9 TV picture must be further 
converted to a 4 : 3 picture. This can be done in at least 
two ways, namely conversion to a picture called side- 
panel format and to the letter-box format (see Fig. 36). 
The second method to convert a 16 : 9 HDTV picture to a 
4 :  3 compatible TV picture is to divide the 16: 9 HDTV 
picture into two parts in the encoder: the 4 : 3 middle part 
and two side panels. From the 4: 3 middle part of the 
HDTV picture a 4 : 3 compatible TV picture can be de- 
rived. The two HDTV side panels have to be transmitted 
as surplus signals. 

3) Subband Coding zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof 2 : l  Interlaced HDW: As an 
example, this section briefly describes a subband coding 
system for 2 : 1 interlaced HDTV signals [51]. First, it is 
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Fig. 36. Side-panel and letter-box format 

indicated how the conversion from a 2 :  1 interlaced 
HDTV picture to a 2 : 1 interlaced compatible TV picture 
can be performed. Then, it is described how this method 
of conversion can be incorporated into a subband coding 
system. Finally, some coding results are given. 

Fig. 37(a) shows the sampling pattem of a 2 :  1 inter- 
laced HDTV signal in the time versus vertical direction. 
Fig. 37(b) shows the required sampling pattern of the 2 : 1 
interlaced compatible TV picture. In principle, a compat- 
ible TV field can be derived from an HDTV field by ver- 
tical and horizontal low-pass filtering, and subsampling 
by a factor of two (to avoid phase distortion, the use of 
symmetrical finite impulse response (FIR) filters is pre- 
ferred). If, however, vertically the same filter is applied 
to every HDTV field, then the lines of the resulting TV 
frame (equal to two interlaced fields) will not be equidis- 
tant. Fig. 38(a) illustrates this problem for the case that 
an even-length vertical FIR low-pass filter of length 4 is 
used. A very simple solution to this problem is to use an 
odd-length vertical low-pass filter for every odd field, and 
an even-length low-pass filter for every even field, or vice 
versa. The frequency responses of these filters should be 
about equal. Fig. 38(b) illustrates this solution in the case 
where filters of lengths 3 and 4 are used. 

The question now is how to incorporate this solution 
into a subband coding system. Basically, the following 
procedure has been used. A subband coding system such 
as the one in Fig. 34 has been developed which operates 
on HDTV fields. Each HDTV field is split into a com- 
patible TV field and three surplus fields. Horizontally, 
even-length filters are used; vertically, odd-length filters 
are used for every odd field, and even-length filters for 
every even field. 

The splitting technique used is that of quadrature-mir- 
ror filtering (QMF) [53]. Fig. 39 depicts the basic cell of 
a QMF splitting and reconstruction unit. The filters zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAh/ (n ) ,  
h,(n), &(n) ,  gh(n ) ,  are all derived from a common sym- 
metrical FIR low-pass filter with impulse response h(n), 
n = 0 ,  * e .  , N - 1, where N is the length of the filter, 
by 
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Fig. 37. Line sampling patterns of subsequent fields. (a) Sampling pattem 
HDTV. (b) Required sampling pattem TV. 
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Fig, 38.  (a) Conversion from HDTV to TV with even-length filters. (b) 
Conversion with odd-length and even-length filters. 
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Fig. 39. Even-length QMF splitting and reconstruction unit 

where h(n) is chosen such that 

IH(ej0)\2 + \ H ( e j ( @ + q *  = 1 (21) 

in which H(e'@) is the Fourier transform of h(n). It can be 
easily derived [53] that with this structure a close replica 
of the input signal can be obtained only with even-length 
filters. Now, by changing the scheme slightly to the one 
shown in Fig. 40, odd-length filters can also be applied 
[54]. In this odd-length QMF, the filters h/(n) ,  h,(n), 
gl(n) ,  g,(n), are derived from an odd-length FIR sym- 
metrical low-pass filter h(n), by 

h&) = (-1)" h(n), 
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Fig. 40. Odd-length QMF splitting and reconstruction unit. 

The compatible TV signal has been coded with the in- 
traframe DCT coding system described in Section III-C- 
2). The three surplus signals have been coded with a more 
simple technique, namely nonuniform quantization fol- 
lowed by variable-length coding (VLC) and/or run-length 
coding (RLC). For more details the reader is referred to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
[5 13. Computer simulation experiments showed that, in 
order to obtain a high-quality HDTV picture, the bit rate 
needed for the compatible TV picture is about 50-60 
Mb/s. This is considerably more than needed for ordi- 
nary TV pictures. For the three surplus components a total 
of 30-40 Mb/s is needed. So, in total 80-100 Mb/s is 
needed for the HDTV picture. 

A comparison has been made between the subband cod- 
ing system described and direct (noncompatible) intra- 
frame DCT coding of the HDTV signal. The subband 
coding system appeared to require about 20% more bits 
than direct intraframe DCT coding. 

V. CODING FOR DIGITAL STILL PICTURE STORAGE 

This section deals with coding techniques for still pic- 
ture recording. Digital recording of still images is a rather 
new subject and not much about this subject has been pub- 
lished yet in literature. Nevertheless, the interest in still 
picture recording for electronic photography, archiving, 
desk top publishing, etc., is growing and several coding 
techniques have been tested for these applications. Al- 
though the basic part of the algorithms is the same as for 
moving video coding, the user and system requirements 
are different, so that new tests and developments have 
been camed out for digital still picture storage systems. 
In addition to these typical recording applications, the 
Joint Picture Experts Group (JPEG), a subgroup of IS0 

and CCITT, is developing an international standard for 
general-purpose, continuous-tone, still-image compres- 
sion zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 5 5 ] - [ S I .  

A.  JPEG 
JPEG started its activities in 1986 and aimed initially 

at compression techniques for a wide variety of image 
communication services. Later on, JPEG widened its 
scope to all kinds of photographic image applications, for 
both storage and transmission. The primary requirement 
is to develop a compression technique for transmission of 
digital images (sampled according to the CCIR-601 stan- 
dard) over an ISDN basic channel of 64 kb/s. At 1 
b/pixel, such an image can be sent within 6.5 s ,  which 
seems an acceptable waiting time for occasional image 

viewing. However, for browsing in a database facility, 
this time delay is much too long and therefore the function 
of progressive build-up, starting at a substantially lower 
number of bits per pixel, has been added to the list of 
requirements. For other applications, the possibility of 
lossless coding also has to be provided. Within JPEG, 12 
different algorithms have been evaluated for functional- 
ity, complexity, and subjective image quality. An adap- 
tive DCT algorithm has been finally adopted for its best 
overall performance and is being further refined. Now the 
overall algorithm structure consists of: I )  a baseline sys- 
tem; 2) an extended system; and 3) an independent loss- 
less method. The algorithm of the baseline system will be 
described in more detail. 

The DCT is performed on 8 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX 8 blocks, using integer 
arithmetic. Next the two-dimensional block of coeffi- 
cients F(u, U )  is quantized by means of linear scalar quan- 
tization. Quantization is accomplished via use of an 8 X 

8 quantization matrix Q ( u ,  U ) ,  containing step sizes de- 
pendent on the spectral position of the coefficients. The 
step sizes Q ( u ,  U )  are determined by psychovisual exper- 
iments, and should stand for the perceptual threshold of 
the cosine basis function of frequency ( U ,  U ) .  Thus, the 
quantization function is defined as 

FQ(u, U )  = integerround [ F ( u ,  u ) / Q ( u ,  U ) ] .  (23)  

The dc coefficient, F,(O, 0), of block i is differentially 
encoded with respect to the dc term from the previous 
block i - 1. Next, the differential-dc coefficient is en- 
coded using two codes. Code 1, called the size-code, in- 
dicates the number of bits needed to represent code 2, the 
amplitude-code, as a signed integer. Prior to Huffman 
coding, the quantized ac coefficients are rearranged from 
their two-dimensional matrix into a one-dimensional se- 
quence, according to a “zig-zag” scan. Again two codes 
are used for coding this one-dimensional sequence: one 
code for entropy encoding of the nonzero ac coefficients 
and one for the run-length of the zero-valued ac coeffi- 
cients preceding them. 

The baseline system is a general-purpose algorithm, 
able to encode images of up to four components and with 
any pixel dimensions. This system only supports sequen- 
tial build-up. The extended system contains some extra 
capabilities not provided by the baseline system, such as 
arithmetic coding [59] instead of Huffman coding, pro- 
gressive build-up, and “progressive lossless” coding. The 
independent lossless coding is a simple ADPCM-based, 
stand-alone coding method for those applications which 
require lossless coding and which do not justify a complex 
DCT-based nonlossless option. 

B. Archiving 
In archiving systems, the storage-capacity is more im- 

portant than the image transfer rate. If the recording me- 
dium falls short in storage capacity, video source coding 
can offer a solution to increase the storage capacity and at 
the same time improve the image transfer rate. 

I 
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Kageyama et al. [60] describe a digital still TV picture 
recorder utilizing an ordinary audio cassette deck. The 
input NTSC signals are sampled at 10.7 MHz, 8 b/pixel, 
and stored in an image memory. The image of 486 (hor- 
izontal) X 192 (vertical) pixels is compressed by means 
of a simple one-dimensional DPCM coding technique to 
4 b/pixel and recorded on tape, using (1, 0, - 1) class- 
IV partial response signaling. As a result, about 300 still 
pictures can be stored on a normal C-90 cassette (120 Mb). 
Recording or playback takes about 20 s/image (data rate 
28.8 kb / s) . 

A digital still picture system for HDTV is presented in 
[61] by Takahashi. With this system, an uncompressed 
video signal is recorded on a disc and reproduced by a 
disc player connected to an HDTV processor. The digital 
still images of 1024 X 1280 active pixels are recorded at 
a bit rate of 1.41 Mb/s. At this data rate it takes 15 s to 
recover one HDTV frame. 

C. Electronic Photography 

Recently, electronic still-video cameras have been in- 
troduced in the consumer market. In 1981 a first genera- 
tion of still-video cameras was announced, the Magnetic 
Video Camera (Mavica), that could store 25 to 50 images 
on a 2 in magnetic floppy (often called “video floppy”). 
In this system, images are stored in analog form using 
frequency modulation and can be displayed on a standard 
television set. Technological improvements have resulted 
in a new (analog) still-video standard in 1988, namely the 
“Hi-Band Mavica. ” At this moment, several companies 
are already studying a next generation of still-video cam- 
eras, offering improved picture quality and storage in dig- 
ital form. The digital images can be recorded on magnetic 
or optical storage media or stored in solid-state memories. 
The mechanics of a recorder together with the linear den- 
sity on the recording medium, define an upper bound for 
the data transfer rate and thus limit the image transfer rate. 
Solid-state memories do not have this transfer rate limi- 
tation, but only offer a limited storage capacity. Within 
certain constraints, video compression can offer a solution 
for both problems. 

To get a system overview, we now briefly describe an 
experimental digital camera system (see [62]), from which 
the block diagram is depicted in Fig. 41. The system com- 
prises three modules: the sensor module, the image-pro- 
cessing module, and the digital-recording module. 

The sensor module contains a CCD image sensor with 
HD resolution, preprocessing electronics, and an A/D 
converter to generate a digital color image. The images 
are transferred to the buffer in the image-processing mod- 
ule. During recording and display, this buffer adapts the 
data rate of the recorder to the peripheral equipment. It 
also allows for different mains frequencies (50 Hz and 60 
Hz) during playback. The image-processing module also 
contains the electronics for the compression and expan- 
sion of image information and both digital and analog in- 
terfaces for connection to printers and monitor output. 

sensor I image-processing digital-recording 
module j module j module 

channel 
coding 
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j INTD INTA I @  I digital analog 
I video video 

drive 

Fig. 41. Block diagram of a camera system. 

The digital-recording module comprises electronics for 
error correction, data formatting, modulation and data re- 
covery, plus the optical recorder. This optical recorder is 
a miniaturized WORM recorder using a 50 mm optical 
disc with a storage capacity of some 640 Mb and a net 
data rate of about 12 Mb/s. 

One of the extra constraints on the image compression 
algorithm for this electronic photography is the size and 
power consumption of the electronics for digital signal 
processing, which has to be battery fed and packed in a 
compact camera. Therefore, at this moment ADPCM- 
based algorithms might be more attractive then the rather 
complex transform coding methods. Additional differ- 
ences with video tape recording are that still pictures will 
be full-frame noninterlaced, and will not only be dis- 
played on a monitor but also be reproduced on a hard- 
copy. Hard-copies, made with modern high-quality color 
printers, offer a much higher resolution than monitors. The 
improved resolution and the reduced viewing distance in- 
troduce additional constraints on the picture quality after 
compression. In the following, some experimental sys- 
tems will be outlined. 

Izawa el al. [63] describe a prototype of a digital still 
picture system utilizing a 20 Mb SRAM memory card as 
a storage medium. The analog RGB signals from the CCD 
sensor are converted into 8 b digital data, comprising a 
luminance signal Y and two color-difference signals U and 
V. The digital image of 774 (horizontal) X 494 (vertical) 
pixels would normally require a storage capacity of 6 Mb, 
3 Mb for Y and 1.5 Mb for U and V. The data compression 
for this camera system is carried out in two steps. First, 
the number of samples is halved by means of a line offset 
subsampling (see Fig. 42). Second, the number of data 
bits of each remaining sample is reduced from 8 b to 4 b 
by an ADPCM encoder. Fig. 43 shows the pixel arrange- 
ment used for the prediction. The prediction of the lumi- 
nance signal Y is given by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX,, = ( A  + B ) / 2 .  The predic- 
tion error X, = X - X,, is encoded in 4 b after nonlinear 
quantization. To reduce the visibility of coding errors, a 
level variation detector is used to switch between 8 dif- 
ferent quantizers. The variation Plum is calculated from 
surrounding pixels according to 

Plum = ( A  - BI + ( A  - C ( .  (24) 

I 
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horizontal (774) sampling pixels 

Y 

Fig. 42. Subsampling pixel arrangement for luminance and chrominance 

(from [63]). 

Y signal C signal 

Fig. 43. Pixels used for prediction (from [63]). 

For the color signals, the prediction is calculated by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX,, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 

( A  + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAc)/2. Again a level variation Pchr is calculated to 
switch between 8 quantizers, namely 

Pchr = IA - B(  + \A - CI + ( A  - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAD(. (25) 

The image size after compression is 1.5 Mb, enabling 
storage of 13 full-frame compressed images on one mem- 
ory card. 

Caronna et al. [64], [62] report on an ADPCM algo- 
rithm for a prototype high-definition still picture camera. 
This camera should offer a picture quality close to con- 
ventional 35-mm photography, and should be able to store 
at least 24 full-frame images in digital form. Further- 
more, the camera must allow an image transfer rate of 
about 2 images/s. To meet the requirements on picture 
quality, HDTV parameters have been adopted. A high- 
definition image of 1152 lines with 1440 p i x e l s h e  in 
4 : 2 : 2 YUV format, 8 b/sample, requires 26.5 Mb stor- 
age capacity. Consequently, about 640 Mb storage capac- 
ity would be needed to store 24 images. Compression with 
at least a factor 16 is necessary to enable digital data stor- 
age in solid-state memory cards. Only very complex 
compression methods based on transform coding yield 
these compression factors. To solve the storage problem, 
a miniaturized optical recorder is used, offering a storage 
capacity of 640 Mb on a 50 mm disc. Recorder constraints 
limit the data transfer rate to about 16 Mb/s (including 
overhead for error correction). With a resulting net data 
transfer rate of 12 Mb/s, recording or playback would 
take about 2.2 s/image. A factor 4 or 5 data compression 
is needed to meet the requirements on image transfer rate 
(at least 2 images/s). This increases the storage capacity 
to around 100 images per disc. 

Let us now focus on the DPCM picture coding tech- 
nique in the camera. Experiments showed that a rather 
simple switching scheme such as median prediction [65], 
[66] provides a good compromise between complexity and 
performance. The median predictor selects the median of 

W line j-1 

A line j 
E A  

Fig. 44. Pixels used for adaptive prediction with sample differences used 

for masking. 

three elementary predictors, a horizontal (Ph), a vertical 
(Pt,)  , or a diagonal predictor (Pd) for the actual prediction. 
The predictions are calculated from previously coded pix- 
els according to 

(26) 

where the pixels are arranged as shown in Fig. 44. The 
advantage of median prediction is that it always selects 
the best or second best prediction, whereas the worst pre- 
diction is always rejected. The quantization is adaptive 
and controlled by a “masking function,” which exploits 
the properties of the human eye, in particular, the mask- 
ing effect of luminance edges [67], [68]. A masking func- 
tion M is calculated from previously coded pixels to in- 
dicate the visibility of coding errors [69], according to 

Ph = A ,  P ,  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC, P d  = (2A + C + D)/4 

M = \ A  - El + IB - AI + IC - BI + (D - C (  

(27) 

where the pixels are arranged as shown in Fig. 44. The 
given masking function divides the pixels into 4 classes 
( Y ) ,  using one quantizer per class. 

In the case that the prediction error after quantization 
is (almost) zero, “conditional” variable-length coding is 
employed, thereby enhancing the coding efficiency with 
5 2 0 %  (total compression 3-4.5 b/pixel). The condi- 
tional coding technique is controlled by the masking func- 
tion. 

Since the images are coded at a variable output rate, 
some buffering and feedback quantizer control is required 
to adjust the data rate from the compression system to the 
data rate of the optical recorder, so that data underflow or 
overflow is prevented. A fixed amount of disc space 
(8 Mb) is reserved per picture, so that even a “difficult” 
image fits in this area after compression. This enables a 
quick image access, while the image transfer rate remains 
close to 2 images/s. For robustness in the case of a disk 
sector loss, unique sync words (every line) and reset in- 
formation are added to the bit stream produced by the 
compression system. The predictor uses only a horizontal 
predictor every 4 lines to limit error propagation. 

VI. MPEG VIDEO CODING FOR DIGITAL STORAGE 
MEDIA (Low BIT RATE) 

A. Introduction 

In 1988, the International Organization for Standard- 
ization (ISO) formed the Motion Picture Experts Group 
(MPEG). The task of this group was to develop a standard 
for coding of video and associated audio, on digital stor- 

m I 
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age media such as CD-ROM, magnetic tape, and optical 
disk. MPEG focused on a bit rate of 1.5 Mb/s in total, 
for video and audio. Recently, MPEG agreed upon a draft 
standard for video coding, which specifies the syntax of 
the bit stream produced by an MPEG encoder, and the 
MPEG decoding process, The proposed standard covers 
video coding at various resolutions and bit rates. How- 
ever, to guarantee interoperability of equipment using the 
MPEG standard, a constrained parameter set has been de- 
fined for video coding at l zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA.5 Mb/s. This constraint set is 
indicated as the MPEG core; all MPEG decoders should 
be able to decode the core bit stream. 

A detailed description of the MPEG bit-stream syntax 
is beyond the scope of this paper. For specific information 
about MPEG, the reader is referred to [70], [71]. 

B. MPEG Video Coding Algorithm 
This section will generally explain the MPEG video 

coding algorithm. In order to obtain bit rates as low as 
1.5 Mb/s, both the temporal and the spatial redundancy 
in the video signal must be removed. For this reason, the 
MPEG proposal is an interframe coding algorithm. It in- 
cludes two interframe coding techniques, namely tem- 
poral predictive coding and frame interpolation. 

In the predictive coding part, the picture to be coded is 
forward predicted from one of the pictures previously 
coded. The encoder of the predictive coding part is de- 
picted in Fig. 45. 

Comparison of this figure to Fig. 4 of Section 111-A 
shows that it is in fact a temporal DPCM scheme. Since 
it is assumed that the picture to be coded is a translation 
of the previous picture on a local basis, motion-compen- 
sated prediction [lo] can be applied. The motion-com- 
pensated prediction is performed on a block basis, where 
a block has the size of 16 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX 16 luminance samples (this 
luminance block, together with the corresponding chro- 
minance samples, is often called a macroblock). Per ma- 
croblock one motion vector is transmitted to the decoder, 
indicating the position of the best-matching block in the 
previous picture. This has been indicated schematically in 
Fig. 46. 

Since the prediction is almost never perfect (e.g., it is 
on a block basis) the prediction error signal, which is the 
difference between the actual and the predicted signal, is 
transmitted to the decoder. For improving the coding ef- 
ficiency, this information is compressed by using DCT 
coding techniques. The algorithm to code the prediction 
error signal is discussed at the end of this section. After 
inverse transformation, the prediction error block is then 
added to the best-matching block of the previously de- 
coded picture. Hence, the picture memory in Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA45 con- 
tains the reconstructed picture. 

In the interpolative coding part, the picture to be coded 
is “bidirectionally” predicted from some previous and 
some “future” picture. This prediction is again per- 
formed with block-based motion estimation techniques, 
as is illustrated in Fig. 47. 
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Fig. 45. Motion-compensated predictive encoder block diagram 
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Fig. 46. Indication of the position of the best-matching block in the pre- 
vious picture with a motion vector. 
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Fig. 47. Bidirectional prediction using the previous and future picture. 

Now per macroblock, two motion vectors are transmit- 
ted to the decoder, indicating the positions of the best- 
matching blocks in the previous and the future picture, 
respectively. Furthermore, the prediction error signal is 
transmitted. The motion-compensated bidirectional pre- 
diction is also known as motion-compensated (frame) in- 
terpolation. In the decoder, the prediction error signal is 
added to an average of the best-matching block in the pre- 
vious and the future picture. 

Fig. 48 portrays how the predictive and the interpola- 
tive coding are combined. In this figure, which gives a 
“side view” of a video sequence, three types of pictures 
can be distinguished: P pictures, B pictures, and I pic- 
tures. First, one picture is compressed independently 
using intraframe coding (this is the I picture). Second, the 
fourth picture, called a P picture, is predicted in the for- 
ward direction, using the I picture. Third, the bidirection- 
ally predicted pictures, called B pictures, are derived on 
the basis of the already coded I and P pictures. The I pic- 
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Fig. 48. The combination o f  intraframe coding (I pictures), temporal pre- 

dictive coding zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(P pictures) and bidirectional interpolative coding zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( B  pic- 
tures) into one coding strategy. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
tures are of great importance as they provide random-ac- 
cess points at which the decoding of the bit stream can 
start. Evidently, in order to be able to decode the B pic- 
tures, one has first to decode the previous and the future 
pictures. In the example of Fig. 48, the previous and 
future pictures are either zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI or P pictures. 

We now briefly summarize the spatial compression 
technique. Both the I pictures, and the prediction error 
signals of the B and P pictures contain a considerable 
amount of spatial redundancy. This spatial redundancy is 
exploited by coding these signals with a block-based DCT 
transform coding. After transforming a block of 8 x 8 
samples, the corresponding 64 DCT coefficients are quan- 
tized, zig-zag scanned, and coded with run-length coding 
(see, for example, [26] ) .  Le Gall [72] explained that the 
picture quality can be improved by applying different 
methods of quantization for the I pictures and for the B 
and P pictures (e.g., see [72]). 

Table IV shows some of the parameters for the MPEG 
core algorithm. It can be noticed that the MPEG core pa- 
rameters impose restrictions on the size of a picture, and 
on the number of pictures per second. For example, the 
video signal could be a signal with a frame rate of 25 Hz, 
where each frame (picture) consists of 288 lines with 352 
luminance samples per line (this would exactly yield the 
maximally allowed number of 396 macroblocks). The bit 
rate of this signal is equal to about 30 Mb/s. This means 
that for compression to 1.5 Mb/s (1.2 Mb/s video), a 
reduction factor of 25 is needed. The picture quality ob- 
tained at 1.5 Mb/s is sometimes referred to as “VHS- 
like” quality. 

The MPEG standard is suited for a variety of storage 
and transmission applications: it allows for different pa- 
rameter settings which can be optimal for the application 
in mind. For example, on random-access digital storage 
media, it may be required to have many access points in 
the bit stream, whereas for transmission purposes less ac- 
cess points may be needed. The flexibility to use a vari- 
able number of access points has been realized with the 
help of header information. In this header information, 
which precedes the coded video signal, data that describes 
the coding parameters, such as the picture size, frame rate, 
bit rate, and access points, are stored. 

TABLE IV 

SOME CODING PARAMETERS OF THE MPEG CORE ALGORITHM 

Parameter Value 

horizontal picture size 
vertical picture size 5 5 7 6  lines 

macro blocksipicture 5 396 

macro blocksisecond 
picture rate 5 30 pictures/s 
bit rate I 1.86 Mb/s  

5 720 pixels 

5 3 9 6  x 25 (or 330 X 30) 

C.  Discussion 

The MPEG core algorithm has been developed for video 
signals with a limited resolution. The MPEG algorithm, 
however, is also suited for coding of video signals havine 
higher resolutions. For example, high-quality coding of 
CCIR-601 signals is possible with a bit rate of, say, 5-10 
Mb/s. If we compare this bit rate to the rate obtained by 
the intraframe DCT coding algorithm proposed for mag- 
netic consumer TV recording (Section 111-C-2), we see 
that it is a factor of 2-3 lower. Apparently, the use of 
temporal interpolative and predictive coding gives a con- 
siderable extra reduction of the bit rate. For consumer TV 
recording, however, the MPEG algorithm is less suited 
than intraframe DCT coding. For consumer recording, 
frame-based editing is preferred, and it should be possible 
to obtain a high image quality during visible search (re- 
play at different playing speeds). For low-rate coding, the 
MPEG bit stream should not contain too many intraframe 
coded pictures, because they increase the bit rate signifi- 
cantly. As a consequence, editing might be possible on 
groups of pictures (e.g., 8) only, depending on the bit rate 
variation per group, resulting in a relatively poor visible 
search quality. 

VII. CONCLUSIONS 

Picture coding techniques of the past decade for digital 
TV and HDTV recording systems for consumer applica- 
tions have been reviewed. 

In this field of application, digital consumer TV re- 
cording has grown to a more or less mature status. Es- 
pecially in the last five years, a strong increase in the 
number of system proposals can be noticed. The func- 
tional processing blocks in a digital consumer recorder are 
bit-rate reduction, error correction coding, and channel 
coding. From these steps, the bit-rate reduction system is 
a key aspect of home-use recorders, since it enables the 
use of smaller recording mechanics. This requirement is 
very important for an increasing number of recording ap- 
plications. The relation between specific recording as- 
pects and the signal coding has been elaborated. In par- 
ticular, the search facility on a recorder substantially 
constrains the applicability of coding algorithms for dig- 
ital recording. For this reason, motion-compensated in- 
terframe coding has not been used in recording applica- 
tions. 

Three methods suitable for TV compression have been 
discussed in detail. In the early 1980’s, DPCM systems 
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were adopted for simplicity. Results for composite re- 
cording using DPCM have been dealt with at bit rates in 
the order of 20-30 Mb/s. Improvements for system ro- 
bustness by making use of nonlinear prediction are out- 
lined. A possibility for higher coding efficiency when 
using fixed-rate coding is to use a set of compression fac- 
tors. An alternative technique, called dynamic range cod- 
ing, has been identified. In such a system, small blocks 
are coded by adaptively quantizing the differences be- 
tween the actual sample values and the minimum sample 
value of the current data block. Most of the recent pro- 
posals are based on discrete cosine transform coding with 
variable-length wordmapping. Coding techniques using 
ranked coefficient data are identified to give selective er- 
ror protection features. Another promising development 
that enables the different modes in the recorder is the use 
of special buffering techniques, such as feedforward buff- 
ering over a group of DCT blocks which can be indepen- 
dently accessed. Similarly, this technique avoids large er- 
ror propagation. Results using DCT coding have been 
reported at 20-40 Mb/s, depending on the coding algo- 
rithm applied. The popularity of DCT-based compression 
systems, first noticeable for transmission purposes, is also 
valid for recording applications. This does not hold for 
vector quantization (VQ) which has attracted little atten- 
tion. For a substantial gain in coding efficiency, the com- 
plexity of VQ is too high for consumer applications. 

In the past decade, two distinct developments can be 
noticed. The first one is the transition to YUV-component 
coding instead of using composite signals. A second de- 
velopment is the change to more complex compression 
systems, guided by the continuous progress in VLSI im- 
plementation. The improvement in coding efficiency using 
complex systems has not only been exploited to further 
reduce the bit rate, but more to increase the resolution 
(sampling frequency) and the overall picture quality (cod- 
ing noise). 

The situation for HDTV systems is still in a very pre- 
liminary stage. Basically, only experimental digital 
HDTV recorders without bit-rate reduction have been re- 
ported in literature. There are two basic approaches for 
dealing with HDTV recording. First, by direct coding of 
the signal or second, by compatible coding so that a part 
of the compressed data can be used as a TV signal. For 
the first approach, it has been found that the same bit-rate 
reduction techniques can be used as for TV coding. How- 
ever, for a successful introduction of a HDTV recorder it 
is very important that compatibility with TV is assured. 
Two techniques have been discussed briefly to obtain 
compatibility, namely pyramidal coding and subband 
coding. A more detailed example has been put forward in 
which subband coding for the coding of 2 :  1 interlaced 
HDTV is applied. Compared to direct intraframe DCT 
coding of the HDTV signal, the compatible subband cod- 
ing system requires about 20% more bits. It appears that 
the extra constraint of compatibility cannot be imple- 
mented without sacrificing coding efficiency. It is very 
likely that more experiments will be performed in this area 

in the near future, to find the best system architecture for 
compatible coding and to bridge the efficiency gap indi- 
cated. 

In the field of digital electronic still picture recording, 
system constraints are somewhat different from those for 
moving video coding. Data compression in still picture 
recording helps to achieve a sufficiently high image trans- 
fer rate and to increase the storage capacity. One of the 
major differences with moving video coding is the print- 
ing of images with a high-resolution facility. This setup, 
in combination with the variable viewing distance, re- 
quires a very high subjective image quality after coding. 
A DPCM coding technique satisfying this requirement has 
been described in considerable detail. Key features of this 
system are adaptive prediction and quantization, based on 
human visual masking functions, and conditional vari- 
able-length coding. In the near future, electronic photog- 
raphy is likely to be implemented with memory cards, 
obeying the system considerations from Section V. Fur- 
thermore, it is felt that digital electronic still picture stor- 
age will become an integrated part of a camera recorder 
in the near future. 

For low bit rate coding of video on digital storage me- 
dia, such as CD-I and CD-ROM, motion-compensated 
hybrid DCT coding has proven to be an efficient tech- 
nique. Recently, the Motion Picture Experts Group 
(MPEG) has proposed a draft standard for such a video 
coding scheme. Important features of this standard are the 
use of predictive and interpolative coding with motion 
compensation in the temporal domain. This results in a 
substantially higher compression factor than intraframe 
coding schemes. A disadvantage of the MPEG algorithm 
is, however, that due to the extensive use of interframe 
coding techniques, the algorithm is less suited for appli- 
cations where random access of individual pictures is re- 
quired. For example, the algorithm may be less suited for 
home-use digital video recording. For other applications, 
such as digital broadcasting, this algorithm appears to be 
very promising. 
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