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Abstract

Despite the great progress achieved in recognizing ob-

jects as 2D bounding boxes in images, it is still very chal-

lenging to detect occluded objects and estimate the 3D

properties of multiple objects from a single image. In this

paper, we propose a novel object representation, 3D Voxel

Pattern (3DVP), that jointly encodes the key properties of

objects including appearance, 3D shape, viewpoint, occlu-

sion and truncation. We discover 3DVPs in a data-driven

way, and train a bank of specialized detectors for a dictio-

nary of 3DVPs. The 3DVP detectors are capable of detect-

ing objects with specific visibility patterns and transferring

the meta-data from the 3DVPs to the detected objects, such

as 2D segmentation mask, 3D pose as well as occlusion or

truncation boundaries. The transferred meta-data allows

us to infer the occlusion relationship among objects, which

in turn provides improved object recognition results. Ex-

periments are conducted on the KITTI detection benchmark

[17] and the outdoor-scene dataset [41]. We improve state-

of-the-art results on car detection and pose estimation with

notable margins (6% in difficult data of KITTI). We also

verify the ability of our method in accurately segmenting

objects from the background and localizing them in 3D.

1. Introduction

One of the major paradigms in modern object recog-

nition consists of characterizing images with a list of 2D

bounding boxes which correspond to the location and scale

of the objects in the image. Recent methods have demon-

strated that this task can be solved with a good degree of

accuracy even when a large number of object categories is

considered [10, 22, 18]. However, in many applications –

autonomous driving is a notable example – recognizing ob-

jects as just 2D bounding boxes is not sufficient. In these

applications, estimating the 3D object pose or figuring out

the depth ordering of the objects from the observer is as

important as (or even more important than) identifying the

2D locations of the objects. Moreover, in these scenarios,

nuisances such as occlusions or truncation become domi-
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Figure 1. By introducing the 3D voxel patterns, our recognition

framework is able to not only detect objects in images, but also

segment the detected objects from the background, estimate the

3D poses and 3D shapes, localize them in the 3D space, and even

infer the occlusion relationship among them. Green, red and cyan

voxels are visible, occluded and truncated respectively.

nant, and often one needs to recognize objects even when

only a small portion of their surface is visible. The recently

proposed KITTI benchmark [17] have been instrumental in

highlighting the fact that object detection and 3D pose esti-

mation tasks become extremely difficult when objects such

as cars, bikes or trucks are to be recognized in the wild –

that is within complex and cluttered urban scenes. Consider

Fig. 1-top for instance, where cars occupy just a small por-

tion of the image and most of them are heavily occluded by

other cars. Except for a few exceptions [30, 24], most of

the recent object detection methods have hard time in pars-

ing out the correct configuration of objects from this kind

of imagery.

In this paper, we present a novel recognition pipeline

that addresses the key challenges above: i) it goes beyond

2D bounding box detection and is capable of estimating 3D

properties of multiple detected objects such as 3D pose as

well as their depth ordering from the observer; ii) it is de-

signed to handle situations where objects are severely oc-

cluded by other objects or truncated because of a limited

field of view; iii) it is capable of accurately estimating the



occlusion boundaries of each objects as well as inferring

which portions of the object are occluded or truncated and

which are not (see Fig. 1).

At the foundation of our recognition pipeline is the

newly proposed concept of 3D Voxel Pattern (3DVP). A

3DVP is a novel object representation that jointly captures

key object properties which relates: i) appearance – the

RGB luminance values of the object in the image; ii) 3D

shape – the 3D geometry of the object expressed as a collec-

tion of 3D voxels; iii) occlusion masks – the portion of the

object that is visible or occluded because of self-occlusions,

mutual occlusions and truncations (Fig. 3(d)). Our approach

follows the idea that luminance variability of the objects in

the image due to intra-class changes and occlusions can be

effectively modeled by learning a large dictionary of such

3DVPs whereby each 3DVP captures a specific shared ”sig-

nature” of the three properties listed above (appearance, 3D

shape and occlusions). Examples of 3DVPs in the dictio-

nary are shown in Fig. 6. Inspired by a recent body of

work [6, 4, 7, 27] that proposes to learn object detectors

using clusters of 2D images that share similar appearance

properties, in our recognition pipeline we train a bank of

detectors using our dictionary of 3DVPs whereby each de-

tector is trained from the appearance information associated

to a specific 3DVP. Thus, these detectors are designed to lo-

calize objects in the image even when they are observed

from arbitrary viewpoints or visible under severe occlu-

sions. Moreover, because the 3DVPs retain shared prop-

erties about the object (specifically, 3D shape and occlusion

masks), these can be transferred during the detection regime

so as to recover the 2D segmentation mask of the object, its

3D pose as well as which portions of the objects are oc-

cluded and which are visible. Finally, and most critically,

we use these properties to reason about object-object inter-

actions and infer which object is an “occluder” and which is

an “occludee”. This in turn helps adjusting the confidence

values of the detectors (e.g., if we know that an object is

occluded and we predict which portion is occluded, this can

help reinforce the presence of the occluder and its location;

vice versa, the occluder can help support the presence of the

occludee and the portion of the object that is occluded).

We believe our approach is particularly valuable in an au-

tonomous driving scenario where vehicles’ locations must

be detected from images as well as vehicles’ precise depth

ordering and pose configurations must be inferred in 3D.

For that purpose, we trained and tested our approach us-

ing the KITTI detection benchmark [17] – a large dataset

of videos of cars driving in challenging urban scenes – and

focused on recognizing cars and estimating their 3D proper-

ties. We also evaluated our method using the outdoor-scene

dataset proposed in [41] – a dataset that has been specifi-

cally designed to test object detectors in presence of severe

occlusions. We note that even if we only tested our method

on the “car” category, our approach is general and can be

extended to other rigid object categories. Our extensive ex-

perimental evaluation shows that: i) our approach based on

3D voxel patterns produces significant improvement over

state-of-the-art results for car detection and 3D pose estima-

tion on KITTI (∼ 6% for the hard test set); ii) our approach

allows us to accurately segment object boundaries and infer

which areas of the objects are occluded and which are not;

we demonstrate that our segmentations results are superior

than several baseline methods; iii) our approach allows us

to localize objects in 3D and thus infer the depth ordering

of the object from the camera’s viewpoint.

2. Related Work

We review representative techniques in handling differ-

ent challenges in object category recognition.

Shape variation. In order to handle the intra-class vari-

ability of shape, part-based object representations are in-

troduced, such as the constellation model [12] and pic-

torial structures [11, 10]. Another direction is to dis-

cover and learn appearance models for object subcategories

[6, 4, 7, 27], where object instances in a subcategory share

similar visual appearance. In our recognition framework,

we discover 3D voxel patterns, where object instances in a

3DVP share similar visibility pattern.

Viewpoint. Recent progresses in multiview object recog-

nition can be roughly classified according to their ways

of representing the object category. In 2.5D object rep-

resentation, object parts or features are connected across

views [33, 31, 32, 20]. While in 3D object representa-

tion, visual features are associated with explicit 3D models

[42, 21, 25, 19, 13, 40]. The 3D models can either be built

from a set of 2D images in different views [42, 19] or con-

structed using 3D CAD models [25, 40]. The new 3D object

representation we introduce, i.e., 3D voxel pattern, utilizes

3D CAD models in the recognition pipeline.

Occlusion. In order to detect partially occluded objects, re-

searchers have worked on training partial object detectors

for visible parts of objects [38, 35, 15, 37, 41]. Since partial

object detectors are not very robust, [38, 37, 41] also jointly

reason about the presence of multiple objects in the scene.

[43] and [30] explicitly consider the occluder when detect-

ing the occluded object by introducing occlusion masks and

occlusion patterns respectively. In all the previous works,

only limited number of occlusion patterns are modeled. In

contrast, we propose a data-driven approach to handle a

large number of occlusion patterns.

Truncation. Objects can be truncated by image borders

due to the limited field of view of the camera. Truncation is

commonly handled by heuristics such as padding the image

borders. An exception is [34], which detected truncated ob-

jects with a structured output regression. In our work, we

handle truncation by leveraging our 3DVP representation
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Figure 2. Overview of our object category recognition framework. (a) Training pipeline. (b) Testing pipeline.

which can be used to characterize truncated objects.

Nearest neighbor and deep neural network. Nearest

neighbor based methods [26] and deep neural networks

[22, 18] handle the above factors in object category recog-

nition implicitly. Nearest neighbor is able to transfer meta-

data of the training examples to testing objects, such as 2D

segmentation mask, 3D shape, and so on. We inherit this

advantage in our recognition framework. In deep neural

networks, millions of parameters are learned from training

data which has the ability to handle different aspects in ob-

ject recognition without explicit modeling them. However,

deep neural networks cannot estimate explicit 3D geometri-

cal properties, such as 3D pose or occlusion boundaries.

3. Object Category Recognition with 3DVPs

We propose a novel object recognition framework based

on 3D Voxel Patterns (3DVPs). 3DVPs are abstract 3D rep-

resentations that capture patterns of visibility of an object

category. The visibility of an object instance is represented

by a 3D voxel exemplar, which is a triplet of the 2D image

of the object, its 2D segmentation mask and its 3D voxel

model (see Fig. 4 for some examples).

In the training stage, we obtain 3D voxel exemplars in

a data-driven approach (Sec. 3.1). Then we build a repre-

sentative set of 3DVPs by clustering 3D voxel exemplars

according to their visibility patterns (Sec. 3.2). Finally, we

train a detector for each 3DVP (Sec. 3.3), which is spe-

cialized to detect objects with specific visibility patterns.

Fig. 2(a) illustrates our training pipeline. Our approach is

similar in spirit to [6, 4, 7, 27] that build subcategories based

on 2D appearance patterns. Unlike these works, however,

we learn detectors on the 3DVPs which capture explicit in-

formation about the visibility patterns of objects.

In the testing phase, after applying 3DVP detectors to an

input image, we can transfer the meta-data associated with

the 3DVPs, such as 2D segmentation mask, 3D pose or 3D

shape, to the detected objects. These transferred meta-data

enables us to perform different recognition tasks beyond 2D

detection, such as object segmentation, pose estimation, 3D

localization and occlusion reasoning. Fig. 2(b) illustrates

our testing pipeline.

3.1. 3D Voxel Exemplars from Data

A 3D voxel exemplar captures the appearance, 3D shape

and occlusion mask of an object. As long as a method can

produce the 2D segmentation mask and the 3D voxel model

of an object in the image, it can be used to build 3D voxel

exemplars. For example, one could collect data with depth

sensors or 3D scanners. However, it is difficult to scale to a

large number of objects. Our solution is to utilize 3D CAD

models in repositories on the web, such as the Trimble 3D

Warehouse [2], and register these 3D CAD models with 2D

images to build 3D voxel exemplars. In this way, we can

obtain 3D voxel exemplars for tens of thousands of objects.

We illustrate how to build 3D voxel exemplars for cars us-

ing the KITTI detection benchmark [17] in Fig. 3: 1) For

each image in the training set, an object in the image is reg-

istered with a 3D CAD model selected from a pre-defined

collection of models, where the model which has the clos-

est aspect ratio with the ground truth 3D cuboid of the ob-

ject instance is selected. The KITTI dataset [17] provides

ground truth 3D annotations (cuboids) and camera param-

eters. Then we register the chosen 3D CAD model to the

ground truth 3D cuboid associated to the object instance

(Fig. 3(a)). 2) We project all the registered 3D CAD models

onto the image plane using the camera parameters and ob-

tain the depth ordering mask (Fig. 3(b)). 3) The depth order-

ing mask determines which pixel of the projected 3D CAD

model is visible, occluded, or truncated. So we can gener-

ate a 2D segmentation mask for each object associated with

visibility labels. We use green to color “visible” pixels, red

to color “occluded” pixels, and cyan to color “truncated”

pixels in the segmentation mask (Fig. 3(c)). To build the 3D

voxel model for the object, we first voxelize the associated

3D CAD model. Then we check the status of each voxel in

the voxelized 3D CAD model. From the camera viewpoint

and the geometry of the 3D CAD model, we can figure out

which voxels are visible or self-occluded (blue). For each

visible voxel, we project it onto the depth ordering mask
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Figure 3. Illustration of generating 3D voxel exemplars from images and annotations available from the KITTI detection benchmark [17].

Figure 4. Examples of 3D voxel exemplars. Red indicates occlu-

sion, and cyan indicates truncation.

to determine whether it is occluded or truncated (Fig. 3(c)).

The result is a triplet called 3D voxel exemplar, which com-

prises the image of the object, the 2D segmentation mask of

the object and the corresponding distribution of 3D voxels

with associated visibility labels (Fig. 3(d)). More examples

of the built 3D voxel exemplars are shown in Fig. 4. In our

experiments, we use 7 3D car models from PASCAL3D+

[39] and obtain 57,224 3D voxel exemplars for car from the

KITTI detection benchmark. We note that [3] also utilizes

3D CAD models with other cues to produce 2D segmenta-

tion masks for cars in KITTI (∼ 1,000).

The 3D voxel representation has several good properties.

First, by encoding the 3D voxel space into empty or occu-

pied voxels, 3D voxel exemplars can capture the 3D shape

of objects. Second, viewpoint information is encoded by

labeling the occupied voxels into visible or self-occluded

voxels. Third, the visible voxels are further classified into

truncated or occluded voxels by considering the image bor-

ders and other objects in the scene. As a result, 3D voxel

exemplars are able to encode information about 3D shape,

viewpoint, truncation and occlusion in a uniform 3D space.

3.2. Discovering 3DVPs

A 3DVP represents a group of 3D voxel exemplars which

share similar visibility patterns encoded in their 3D voxel

models. We discover 3DVPs by clustering 3D voxel exem-

plars in a uniform 3D space. To do so, we define a simi-

larity score between two 3D voxel exemplars. Formally, a

3D voxel exemplar is represented by a feature vector x with

dimension N3, where N denotes the size of the 3D voxel

space. The elements of the feature vector takes values from

a finite set S = {0, 1, 2, 3, 4}, which encodes the visibility

... ...

... ...

Figure 5. Examples of 3D clusters from the KITTI dataset.

of the voxels, i.e., 0 for empty voxels, 1 for visible voxels, 2

for self-occluded voxels, 3 for voxels occluded by other ob-

jects, and 4 for truncated voxels. Then the similarity metric

between two feature vectors x1 and x2 is defined as:

s(x1,x2) =
|S|
N3

∑N3

i=1
✶(xi

1
= xi

2
) · w(xi

1
),

s.t.,
∑|S|−1

i=0
w(i) = 1, (1)

where xi
1

and xi
2

are the ith element of x1 and x2 respec-

tively, ✶ is the indicator function, and w(i) is the weight for

voxel status i. The definition in Eq. (1) is general such that

the weights can be designed for different applications. For

example, if we define all the weights w(i) to 1/5, the sim-

ilarity metric in Eq. (1) simply computes the percentage of

voxels with the same value. If we use a larger weight for

occluded voxels, patterns with similar occluded regions are

more likely to be grouped together (See the technical report

in [1] for implementation details about the 3D clustering).

After defining the similarity metric between 3D voxel

exemplars, we can employ different clustering algorithms

in our framework, such as K-means or Affinity Propagation

(AP) [14]. Fig. 5 shows several examples of 3D clusters

from the KITTI dataset using AP clustering. With the 3D

clustering algorithm, we are able to group cars from similar

viewpoints and with similar occluded or truncated regions

together. We visualize 3DVPs in Fig. 6. For each cluster,

we show the 3D voxel model of the cluster center, the av-

erage RGB images of the 2D image patches in the cluster,

and the average gradient image. Note that there is a high

correlation between 3DVP and object appearance including

relevant occlusions, which enable us to learn compact and

accurate detectors for 3DVPs.



Figure 6. Visualization of selected 3DVPs. We show the 3D voxel

model of the cluster center, the average RGB image, and the aver-

age gradient image of each 3DVP.

3.3. Learning 3DVP Detectors

We train a detector for each 3DVP with the associated

2D images. Our framework is general to integrate different

classifiers in training the detectors, such as support vector

machines or boosting. For example, in our experiments, we

note that the boosting detector based on Aggregated Chan-

nel Features (ACF) [8] is more suitable on the KITTI dataset

compared to SVM-based detectors [10, 26].

For an 3DVP that contains occlusion, we incorporate the

appearance of the occluder which is inside the 2D bounding

box of the occludee in training the 3DVP detector, where

the 2D bounding box incorporates occluded area of the oc-

cludee. The observation behind it is that occlusions are

likely to form certain types of patterns between the occluder

and the occludee. For example, in street scenes, cars are

likely to occlude each other within specific 3D spatial lay-

out. Such cases include cars parking beside the street, cars

lining up on the road, and so on. Incorporating the appear-

ance of the occluder into modeling helps us to detect the oc-

cludee by leveraging these occlusion patterns. The 3DVPs

we discover in the 3D clustering process capture these oc-

clusion patterns. As we can see from Fig. 5 and Fig. 6, the

included regions from the occluders in an occluded 3DVP

also share similar appearance, which ensures us to train a

reliable detector for the occluded 3DVP. For a truncated

3DVP, image patches corrsponding to the truncated objects

are used to train the detector without padding.

3.4. Occlusion Reasoning with 3DVPs

After training all the 3DVP detectors, we can apply them

to an input image and obtain the 2D detections. Then, we

are able to transfer the meta-data from the 3DVP to the de-

tected objects, which includes the 2D segmentation mask,

the 3D pose and the 3D shape as shown in Fig. 2(b). These

meta-data enable us to perform a global occlusion reasoning

among all the detected objects in the scene, which outputs

mutually consistent detections.

Let D = {d1, d2, ...} denote the detection hypotheses in

an image I , where di is a binary variable indicating if the
detection hypothesis is true or false. We represent a detec-
tion di by its detection score si, and its 2D visibility mask
mi that are derived from the 3DVP. Specifically, we transfer
the 2D segmentation mask associated with the cluster center
of the 3DVP to the detection, and rescale it to fit the bound-
ing box of the detection. mi is composed of three compo-
nents: mv

i (visible region), mo
i (occluded region), and mt

i

(truncated region) (refer to examples in Fig. 4). We de-
sign our occlusion reasoning model using an energy-based
conditional random field model [23], which favors to have
detections that are mutually consistent to each other. Under-
lying intuition is that 1) all the invisible regions of selected
detections shall be explained either by another occluding
object or by image truncation, and 2) visible regions of se-
lected detections should not overlap with each other. The
model is formulated as:

E(D̂) =
∑

i∈D̂

(

wd(si − b)
︸ ︷︷ ︸

detection score

−wo

|mo
i |+ |mt

i|

|mi|
︸ ︷︷ ︸

invisibility penalty

+ wo

|mt
i 6⊂ I|

|mi|
︸ ︷︷ ︸

truncation explained

)

+

∑

i,j∈D̂,i 6=j

(

wo

|mo
far(i,j) ∩mv

near(i,j)|

|mfar(i,j)|
︸ ︷︷ ︸

occlusion explained

−wp

∑

k=v,o,t
|mk

i ∩mk
j |

min(|mi|, |mj |)
︸ ︷︷ ︸

overlap penalty

)

(2)

where wd, wo, wp and b are the model parameters, | · | op-

erator measures the area of a region, far(·) and near(·) re-

turn far and near object based on the bottom position of a

detection, and D̂ ⊆ D. Our model has a number of favor-

able properties. First, detection outputs that are associated

with largely occluded patterns are penalized by the invisi-

bility penalty term in Eq. (2) unless the occluded area is

explained by other objects (see the “occlusion explained”

term). Similarly, truncated detections are also penalized

by the “invisibility penalty” term unless they are located in

accordance with the image boundary (see the “truncation

explained” term). Second, detections that overlap largely

with other detections are penalized according to the overlap

penalty term in Eq. (2), which implements a similar concept

as non-maximum suppression, but our model is more fine-

grained as it measures the overlap between visible areas.

Solving the exact inference problem of our occlusion

reasoning model is infeasible as the graph is often very

complex, i.e., there are many overlapping detections which

create a locally fully connected graph. So we solve the

MAP inference problem with a greedy algorithm. Start-

ing from an empty set D̂0 = ∅, we add one detection di
to the set D̂k in each iteration k that maximizes the energy

improvement E(D̂k∪di)−E(D̂k) until the energy improve-

ment is smaller than zero. In order to rank detections, we

compute the posterior marginals from the estimated MAP

as in [5], and use them as detection scores. We train the

model parameters by grid search on the validation set.



4. Experiments

4.1. Datasets and Evaluation Metrics

Datasets. We apply our object recognition framework to

the KITTI detection benchmark [17] and the outdoor-scene

(OutdoorScene) dataset [41] for car detection. The KITTI

dataset contains 7,481 images for training, and 7,518 im-

ages for testing. These are video frames from autonomous

driving scenes. We focus on the car category in KITTI,

since there are 28,612 cars in the training set which pro-

vides enough data to test our data-driven approach. Since

the ground truth annotations of the KITTI test set are not

released, we split the KITTI training images into train set

and validation set to conduct analyses about our framework,

which contain 3,682 images and 3,799 images respectively.

Our splitting ensures that there is no images from the same

video across the train and validation sets. We also evalu-

ate our algorithm on the entire test set. The OutdoorScene

dataset contains 200 images from various sources, which

is designed to test object detectors in the presence of se-

vere occlusions and truncation. There are 659 cars in total,

among which 235 cars are occluded and 135 cars are trun-

cated. This dataset is used for testing only.

Evaluation Metrics. We evaluate our recognition re-

sults at the three difficulty levels, easy, moderate, and

hard, suggested by the KITTI benchmark [16]. To eval-

uate the object detection accuracy, the Average Precision

(AP) [9] is reported throughout the experiments. 70% over-

lap threshold is adopted in the KITTI benchmark for car.

To evaluate jointly object detection and orientation esti-

mation, [17] proposes a new metric called Average Ori-

entation Similarity (AOS), which is defined as AOS =
1

11

∑
r∈{0,0.1,...,1} maxr̃:r̃≥r s(r̃), where r is the detection

recall, and s(r) ∈ [0, 1] is the orientation similarity at r
(see [17] for details). In addition, we propose two new eval-

uation metrics to measure the accuracy of 2D segmentation

and 3D localization jointly with detection. For 2D segmen-

tation, we define Average Segmentation Accuracy (ASA)

by replacing the orientation similarity in AOS with the 2D

pixel segmentation accuracy. For the 3D localization, we

define Average Localization Precision (ALP) by replacing

orientation similarity in AOS with localization precision,

i.e., a 3D location is considered to be correct if its dis-

tance from the ground truth 3D location is smaller than cer-

tain threshold. For object detection evaluation on the Out-

doorScene dataset, we use the standard 50% overlap criteria

of PASCAL VOC [9].

4.2. Analysis on KITTI Validation Set

In this section, we present the detailed analysis on our

method using our validation split of the KITTI training set.

2D v.s. 3D Clustering. We show that the our method,

Object Detection (AP) Orientation (AOS)

Methods Easy Moderate Hard Easy Moderate Hard

DPM [10] NMS.5 54.91 42.49 32.73 33.71 26.30 20.37

DPM [10] INMS.6 44.35 36.49 28.87 27.45 22.71 18.07

Ours NMS.5 79.06 64.72 50.38 77.65 62.75 48.57

Ours INMS.6 78.28 65.62 54.90 76.87 63.49 52.57

Ours Occlusion 80.48 68.05 57.20 78.99 65.73 54.67

Table 2. AP/AOS comparison between different detec-

tion/decoding methods on the validation set. We show the

results of 3D AP with 125 clusters for Ours.

which discovers 3DVPs with 3D clustering and trains de-

tectors on 3DVPs, can improve the object detection perfor-

mance compared with its 2D counterpart proposed in the

literature [6, 27] that discovers subcategories with 2D clus-

tering and trains detectors on the subcategories. For 2D

clustering, we extract visual features from the training in-

stances, and cluster them by computing similarity between

the 2D features similarly to [6, 27]. We experiment with

two clustering algorithms, K-means and Affinity Propaga-

tion (AP) [14], with different numbers of clusters. The con-

trol parameter in AP is varied to obtain different number

of clusters. We train ACF detectors [8] for both 2D and

3D clusters. Table 1 shows the average precisions by ap-

plying the trained ACF detectors to the validation set. We

can see from the table that 3D K-means and 3D AP out-

perform their 2D counterparts significantly. Our evaluation

verifies that 3DVP-driven detectors can better capture the

appearance variation of an object category compared to the

2D appearance-driven detectors. We also observe that 3D

AP is less susceptible to the choice of the cluster numbers.

In the following analyses, we experiment with the 3DVP

detectors trained on 125 clusters from 3D AP clustering.

Decoding Detection Hypotheses. Table 2 compares the

detection and the orientation estimation accuracies on the

validation set among DPM baselines and our 3DVP detec-

tors using different decoding schemes. As the first decoding

scheme, we adopt the popular Non-Maximum Suppression

(NMS) implemented by [10]. The method computes the

overlap between two bounding boxes by
|oi∩oj |
|oi|

and greed-

ily suppresses detections that have larger than 0.5 overlap

with already selected ones. Since this method (NMS.5)

tends to suppress less confident occluded detections ag-

gressively, which hurts the performance of 3DVP detec-

tors in Hard case, we adopt another NMS method based

on Intersection over Union (IoU)
|oi∩oj |
|oi∪oj |

with 0.6 thresh-

old (INMS.6). It performs the same suppression procedure

as NMS.5, but using the 0.6 IoU threshold. INMS.6 tends

to keep more occluded detection hypotheses and achieves

better performance in moderate and hard cases compared to

NMS.5. Finally, our occlusion reasoning method improves

the detection and orientation estimation accuracies with sig-

nificant margins in all difficulty levels. The superior results



2D K-means 3D K-means 2D Affinity Propagation 3D Affinity Propagation

K Easy Moderate Hard K Easy Moderate Hard K Easy Moderate Hard K Easy Moderate Hard

5 44.21 31.23 25.42 5 41.78 31.63 28.06 137 46.76 35.66 32.30 87 74.28 62.54 52.87

10 47.78 38.13 32.26 10 52.55 39.44 32.76 156 46.12 34.44 30.35 125 78.28 65.62 54.90

20 61.24 48.04 40.27 20 61.52 49.33 42.07 189 44.97 34.88 31.53 135 78.13 65.44 54.79

30 67.83 51.68 43.63 30 63.29 49.46 41.55 227 39.66 31.67 29.62 152 77.96 64.45 53.93

40 66.49 53.18 45.96 40 69.46 56.13 47.26 273 36.52 28.51 27.08 180 79.02 65.55 54.72

50 66.65 51.90 43.28 50 70.76 58.77 50.30 335 27.96 22.74 22.22 229 79.94 64.87 53.53

100 58.45 46.15 39.34 100 75.73 61.06 51.29 284 79.91 64.04 53.10

150 56.74 43.84 37.75 150 77.15 63.25 53.13 333 79.98 63.95 52.99

200 53.57 41.26 33.61 200 78.00 64.81 54.30

250 53.86 39.81 33.58 250 76.85 63.48 53.93

300 48.81 35.53 29.10 300 78.10 62.11 51.99

350 42.68 33.55 27.35 350 74.78 62.00 51.81

Table 1. AP Comparison between 2D and 3D clustering with k-means and affinity propagation on our validation split. The table shows the

average precision obtained by training ACF detectors in different settings.

Method Easy Moderate Hard

Joint 2D Detection and Segmentation (ASA)

DPM [10]+box 38.09 29.42 22.65

Ours INMS.6+box 57.52 47.84 40.01

Ours Occlusion+box 59.21 49.74 41.71

Ours INMS.6+3DVP 63.88 52.57 43.82

Ours Occlusion+3DVP 65.73 54.60 45.62

Joint 2D Detection and 3D Localization (ALP)

DPM [10] < 2m 40.21 29.02 22.36

Ours INMS.6 < 2m 64.85 49.97 41.14

Ours Occlusion < 2m 66.56 51.52 42.39

DPM [10] < 1m 24.44 18.04 14.13

Ours INMS.6 < 1m 44.47 33.25 26.93

Ours Occlusion < 1m 45.61 34.28 27.72

Table 3. Comparison between different settings of our method and

DPM for the 2D segmentation and 3D localization evaluation on

our validation split, where 125 clusters from 3D AP clustering are

used for Ours.

verifies that 3DVP detectors are able to learn accurate vis-

ibility patterns of the objects, which provides reliable cues

to reason about the occlusion relationship between objects.

Joint 2D Detection and Segmentation Evaluation. We

analyze the accuracy of the transferred 2D segmentation

mask from 3DVP in terms of 2D segmentation accuracy.

Since the KITTI dataset does not provide the ground truth

segmentation masks of the objects, we use the 2D segmen-

tation masks obtained by projecting registered 3D CAD

models as the ground truth (Fig. 3). Because the registration

is guided by the ground truth 3D annotations, the obtained

masks are accurate for evaluation. We use the ASA metric

described in Sec. 4.1 for the evaluation. Table 3 shows the

accuracies of different methods. As DPM [10] does not pro-

vide any segmentation information, we treat the whole re-

gion inside the bounding box as the segmentation mask (de-

noted as +box). As the results demonstrate, our 3DVP in-

duced segmentations (+3DVP) improve 6%, 5% and 4% in

each difficulty level compared to our own baselines (+box)

and 17%, 25%, 23% compared to the DPM baseline.

Joint 2D Detection and 3D Localization Evaluation. In

Table 3, we also evaluate the 3D localization accuracy us-

ing the average localization precision (ALP). The 3D loca-

tion of a 2D detection is computed by minimizing the re-

Object Detection (AP) Orientation (AOS)

Methods Easy Moderate Hard Easy Moderate Hard

ACF [8] 55.89 54.74 42.98 N/A N/A N/A

DPM [10] 71.19 62.16 48.43 67.27 55.77 43.59

DPM-VOC+VP [29] 74.95 64.71 48.76 72.28 61.84 46.54

OC-DPM [30] 74.94 65.95 53.86 73.50 64.42 52.40

SubCat [27] 81.94 66.32 51.10 80.92 64.94 50.03

AOG [24] 84.36 71.88 59.27 43.81 38.21 31.53

SubCat [28] 84.14 75.46 59.71 83.41 74.42 58.83

Regionlets [36] 84.75 76.45 59.70 N/A N/A N/A

Ours INMS.6 84.81 73.02 63.22 84.31 71.99 62.11

Ours Occlusion 87.46 75.77 65.38 86.92 74.59 64.11

Table 4. AP/AOS Comparison between different methods on the

KITTI test set. We show the results of 3D AP with 227 clusters

for Ours. More comparisons are available at [16].

projection error between a oriented mean 3D cuboid and

the 2D bounding box of the detection, where the mean 3D

cuboid is obtained by averaging the 3D dimensions of all

the training objects, and the orientation is estimated by the

detection. The re-projection error is the sum of squared er-

rors in width and height between the projected 3D cuboid

and the 2D bounding box. So accurate 2D bounding box

and 3D pose produce precise 3D localization. We evaluate

the performance using two 3D distance thresholds: 1 meter

and 2 meters. In both experiments, Ours Occlusion achieves

better 3D localization results than Ours INMS.6, and im-

proves over the DPM baseline by more than 20% in 2-meter

ALP and more than 10% in 1-meter ALP. We note that [44]

also evaluates 3D localization on KITTI images. However,

the method is trained with external images and only tested

on 260 KITTI images. We could not directly compare our

results with [44]. Please see Fig. 7 for qualitative results

using our method on the validation set.

4.3. KITTI Test Set Evaluation

To compare with the state-of-the-art methods on the

KITTI dataset, we train 3DVP detectors with all the KITTI

training data, and then test our method on the test set. We

present the detection and the orientation estimation results

in Table 4. The 3DVPs are obtained using AP clustering

with 227 clusters. Each 3DVP detector is trained with the

ACF detector [8]. We evaluate the Ours INMS.6 and Ours

Occlusion. Thanks to our 3DVP model, Ours INMS.6 al-



missed ground truth

DPM NMS (Ours) Occlusion Reasoning (Ours)

2D recognition color code: true positive false alarm
3D localization color code: ground truthdetection camera

Figure 7. Car recognition results on the KITTI validation set. We compare our method w/wo occlusion reasoning and DPM [10]. Detections

at 1 false positive per image (fppi) for the three methods are shown. Blue regions in the images are the estimated occluded areas. Note that

severe false alarms in NMS disappear with occlusion reasoning.

Figure 8. 2D recognition and 3D localization results on the KITTI test set. Blue regions in the images are the estimated occluded areas.

% occlusion < 0.3 0.3− 0.6 > 0.6

# images 66 68 66

ALM [40] 72.3 42.9 35.5

DPM [10] 75.9 58.6 44.6

SLM [41] 80.2 63.3 52.9

Ours NMS.5 89.7 76.3 55.9

Ours Occlusion 90.0 76.5 62.1

Table 5. AP of the car detection on the OutdoorScene dataset [41].

ready achieves the highest accuracies in most of the diffi-

culty levels for both detection and orientation evaluation.

Our full model achieves even further improvement leverag-

ing on the contextual occlusion relationship among objects.

The large improvement in the Hard category (∼ 6% com-

pared to the second best method in both object detection

and joint detection and orientation estimation) verifies that

our algorithm is capable of detecting challenging occluded

objects. Notice that SubCat [27] uses the same ensemble of

ACF [8] detectors, but using 2D features in clustering. Fig.

8 shows some 2D recognition and 3D localization results on

the KITTI test set (see [1] for additional results).

4.4. Object Detection on the OutdoorScene Dataset

We apply our 227 3DVP detectors trained on the whole

KITTI training set to the OutdoorScene dataset, and eval-

uate the object detection accuracy. Since the training and

testing images are from different sources, we can test how

well our 3DVP detectors trained on the KITTI dataset gen-

eralize to other scenarios, such as city and parking lot scenes

in the OutdoorScene dataset. Table 5 shows the average

precisions for car detection on the dataset, where the test

images are partitioned into three different sets according to

the amount of occlusion. Our 3DVP detectors outperform

ALM [40], DPM [10] and SLM [41] on all the three par-

titions, which demonstrates the generalization capability of

our 3DVP detectors. Similarly to our KITTI experiments,

our occlusion reasoning algorithm further improves the de-

tection accuracy in the largely occluded test set.

5. Conclusion

We have proposed a novel 3D object representation, 3D

Voxel Pattern, that enables us to estimate detailed properties

of objects beyond 2D bounding boxes, identify challenging

occluded objects, and reason about the occlusion relation-

ship between objects. The experimental evaluation demon-

strates that our method can recognize objects in complex

scenes with high accuracy, while providing detailed 2D/3D

properties of the objects. The proposed occlusion reason-

ing method empowered by the properties further improves

the recognition accuracy in various tasks. In addition, the

experiment on the OutdoorScene dataset confirms that our

model generalizes well to different scenarios. Although the

framework is evaluated on the “car” category, we believe

that the idea of 3DVP is applicable to generic rigid object

categories. We consider generalize the method toward other

rigid object categories as a future direction.
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