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Abstract. We consider a new class of problems in elasticity, referred
to as Data-Driven problems, defined on the space of strain-stress field
pairs, or phase space. The problem consists of minimizing the distance
between a given material data set and the subspace of compatible strain
fields and stress fields in equilibrium. We find that the classical solutions
are recovered in the case of linear elasticity. We identify conditions for
convergence of Data-Driven solutions corresponding to sequences of ap-
proximating material data sets. Specialization to constant material data
set sequences in turn establishes an appropriate notion of relaxation. We
find that relaxation within this Data-Driven framework is fundamentally
different from the classical relaxation of energy functions. For instance,
we show that in the Data-Driven framework the relaxation of a bistable
material leads to material data sets that are not graphs.

1. Introduction

To date, the prevailing and classical scientific paradigm in materials sci-
ence has been to calibrate empirical material models using observational
data and then use the calibrated material models to define initial-boundary
value problems. This process of modelling inevitably adds error and uncer-
tainty to the solutions, especially in systems with high-dimensional phase
spaces and complex material behavior. The modelling error and uncertainty
arises mainly from imperfect knowledge of the functional form of the mate-
rial laws, the phase space in which they are defined, and from scatter and
noise in the experimental data.

Against this classical backdrop, remarkable advances in experimental sci-
ence over the past few decades, including atomic probing, digital imaging,
microscopy, and diffraction methods, have radically changed the nature of
materials science and engineering from data-starved fields to, increasingly,
data-rich fields. In addition, multiscale analysis presently allows for accurate
and reliable Data Mining of material data from lower scales. These advances
open the way for the application to materials science of concepts from the
emerging field of Data Science (cf., e. g., [AD14, KDG15]). Specifically, the
abundance of data suggests the possibility of a new scientific paradigm, to
be referred to as the Data-Driven paradigm, consisting of reformulating the
classical initial-boundary-value problems directly from material data, thus
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bypassing the empirical material modelling step of traditional materials sci-
ence and engineering altogether. In this manner, material modelling em-
piricism, error and uncertainty are eliminated entirely and no loss of experi-
mental information is incurred. Data Science currently influences primarily
non-STEM fields such as marketing, advertising, finance, social sciences, se-
curity, policy, and medical informatics, among others. By contrast, the full
potential of Data Science as it relates to problems in materials science and
engineering has yet to be explored and realized.

A mathematical connection between Data-Science and materials science
can be forged as follows. We begin by noting that the field theories of
science have a common general structure. Perhaps the simplest field theory
is potential theory, which arises in the context of Newtonian mechanics,
hydrodynamics, electrostatics, diffusion, and other fields of application. In
this case, the field u : Ω → R that describes the state of the system is scalar.
The localization law that extracts from u the local state at a given material
point x ∈ Ω is

(1.1) ǫ(x) = ∇u(x),
i. e., the localization operator is simply the gradient of the field, together
with essential boundary conditions of the Dirichlet type. Evidently, (1.1)
constrains the field ǫ : Ω → R

n to be a gradient, i. e., to be compatible. The
corresponding conjugate variable is the flux σ : Ω → R

n. The flux satisfies
the conservation equation

(1.2) ∇ · σ(x) + ρ(x) = 0,

where ∇· is the divergence operator and ρ is a source density, together
with natural boundary conditions of the Neumann type. The pair z(x) =
(ǫ(x), σ(x)) describes the local state of the system at the material point x
and the function z maps Ω to the local phase space Zloc = R

n × R
n. The

collection of state functions z : Ω → Zloc defines the global state space Z. We
note that the phase space, compatibility and conservation laws are universal,
i. e., material independent. We may thus define a material-independent
constraint set E ⊂ Z to be the set of states z = (ǫ, σ) consistent with the
compatibility and conservation laws (1.1) and (1.2), respectively, as well as
corresponding essential and natural boundary conditions thereof.

By way of contrast, the material law

(1.3) σ(x) = σ(ǫ(x))

that closes the equations is often only known imperfectly through a local

material data set Dloc in local phase space Zloc that collects the totality of
our empirical knowledge of the material. A typical local material data set
consists of a finite number of local states, Dloc = {(ǫi, σi), i = 1, . . . , N}. A
corresponding global material data set D ⊂ Z can then be identified with

(1.4) D = {z ∈ Z : z(x) ∈ Dloc}
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Evidently, for a material data set of this type, the intersection D ∩ E is
likely to be empty, i. e., there may be no points in the material data set
that are compatible and satisfy the conservation laws, even in cases when
solutions could reasonably be expected to exist. It is, therefore, necessary
to replace the overly-rigid characterization of the solution set S = D ∩ E by
a suitable relaxation thereof. One such relaxed formulation [KO16] consists
of accepting as the best possible solution the state z in the material data set
D that is closest to the constraint set E , i. e., which is closest to satisfying
compatibility and the conservation law. Closeness is understood in terms of
some appropriate distance d defined on the state space Z. The Data-Driven
solution set is, then,

(1.5) S = argmin{d(z,D), z ∈ E}.

We emphasize that Data-Driven solutions are determined directly from the
material data set D and that no attempt is made at modeling, i. e., at
approximating the local material data sets Dloc by means of a graph of the
form (1.3).

In general, we consider systems whose state is characterized by points
z in a metric space (Z, d). The compatibility, conservation and boundary
constraints acting on the system have the effect of restricting its state to a
subset E ⊂ Z. In addition, the behavior of the material is described by a
material data set D ⊂ Z. The corresponding Data-Driven problem is then
(1.5). A number of fundamental questions arise in connection with this
new class of problems. It is clear that the range of Data-Driven problems
is larger than that of classical problems since the local material data sets,
even if they define a curve in phase space, need not be a graph. It is
therefore of interest to know if the classical solutions are recovered when
the local material data sets Dloc are a graph (ǫ, σ(ǫ)). Secondly, it is of
interest to elucidate the dependence of the Data-Driven solutions on the
material data sets. In particular, we wish to ascertain the convergence
properties of sequences (zh) of Data-Driven solutions generated by sequences
(Dh) of material data sets. Finally, a central question of analysis concerns
the existence of Data-Driven solutions and, in cases of non-attainment, the
relaxed form of the Data-Driven problem.

We investigate these questions in the special case of elasticity under the
linearized kinematics approximation. We start from a situation in which the
data set is weakly closed and therefore amenable to more straightforward
analysis. We specifically consider the simple case of linear elasticity and seek
solutions in the phase space of L2 strain-stress field pairs. The Data-Driven
problem then consists of minimizing the distance between a given material
data set and the subspace of compatible strain fields and stress fields in
equilibrium. In the case of linear elasticity, we find that the classical solu-
tions are recovered. Similar reasoning can be applied to data sets that take
the form of a monotone graph in phase space. We also identify conditions
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Figure 1. Experimental hysteresis loops of NiTi shape
memory alloy (SMA) wires at various strain amplitudes. Fig-
ure reproduced with permission from [RLS07, Fig. 3], c© IOP
Publishing. All rights reserved.

for convergence of Data-Driven solutions corresponding to sequences of ap-
proximating material data sets. Specialization to constant material data set
sequences in turn establishes an appropriate notion of relaxation. We find
that relaxation within this Data-Driven framework is fundamentally differ-
ent from the classical relaxation of energy functions. For instance, we show
that in the Data-Driven framework the relaxation of a bistable material leads
to material data sets that are not graphs. The relaxed local material data
set is reminiscent of the ’flag’ sets that are covered by hysteretic loops in
tests of shape memory alloy wires, Fig. 1. This similarity suggests a useful
role for Data-Driven analysis in connection with the characterization of such
materials. These results also illustrate the fact that Data-Driven problems
subsume—and are strictly more general than—classical energy minimization
problems.

The point of view that the nonlinear partial differential equations (pdes)
of continuum mechanics can be written as a set of linear pdes (balance laws)
and nonlinear pointwise relations between the quantities in the balance laws
(constitutive relations) has been emphasized by Luc Tartar since the 1970s.
He has also stressed the importance to understand the relation between the
linear pde constraints and the pointwise constraints in the context of weak
convergence. Weak convergence arises naturally in the context of effective
properties of heterogeneous media (homogenization), existence, optimal con-
trol and in elucidating which quantities can effectively be measured.

Tartars method of compensated compactness (developed in collaboration
with François Murat) provides a powerful mathematical framework for an-
alyzing which nonlinear relations are stable under weak convergence in the
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presence of linear pde constraints. For an early exposition of these ideas, see
[Tar79]. For further developments, see [Tar85, Tar90] and the monograph
[Tar09]. A key result in the theory of compensated compactness is the div-

curl Lemma [Mur78, Tar78, Tar79, Mur81, Tar83]. This lemma is closely re-
lated to the weak continuity of determinants, which plays a fundamental role
in nonlinear elasticity and quasiconformal geometry [Reš67, Reš68, Bal77].

Many questions arising in the study of effective properties of composites
may also be formulated in the present framework. For example, two-material
composites in a geometrically linear setting correspond to the case in which
the set Dloc is the union of two graphs in the strain-stress phase space. The
computation of its relaxation Dloc is then related to the computation of the
G-closure. We refer to [Wil81, MT85, Tar86, FM86, KS86a, KS86b, NM91,
Nes95] for early results and to the monographs [Che00, All02, Mil02, Tar09]
for modern reviews of the subject from different viewpoints.

In this paper, we introduce a new approach for the variational study of
materials that is not based on energy minimization but instead accords the
equilibrium equations and material data set a central role. We do not aim
for the most general abstract setting. For conceptual clarity we instead focus
on two illustrative examples, namely, linear elasticity in Section 2 and the
geometrically linear two-well problem in Section 3. Specifically, we develop a
concept of relaxation in the stress-strain phase space that enforces strongly
the differential constraints of the stress being divergence-free and the strain
being a symmetrized gradient, while the constitutive equation is enforced
only in an asymptotic sense. This notion of relaxation can also be couched
in terms of A-quasiconvexity, see [Dac82, p. 14 and p.100-112] and [FM99],
but a detailed elucidation of this connection is beyond the scope of this
paper.

It is instructive to briefly compare the present approach to relaxation
by energy minimization. By way of example, in Section 3.3 we consider
the geometrically linear two-well problem. In the context of energy min-
imization, the two-well problem entails the study of energy densities that
are the minimum of two quadratic forms, e. g., W (ξ) = min{1

2C(ξ − a) ·
(ξ − a), 12C(ξ − b) · (ξ − b)}. Of central interest is the effective energy
that describes the weak lower semicontinuous envelope of the integral func-
tional

∫

ΩW (Du)dx. There exists a large body of literature on the subject.
The geometrically linear case of interest here was addressed early on in
[Kha67, KS69, Roi69, Koh91]. The corresponding geometrically nonlinear
theory was developed in [BJ87] in the particular context of martensitic phase
transitions. These problems have spawned a large body of research, typically
concerned with finding the zero-set of the relaxation. The present approach
is fundamentally different since, instead of minimizing energy, we allow for
all sequences of stresses and strains that obey the compatibility and equilib-
rium constraints, which results in a larger envelope, see discussion in Section
3.3. In a different but related context, the observation that for problems of
this type the set of solutions of the equilibrium equations is much larger
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than the set of local minimizers of the energy—and that it indeed contains
much wilder solutions—was made in particular in [MŠ98, MŠ03].

2. Linear elasticity

(a)

Ε

Σ

(b)

Ε

Σ

Figure 2. a) Local material data set for linearized elasticity.
b) Sampled local material data set for linearized elasticity.

2.1. General setting. We consider an elastic body occupying a bounded,
connected Lipschitz set Ω ⊂ R

n with state defined by a displacement field
u : Ω → R

n. The corresponding compatibility and equilibrium laws are

ǫ(x) =
1

2

(

∇u(x) +∇uT (x)
)

, in Ω,(2.1a)

u(x) = g(x), on ΓD,(2.1b)

and

divσ(x) + f(x) = 0, in Ω,(2.2a)

σ(x)ν(x) = h(x), on ΓN ,(2.2b)

where ǫ ∈ L2(Ω;Rn×n
sym ) is the strain tensor field and σ ∈ L2(Ω;Rn×n

sym ) is

the stress tensor field, f ∈ L2(Ω;Rn) are body forces, g ∈ H1/2(∂Ω;Rn)

boundary displacements, h ∈ H−1/2(∂Ω;Rn) applied tractions and ν : ∂Ω →
Sn−1 denotes the outer normal.

In order to explain the meaning of the boundary conditions (2.1b) and
(2.2b) we recall some properties of the function spaces involved. It is well
known that there exists a unique linear continuous operator T0 : H

1(Ω;Rn) →
L2(∂Ω;Rn) such that T0u(x) = u(x) for all u ∈ C1(Ω̄;Rn) and x ∈ ∂Ω.

The space H1/2(∂Ω;Rn) is defined as the range of this operator, namely,

H1/2(∂Ω;Rn) = T0(H
1(Ω;Rn)) ⊂ L2(∂Ω;Rn), with the induced metric,
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so that T0 is continuous from H1(Ω;Rn) to H1/2(∂Ω;Rn). The Dirichlet
boundary condition (2.1b) means that T0u(x) = g(x) for Hn−1-almost every
x ∈ ΓD ⊂ ∂Ω.

The space H−1/2(∂Ω;Rn) is defined as the dual of H1/2(∂Ω;Rn). Fol-
lowing [Tem79] we define E(Ω;Rn×n) as the set of w ∈ L2(Ω;Rn×n) such
that divw ∈ L2(Ω;Rn). Then, it can be shown that there exists a unique

linear continuous operator Tν : E(Ω;Rn×n) → H−1/2(∂Ω;Rn) such that
(Tνw)(x) = (w · ν)(x) for all w ∈ C1(Ω̄;Rn×n) and Hn−1-almost all x ∈ ∂Ω
(we recall that ν is the outer normal). Furthermore, it follows that

(2.3)

∫

Ω
w ·Dudx+

∫

Ω
divw · u dx = 〈Tνw, T0u〉H−1/2(∂Ω),H1/2(∂Ω).

for any w ∈ E(Ω;Rn×n) and u ∈ H1(Ω;Rn). Finally, Tν is surjective, in the

sense that for any θ ∈ H−1/2(∂Ω;Rn) there is w ∈ E(Ω;Rn×n) such that
Tνw = θ. Proofs of these results are given, e. g., in [Tem79, Sect. 1.2 and
1.3]. The Neumann boundary condition (2.2b) specifically means that

(2.4) 〈Tνσ, ψ〉H−1/2(∂Ω),H1/2(∂Ω) = 〈h, ψ〉H−1/2(∂Ω),H1/2(∂Ω),

for any ψ ∈ H1/2(∂Ω;Rn) that obeys ψ = 0 Hn−1-almost everywhere on
∂Ω \ ΓN .

In the remainder of the paper we shall simply write u and σν for the
traces T0u and Tνσ. Furthermore, we shall assume throughout that Ω ⊂ R

n

is a connected, open, bounded, nonempty Lipschitz set, and that ΓD, ΓN

are disjoint open subsets of ∂Ω with

(2.5) ΓD ∩ ΓN = ∂Ω, Hn−1(ΓN \ ΓN ) = Hn−1(ΓD \ ΓD) = 0, ΓD 6= ∅.
We remark that, if ΓD and ΓN are Lipschitz subsets of ∂Ω, then extension is
possible and it is possible to take g ∈ H1/2(ΓD;R

n) and h ∈ H−1/2(ΓN ;Rn).

2.2. Linear elasticity. We define the phase space as

(2.6) Z = L2(Ω;Rn×n
sym )× L2(Ω;Rn×n

sym )

and metrize it by the norm

(2.7) ‖z‖ =

(
∫

Ω

(1

2
Cǫ · ǫ+ 1

2
C
−1σ · σ

)

dx

)1/2

,

where C ∈ L(Rn×n
sym ), CT = C, C > 0, is a nominal elasticity tensor. We shall

tacitly identify C with a tensor in L(Rn) by Cξ = C(ξ + ξT )/2. The Data-
Driven problem of linear elasticity is then characterized by the material data
set

(2.8) D = {(ǫ, σ) ∈ Z : σ = Cǫ},
Fig. 2a, and the constraint set

(2.9) E = {z ∈ Z : (2.1) and (2.2)}.
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A straightforward calculation gives

(2.10) d2(z,D) =

∫

Ω

1

4
C
−1(σ − Cǫ) · (σ − Cǫ) dx,

where for z ∈ Z and A ⊆ Z we write d(z,A) = inf{‖z − a‖ : a ∈ A}. In
addition, by (2.3) on E we have the power identity

(2.11)

∫

Ω
σ(x) · ǫ(x) dx =

∫

Ω
f(x) · u(x) dx+ 〈σν, u〉H−1/2(∂Ω),H1/2(∂Ω)

where ν is the outward unit normal to the boundary. We remark that

〈σν, u〉H−1/2(∂Ω),H1/2(∂Ω) =

∫

ΓD

σ(x)ν(x) · g(x) dHn−1(x)

+

∫

ΓN

h(x) · u(x) dHn−1(x),

(2.12)

for regular functions that obey (2.2)-(2.1).
The following lemma generalizes the classical Helmholtz-Hodge decom-

position theorem to tensor fields (cf., e. g., [GR79, Tem79]). Here and
subsequently, we write

(2.13) e(u) =
1

2
(∇u+∇uT ),

for the strain operator on displacement vector fields u ∈ H1(Ω;Rn).

Lemma 2.1 (Tensor Helmholtz decomposition). Let Ω ⊂ R
n be open,

bounded, Lipschitz. Let ΓD, ΓN be disjoint open subsets of ∂Ω that obey
(2.5). Let

M = {e(u), u ∈ H1(Ω;Rn), u = 0 on ΓD},(2.14a)

N = {σ ∈ L2(Ω;Rn×n
sym ), div σ = 0, σν = 0 on ΓN}.(2.14b)

Then,M and N are strongly (and weakly) closed in L2(Ω,Rn×n
sym ), L2(Ω;Rn×n

sym ) =
M ⊕N and the decomposition is orthogonal.

We recall that σν = 0 on ΓN means that the function σν ∈ H−1/2(∂Ω;Rn)

obeys 〈σν, g〉H−1/2(∂Ω),H1/2(∂Ω) = 0 for all g ∈ H1/2(∂Ω;Rn) that vanish

Hn−1-almost everywhere on ∂Ω \ ΓN (this means, i. e.on ΓD).

Proof. The mapping div : L2(Ω;Rn×n
sym ) → H−1(Ω;Rn) is strongly continu-

ous. Hence, L2
div(Ω,R

n×n
sym ) = preimage of {0} by div is strongly closed in

L2(Ω;Rn×n
sym ). The mapping σ 7→ σν is strongly continuous from L2

div(Ω;R
n×n
sym )

to H−1/2(∂Ω : Rn). Therefore, if σj ∈ N converges in L2 to σ, then for any

g ∈ H1/2(∂Ω;Rn) with g = 0 a. e.on ΓD, we obtain

(2.15) 〈σν, g〉H−1/2(∂Ω),H1/2(∂Ω) = lim
j→∞

〈σjν, g〉H−1/2(∂Ω),H1/2(∂Ω) = 0.

Therefore N is closed. It is easily verified that M is also closed.
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Let e(u) ∈M and σ ∈ N . Then, (2.3) gives

(2.16)

∫

Ω
σ · e(u) dx = 〈σν, u〉H−1/2(∂Ω),H1/2(∂Ω) = 0,

which proves orthogonality.
Let σ ∈ (M ⊕N)⊥. Then σ ∈M⊥ and σ ∈ N⊥. For any u∗ ∈ C∞

c (Ω,Rn)
we have e(u∗) ∈ M and by the assumption σ ∈ M⊥ we obtain div σ = 0 in

Ω. Therefore σν ∈ H−1/2(∂Ω;Rn) and

(2.17) 0 =

∫

Ω
σ · e(u) dx = 〈σν, u〉H−1/2(∂Ω),H1/2(∂Ω)

for all u ∈ H1(Ω;Rn), u = 0 on ΓD. This means that σν = 0 on ΓN and
therefore σ ∈ N . By the second inclusion, σ ∈ N ∩ N⊥ = {0}. It thus
follows that L2(Ω;Rn×n

sym ) =M ⊕N and M = N⊥. �

Theorem 2.2 (Existence and uniqueness). Let Ω ⊂ R
n be open, bounded,

Lipschitz. Let ΓD, ΓN be disjoint open subsets of ∂Ω that obey (2.5). As-
sume:

i) C ∈ L(Rn×n
sym ), CT = C, C > 0.

ii) f ∈ L2(Ω;Rn), g ∈ H1/2(∂Ω;Rn), h ∈ H−1/2(∂Ω;Rn).

Let D be as in (2.8) and the constraint set E as in (2.1) and (2.2). Then,
the Data-Driven problem

(2.18) min{d(z,D), z ∈ E}
has a unique solution. Moreover, the Data-Driven solution satisfies

(2.19) σ = Cǫ.

Proof. By Lemma 2.1 and Hahn-Banach, the constraint set E is weakly
closed in Z. In addition, we note from (2.10) that d2(·,D) is weakly lower-
semicontinuous in Z, hence in E . Let (zh) ⊂ E , d(zh,D) ≤ C < ∞. From
(2.10),

(2.20) d2(zh,D) =

∫

Ω

1

4
C
−1(σh(x)− Cǫh(x)) · (σh(x)− Cǫh(x)) dx.

Expanding the square and integrating by parts using the power identity
(2.11), we obtain

‖zh‖2 = 2d2(zh,D) +

∫

Ω
f(x) · uh(x) dx+ 〈σν, u〉H−1/2(∂Ω),H1/2(∂Ω).(2.21)

An appeal to the Korn, Poincaré and trace theorems gives the estimates

(2.22) ‖uh‖H1(Ω;Rn) ≤ C(‖ǫh‖L2(Ω;Rn×n
sym ) + ‖g‖H1/2(∂Ω;Rn)),

(2.23) ‖uh − g‖H1/2(∂Ω;Rn) ≤ C(‖ǫh‖L2(Ω;Rn×n
sym ) + ‖g‖H1/2(∂Ω;Rn)),

and

(2.24) ‖σhν‖H−1/2(∂Ω;Rn) ≤ C(‖σh‖L2(Ω;Rn×n
sym ) + ‖f‖L2(Ω;Rn)).
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Therefore, writing 〈σν, u〉 = 〈σν, g〉+ 〈σν, u− g〉,
‖zh‖2 ≤2d2(zh,D) + C‖f‖L2(Ω;Rn)(‖ǫh‖L2(Ω;Rn) + ‖g‖H1/2(∂Ω;Rn))

+ C‖g‖H1/2(∂Ω;Rn)(‖σh‖L2(Ω;Rn) + ‖f‖L2(Ω;Rn))

+ C‖h‖H−1/2(∂Ω;Rn)(‖ǫh‖L2(Ω;Rn) + ‖g‖H1/2(∂Ω;Rn)),

(2.25)

and

(2.26) ‖zh‖2 ≤ 2d2(zh,D) + C‖zh‖.
Therefore, ‖zh‖ is bounded in Z and (zh) has a weakly-convergent subse-
quence. The existence of Data-Driven solutions then follows from Tonelli’s
theorem [Ton21].

Let z = (ǫ, σ) be a Data-Driven solution. By minimality,

(2.27)

∫

Ω

1

4
C
−1(σ(x)− Cǫ(x)) · (σ′(x)− Cǫ′(x)) dx = 0,

for all z′ = (ǫ′, σ′) ∈ E0 = M × N ≡ the constraint set for homogeneous
data. The sets M and N were defined in Lemma 2.1. Choosing ǫ′ = 0 and
σ′ ∈ N , from Lemma 2.1 we obtain

(2.28) C
−1σ − ǫ ∈ N⊥ =M,

which means that there is u ∈ H1(Ω;Rn) such that

C
−1σ − ǫ = e(u), in Ω,(2.29a)

u(x) = 0, on ΓD.(2.29b)

Choosing σ′ = 0 and ǫ′ ∈ M in (2.27), we obtain σ − Cǫ ∈ M⊥ = N . Since
σ − Cǫ = Ce(u),

div (σ − Cǫ) = div (Ce(u)) = 0 in Ω,(2.30a)

u = 0, on ΓD,(2.30b)

Ce(u) · ν = 0, on ΓN .(2.30c)

This implies

(2.31)

∫

Ω
Ce(u) · e(u)dx = 〈Ce(u)ν, u〉H−1/2(∂Ω),H1/2(∂Ω) = 0,

which requires u = 0 and (2.19) follows from (2.29a). Let now z′ and z′′

be two Data-Driven solutions. Then, by linearity z′ − z′′ ∈ D ∩ E0 is a
Data-Driven solution with zero forcing. By identity (2.21),

(2.32) ‖z′ − z′′‖2 = 2d2(z′ − z′′,D) = 0,

and z′ = z′′ in Z. �

We note that, by (2.19), the unique Data-Driven solution coincides with
the classical solution of linear elasticity. In particular, the Data-Driven
solution does not change if the norm (2.7) is replaced by an equivalent one,
as for example the L2 norm of z. We also note that the distance d(·,D),
eq. (2.10), does not control the norm of Z, which compounds the issue of
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coercivity. However, on the constraint set E we have the power identity
(2.11), which in turn yields (2.20) and the requisite coercivity of d(·,D) on
E .

2.3. Approximation of the material data set. Next, we consider a se-
quence (Dh) of material data sets in Z, cf. Fig. 2b, and endeavor to ascertain
conditions under which the solutions of the Dh-problems converge to solu-
tions of a certain D-problem for a limiting material data set D. In order to
set the general framework, let the phase space space Z be a metric space
and let D ⊂ Z be a material data set and E ∈ Z a constraint set. The
corresponding Data-Driven problem then consists of finding

(2.33) argmin {d2(z,D), z ∈ E},
or, equivalently,

(2.34) argmin {IE(z) + d2(z,D), z ∈ Z},
where

(2.35) IE(x) =

{

0, if x ∈ E ,
∞, otherwise,

is the indicator function of E ⊂ X.
In order to consider approximation of material data sets we need different

concepts of convergence of sets. We specifically consider functionals with
values in

R = R ∪ {∞}.
.

Definition 2.3 (Γ-convergence). Let (X, τ) be a topological space, Fh :
X → R a sequence of functionals. We say that F : X → R is the Γ(τ)-limit
of Fh if

(2.36) F (x) = sup
U∈N (x)

lim inf
h→∞

inf
y∈U

Fh(y) = sup
U∈N (x)

lim sup
h→∞

inf
y∈U

Fh(y)

for all x ∈ X, where N (x) denotes the family of all open sets in X that
contain x.

We recall that every Γ-limit is lower semicontinuous with respect to τ ,
see [DM93], Prop. 6.8. We also remark that if (X, τ) is first countable
Γ-convergence can be defined in terms of sequences.1 Indeed, in this case
(2.36) is equivalent to the following two conditions (see [DM93], Prop. 8.1):

i) (liminf condition): For all x ∈ X and all sequences xh → x,

(2.37) F (x) ≤ lim inf
h→∞

Fh(xh).

1We recall that a topological space is first countable if every point has a countable basis
of neighbourhoods, which is in particular true for metric spaces.
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ii) (limsup condition): For any x ∈ X there is a sequence xh → x such
that

(2.38) lim sup
h→∞

Fh(xh) ≤ F (x).

We recall that the weak topology of a reflexive, separable Banach space
is metrizable on bounded sets. Indeed, if Ti ∈ X∗ is a countable dense set
of elements of X∗, then the metric defined by d(x, y) =

∑∞
i=0 2

−i‖Ti(x −
y)‖/(1 + ‖Ti(x − y)‖) metrizes the weak topology of X. Thus Γ conver-
gence with respect to the weak topology can be characterized by means of
sequences if the functionals (Fh) are equicoercive, see [DM93], Prop. 8.10.
The same argument gives the following result.

Lemma 2.4. Let (X, τ) be a topological space and assume that there exists a
metric d on X such that on bounded sets the topology τd defined by d agrees
with τ . Assume that

(2.39) XC = {x ∈ X : Fh(x) < C for some h} is bounded for each C ∈ R.

Then, conditions i) and ii) are equivalent to F = Γτ − limh→∞ Fh.

Definition 2.5 (Mosco convergence of functions). A sequence (Fh) of func-
tions from a Banach space X to R converges to another function F : X → R

in the sense of Mosco, or F =M− limh→∞ Fh, if

i) For every sequence (xh) converging weakly to x in X,

(2.40) lim inf
h→∞

Fh(xh) ≥ F (x).

ii) For every x ∈ X, there is a sequence (xh) converging strongly to x
in X such that

(2.41) lim
h→∞

Fh(xh) = F (x).

Definition 2.6 (Mosco convergence of sets). A sequence (Eh) of subsets
of a Banach space X converges to E ⊂ X in the sense of Mosco, or E =
M− limh→∞ Eh, if
(2.42) IE =M− lim

h→∞
IEh .

Lemma 2.7. Every Mosco limit functional F is weakly sequentially lower
semicontinuous. In particular every Mosco limit set E is weakly sequentially
closed and E =M− limh→∞ E if and only if E is weakly sequentially closed.

Proof. If F is a Mosco limit, xk ⇀ x and L = lim infk→∞ F (xk) we need
to show that F (x) ≤ L. Passing to a subsequence we may assume that
L = limk→∞ F (xk). By the lim sup property there exist xk,h such that

‖xk,h−xk‖ ≤ 2−h and limh→∞ d
R
(Fh(xk,h), F (xk)) ≤ 2−h. Thus there exists

an increasing sequence h 7→ kh such that yh = xkh,h satisfies ‖yh−xkh‖ ≤ 2−h

and d
R
(F (yh), L) ≤ 2−h+1. Hence yh ⇀ x and F (yh) → L. Now the lim inf

property of Mosco convergence yields F (x) ≤ L. The assertions for sets
follow by taking Fh = IEh . �
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We have the following relation between M -convergence of material data
sets and Γ-convergence of the corresponding Data-Driven functionals.

Theorem 2.8. Let Z be a reflexive, separable Banach space, D and (Dh)
subsets of Z, E a weakly sequentially closed subset of Z. Suppose:

i) (Mosco convergence) D =M− limh→∞Dh in Z.
ii) (Equi-transversality) There are constants c > 0 and b ≥ 0 such that,

for all y ∈ Dh and z ∈ E,
(2.43) ‖y − z‖ ≥ c(‖y‖+ ‖z‖)− b.

Then,

(2.44) IE(·) + d2(·,D) = Γ− lim
h→∞

(

IE(·) + d2(·,Dh)
)

,

with respect to the weak topology of Z.
If (zh) is a sequence of elements of Z with suph IE(zh) + d2(zh,Dh) <∞

then there is a subsequence converging weakly to some z ∈ E.
Proof. a) Compactness. Let Fh(z) = IE(zh) + d2(zh,Dh). Then

(2.45)
√

Fh(z) ≥ IE(z) + inf
y∈Dh

‖z − y‖ ≥ inf
y∈Dh

c(‖y‖+ ‖z‖)− b ≥ c‖z‖ − b.

Hence, by Lemma 2.4 Γ convergence with respect to the weak topology of
Fh is characterized by (2.37)-(2.38) (for weakly convergent sequences).

b) Limsup inequality. Let z ∈ Z (otherwise there is nothing to show).
By Lemma 2.7 D is weakly sequentially closed. Thus there exist y ∈ D such
that ‖z − y‖ = d(z,D). By the limsup inequality in Mosco convergence of
Dh there is a sequence yh ∈ Dh such that yh → y strongly, which implies

(2.46) lim sup
h→∞

d(z,Dh) ≤ lim sup
h→∞

‖z − yh‖ ≤ ‖z − y‖ = d(z,D).

Therefore the constant sequence gives the limsup inequality (2.38).
c) Liminf inequality. Let zh ⇀ z in Z. Let

L := lim inf
h→∞

Fh(zh) = lim inf
h→∞

d2(zh,Dh).

We need to show that F (z) ≤ L. We may assume that L < ∞ and passing
to a subsequence (not renamed) we may assume that zh ∈ E and L =
limh→∞ d2(zh,Dh). There exist yh ∈ Dh such that

L = lim
h→∞

‖zh − yh‖2.

It follows from equi-transversality that the sequence yh is bounded. Passing
to a subsequence (not renamed) we may assume that yh ⇀ y. By the liminf
inequality in Mosco convergence of Dh we get

(2.47) 0 = lim inf
h→∞

IDh
(yh) ≥ ID(y) ≥ 0.

Hence, ID(y) = 0 and y ∈ D. In addition, zh − yh ⇀ z − y. By convexity,

(2.48) L = lim inf
h→∞

‖zh − yh‖2 ≥ ‖z − y‖2 ≥ d2(z,D) = F (z)
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and (2.37) is proved. �

We note that, by Lemma 2.7 the limiting material data set D must be
necessarily weakly sequentially closed in Z. All strongly closed convex sets,
including closed linear subspaces of Z, satisfy this requirement.

Figure 3. Schematic of convergent sequence of material
data sets. The parameter th controls the spread of the ma-
terial data sets away from the limiting data set and the pa-
rameter ρh controls the density of material data point.

Conditions for the existence of solutions of Data-Driven problems with
weakly sequentially closed material data sets follow directly from Theo-
rem 2.8.

Corollary 2.9. Let Z be a reflexive, separable Banach space, D and E be
weakly sequentially closed subsets of Z. Suppose the transversality assump-
tion (2.43) holds for any y ∈ D, z ∈ E. Then, the Data-Driven problem
(2.34) has solutions.

Proof. By Lemma 2.7, Theorem 2.8 can be applied to the constant sequence
Dh = D, with the result that IE(·)+d2(·,D) is weakly lower semicontinuous
and coercive. Existence of solutions then follows from Tonelli’s theorem
[Ton21]. �

We now recover the existence Theorem 2.2 for the Data-Driven linear
elastic problem as a special case of Theorem 2.8 and Corollary 2.9.

Corollary 2.10. Under the assumptions of Theorem 2.2, the linear-elastic
Data-Driven problem (2.18) has solutions.
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Proof. It follows immediately that D = M− limh→∞D. In addition, the
intersection of D and E consists of one single point corresponding to the
unique solution z0 of the linear elasticity problem. Let E0 =M ×N be the
constraint set for null data, i. e., (2.9) with f = 0, g = 0 and h = 0. We
then have E = z0 + E0 for some z0 ∈ E . We claim that there is c > 0 such
that

(2.49) ‖y′ − z′‖ ≥ c(‖y′‖+ ‖z′‖)
or every y′ ∈ D and z′ ∈ E0. To see this, we write z′ = (ǫ′, σ′) and by (2.10)
compute

(2.50) ‖y′ − z′‖2 ≥ d2(z′,D) =

∫

Ω

1

4
C
−1(σ′ − Cǫ′) · (σ′ − Cǫ′) dx.

By Lemma 2.1 the fields ǫ′ ∈M and σ′ ∈ N are orthogonal, therefore

(2.51) ‖y′ − z′‖2 ≥ d2(z′,D) =

∫

Ω

1

4
C
−1σ′ · σ′ + 1

4
Cǫ′ · ǫ′ dx =

1

2
‖z′‖2.

Finally,
(2.52)

‖y′ − z′‖ ≥ 1

2
‖y′ − z′‖+ 1

2
d(z′,D) ≥ 1

2
‖y′ − z′‖+ 1

2
√
2
‖z′‖ ≥ c(‖y′‖+ ‖z′‖)

proves (2.49). Let now y ∈ D, z ∈ E , and define z′ = z − z0 ∈ E0. Then a
triangular inequality gives ‖z′‖ ≥ ‖z‖ − ‖z0‖ and we obtain

(2.53) ‖y − z‖ ≥ c(‖y‖+ ‖z‖)− c‖z0‖,
which is (2.43). �

A particular case of interest is the following, cf. Fig. 3. The case concerns
approximation by sequences of material data sets that converge to a limit-
ing material in a certain uniform sense. In practice, such approximations
may result from sampling the material behavior experimentally or through
multiscale computational models.

Lemma 2.11. Let Z and E be as in (2.6) and (2.9). Suppose that

(2.54) Dh = {z ∈ Z : z(x) ∈ Dloc,h a. e. in Ω},
for some sequence of local material data sets Dloc,h ⊂ R

n×n
sym × R

n×n
sym . Let

(2.55) D = {z ∈ Z : z(x) ∈ Dloc a. e. in Ω},
where

(2.56) Dloc = {(ǫ, σ) ∈ R
n×n
sym × R

n×n
sym , σ = Cǫ}.

Assume that:

i) (Fine approximation) There is a sequence ρh ↓ 0 such that

(2.57) d(ξ,Dloc,h) ≤ ρh, ∀ξ ∈ Dloc.

ii) (Uniform approximation) There is a sequence th ↓ 0 such that

(2.58) d(ξ,Dloc) ≤ th, ∀ξ ∈ Dloc,h.
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Then, D =M− limh→∞Dh in Z.

Proof. a) Liminf inequality. Let zh ⇀ z in Z. By passing to a subsequence,
not renamed, we may assume zh ∈ Dh. Then, by (ii) we have d(zh,D) → 0
and, by the lower-semicontinuity of d(·,D),

(2.59) 0 = lim inf
h→∞

d(zh,D) ≥ d(z,D).

Hence z ∈ D and

(2.60) 0 = lim inf
h→0

IDh
(zh) = ID(z) = 0.

b) Limsup inequality. Let z ∈ D. By (i) we can choose a measurable
function zh such that zh(x) ∈ Dloc,h ∩Bρh(z(x)). Then, zh → z and

(2.61) ID(z) = 0 = lim
h→0

IDh
(zh),

as required. �

A noteworthy consequence of Theorem 2.8 is that, when the material set
D is weakly sequentially closed, the convergence of approximating material-
set sequences (Dh) can be elucidated independently of the constraint set E .
This situation is fundamentally different when the material set D fails to be
weakly closed, as shown next.

3. Relaxation of the two-well problem in elasticity

(a)

Ε

Σ

(b)

Ε

Σ

Figure 4. a) Local material data set for nonlinear elasticity.
b) Sampled local material data set for nonlinear elasticity.

Next, we turn attention to non-convex material sets D failing to be weakly
closed, cf. fig. 4. We first discuss abstractly the Data-Driven approximation
and relaxation concepts, assuming that Z is a reflexive separable Banach
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space and E a weakly-closed subset. The corresponding Data-Driven prob-
lem is again (2.33) or, equivalently, (2.34). Furthermore, since

(3.1) d(z,D) = inf
y∈Z

(

ID(y) + ‖y − z‖
)

,

an alternative definition of Data-Driven problem (2.34) is

(3.2) argmin {F (y, z), (y, z) ∈ Z × Z},
with

(3.3) F (y, z) = ID(y) + IE(z) + ‖y − z‖2 = ID×E(y, z) + ‖y − z‖2.
The choice of the exponent 2 is only for definiteness and does not influence
any statement. In Section 3.2 and 3.3 we shall then turn to specific examples
of multistable materials, restricting attention to linearized kinematics.

3.1. Approximation of the material data set. In addition to its strong
(S) and weak (W ) topologies, with corresponding convergence of sequences
denoted → and⇀, respectively, we endow Z×Z with the following interme-
diate topology (∆). The abstract definitions can be given for any reflexive,
separable Banach space Z.

Definition 3.1 (Data convergence). A sequence (yh, zh) in Z × Z is said
to converge to (y, z) ∈ Z × Z in the Data topology, denoted (y, z) =
∆− limh→∞(yh, zh), if yh ⇀ y, zh ⇀ z and yh − zh → y − z.

We denote by Γ(τ)− limh→∞, τ = W,∆, S, the Γ-limit of sequences of
functions over Z × Z and by K(τ)− limh→∞, τ = W,∆, S, the Kuratowski
limit of sequences of sets in Z × Z. We recall that Kuratowski convergence
of sets is equivalent to Γ convergence of the indicator functions.

We remark that the Data convergence can be easily reformulated in terms
of the weak topology. Indeed, letting OS ,OW ⊂ P(Z) be the families of
open subsets with respect with the strong and the weak topology of Z,
respectively, one considers on Z×Z the coarsest topology for which the sets
(A × A′) ∩ {(z, z′) : z − z′ ∈ C} are open, for all A,A′ ∈ OW , C ∈ OS . In
particular, there exists a metric d such that the Data topology on bounded
subsets of Z ×Z agrees with the topology τd induced by d and thus Lemma
2.4 implies that for coercive functionals Γ convergence in the Data topology
is given by the sequential characterization (2.37)–(2.38).

The following theorem establishes a connection between convergence of
material data sets and convergence of solutions of the associated Data-
Driven problems.

Theorem 3.2. Let D and (Dh) be subsets of a reflexive separable Banach
space Z, E a weakly sequentially closed subset of Z. For (y, z) ∈ Z × Z, let

(3.4) Fh(y, z) = IDh
(y) + IE(z) + ‖y − z‖2 = IDh×E(y, z) + ‖y − z‖2.

Suppose:

i) (Data convergence) D × E = K(∆)− limh→∞(Dh × E).
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ii) (Equi-transversality) There are constants c > 0 and b ≥ 0 such that,
for all y ∈ Dh and z ∈ E,

(3.5) ‖y − z‖ ≥ c(‖y‖+ ‖z‖)− b.

Then:

a) If Fh(yh, zh) → 0, there exists z ∈ D ∩ E such that, up to subse-
quences, (z, z) = ∆− limh→∞(yh, zh).

b) If z ∈ D ∩ E, there exist a sequence (yh, zh) in Z × Z such that
(z, z) = ∆− limh→∞(yh, zh) and Fh(yh, zh) → 0.

Proof. We first observe that, as in the proof of Theorem 2.8, equi-transversality
implies equi-coercivity, so that we can work with the sequential definition of
Γ-convergence in (2.37)-(2.38).

a) Since Fh(yh, zh) → 0, it follows that yh ∈ Dh, zh ∈ E , ‖yh − zh‖ → 0.
By (ii), (yh) and (zh) are bounded. Therefore, there are y ∈ Z and z ∈ Z
such that yh ⇀ y and zh ⇀ z up to subsequences. By the weak closedness
of E , z ∈ E . By weak lower-semicontinuity,

(3.6) 0 ≤ ‖y − z‖ ≤ lim inf
h→∞

‖yh − zh‖ = 0.

Hence y = z and (y, z) = ∆− limh→∞(yh, zh). By (i),

(3.7) 0 ≤ ID(y) = ID(y) + IE(z) ≤ lim inf
h→∞

(

IDh
(yh) + IE(zh)

)

= 0,

hence y ∈ D.
b) Let z ∈ D∩E . Then, by (i) there exists a sequence (yh, zh) ∈ Dh×E with

limit (z, z) = ∆− limh→∞(yh, zh). In particular, we have yh−zh → z−z = 0.
Hence, by continuity of the norm,

(3.8) lim
h→∞

Fh(yh, zh) = lim
h→∞

(

IDh
(yh) + IE(zh) + ‖yh − zh‖2

)

= 0,

as required. �

We also show that Data relaxation is stable with respect to fine and
uniform approximation of the material data sets.

Theorem 3.3. Let E ⊂ Z be weakly sequentially closed, D, D̄ ⊂ Z. Suppose:

i) (Data convergence) D̄ × E = K(∆)− limh→∞(D × E).
ii) (Fine approximation) There is a sequence ρh ↓ 0 such that

(3.9) d(ξ,Dh) < ρh, ∀ξ ∈ D.
iii) (Uniform approximation) There is a sequence th ↓ 0 such that

(3.10) d(ξ,D) < th, ∀ξ ∈ Dh.

iv) (Transversality) There are constants c > 0 and b ≥ 0 such that, for
all y ∈ D and z ∈ E,

(3.11) ‖y − z‖ ≥ c(‖y‖+ ‖z‖)− b.

Then, D̄ × E = K(∆)− limh→∞(Dh × E).
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Figure 5. Schematic of convergent sequence of material
data sets. The parameter th controls the spread of the ma-
terial data sets away from the limiting data set and the pa-
rameter ρh controls the density of material data point.

Remark 3.4. If the data sets are local, in the sense that

(3.12) Dh = {z ∈ Z : z(x) ∈ Dloc,h a. e. in Ω},
for some sequence of local material data sets Dloc,h ⊂ R

n×n
sym × R

n×n
sym , and

analogously for D and Dloc ⊂ R
n×n
sym × R

n×n
sym , then the approximation prop-

erties (ii) and (iii) can be written as

(3.13) d(ξ,Dloc,h) ≤ ρh, ∀ξ ∈ Dloc

and

(3.14) d(ξ,Dloc) ≤ th, ∀ξ ∈ Dloc,h,

respectively.

We observe that the transversality condition iv) is only used here to ensure
the sequential characterization of the K(∆) limit.

Proof. a) Coercivity. We first show that the equi-transversality (condition
(ii) in Theorem 3.2) holds and the assertions of Theorem 3.2 follow. To see
this, let y ∈ Dh. By the uniform approximation property (iii) there is ŷ ∈ D
with ‖y − ŷ‖ < th and therefore for all z ∈ E

‖y − z‖ ≥‖ŷ − z‖ − ‖y − ŷ‖ ≥ c(‖ŷ‖+ ‖z‖)− b− th

≥c(‖y‖+ ‖z‖)− b− (1 + c)th.
(3.15)
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The sequence th is obviously bounded, and therefore equi-transversality
holds with b′ = b + (1 + c)maxh th. In particular, we can work with the
definition of Γ convergence by sequences.

b) Liminf inequality. Suppose that (y, z) = ∆− limh→∞(yh, zh) in Z×Z.
We need to prove

(3.16) ID̄×E(y, z) ≤ lim inf
h→∞

IDh×E(yh, zh).

If lim infh→∞ IDh×E(yh, zh) = ∞, then (3.16) holds. Otherwise, possibly
passing to a subsequence, we can assume yh ∈ Dh and zh ∈ E for all h. By
(iii) there are ŷh ∈ D such that ‖ŷh − yh‖ ≤ th. In particular, ŷh ⇀ y and
ŷh − zh → y − z strongly, so that (y, z) = ∆− limh→∞(ŷh, zh). By (i)

(3.17) ID̄×E(y, z) ≤ lim inf
h→∞

ID×E(ŷh, zh) = 0.

This concludes the proof of the lower bound.
c) Limsup inequality. Let (y, z) ∈ Z×Z. We need to construct a sequence

(yh, zh) ∈ Dh × E such that (y, z) = ∆− limk→∞(yh, zh) in Z × Z and

(3.18) lim sup
h→∞

IDh×E(yh, zh) ≤ ID̄×E(y, z).

If ID̄×E(y, z) = ∞ a constant sequence will do, therefore we can assume
y ∈ D̄, z ∈ E . By (i), there is a sequence (ŷh, zh) ∈ D×E such that (y, z) =
∆− limh→∞(ŷh, zh) in Z×Z. By (ii), for every ŷh there is yh ∈ Dh such that
‖ŷh − yh‖ ≤ ρh. This implies (y, z) = ∆− limk→∞(yh, zh). Furthermore,

(3.19) lim
h→∞

IDh×E(yh, zh) = ID̄×E(y, z),

as required. �

(a) (b)

Figure 6. a) Two-phase material data set. b) Relaxed ma-
terial data set.
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3.2. One-dimensional problems. We consider a one-dimensional elastic-
ity problem defined over the domain (0, 1) with Dirichlet boundary condi-
tions at both ends. We assume the body to be free of body forces. Other
boundary conditions may be treated likewise. The addition of body forces
represents a continuous perturbation of the problem and does not affect its
relaxation.

In this case, the phase space is Z = L2(0, 1) × L2(0, 1) and, assuming
ΓD = {0, 1}, the constraint set E defined in (2.9) reduces to

(3.20) E = {ǫ ∈ L2(0, 1),

∫ 1

0
ǫ dx = ǭ} × {σ = σ̄ ∈ R}.

Here ǭ ∈ R is the macroscopic deformation, as given by the boundary con-
ditions. For definiteness, we specifically consider the data set

(3.21) D = {y ∈ Z : y(x) ∈ Dloc a. e. in (0, 1)},
with

(3.22) Dloc = {(ǫ,Cǫ+ σ0), ǫ ≤ 0} ∪ {(ǫ,Cǫ− σ0), ǫ ≥ 0},
for some constants C > 0, σ0 ≥ 0, cf. Fig. 6a. We wish to elucidate the
properties of the corresponding Data-Driven solutions. To this end, we
introduce the relaxed material data set

(3.23) D̄ = {y ∈ Z : y(x) ∈ D̄loc a. e. in (0, 1)},
with

D̄loc ={(ǫ,Cǫ+ σ0), ǫ ≤ −2σ0/C}(3.24)

∪ {{ǫ} × [−σ0,Cǫ+ σ0],−2σ0/C ≤ ǫ ≤ 0}
∪ {{ǫ} × [Cǫ− σ0, σ0], 0 ≤ ǫ ≤ 2σ0/C}
∪ {(ǫ,Cǫ− σ0), ǫ ≥ 2σ0/C},

cf. Fig. 6b.
We proceed to show that D̄ is indeed the relaxation of D.

Theorem 3.5. Let Z = L2(0, 1) × L2(0, 1), E ⊂ Z as in (3.20), D as
in (3.21) and (3.22) and D̄ as in (3.23) and (3.24). Then, D̄ × E =
K(∆)− limh→∞D × E.
Proof. i) We first verify the equi-transversality condition. Let y = (α, β) ∈
D, z = (ǫ, σ) ∈ E , and
(3.25) ‖y − z‖ ≥ c‖α− ǫ‖L2 + c‖β − σ‖L2 .

Since σ is constant, ‖y − z‖ controls the oscillation of β. From y ∈ D we
deduce |α−Cβ| ≤ σ0 pointwise, hence also the oscillation of α is controlled.
The term ‖α−ǫ‖L2 controls the distance of the average of α from ǭ. Therefore

(3.26) ‖y − z‖ ≥ c(‖y‖+ ‖z‖)− b

with b depending on C, σ0, ǭ.
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ii) Let (yh, zh) be a sequence in Z×Z with limit (y, z) = ∆− limh→∞(yh, zh).
We need to show that

(3.27) lim inf
h→∞

(

ID(yh) + IE(zh)
)

≥ ID̄(y) + IE(z).

By ∆-convergence, we have: yh ⇀ y; zh ⇀ z; and yh − zh → y − z. It
is enough to consider the case yh ∈ D, zh ∈ E , hence z ∈ E by the weak
closedness of E in Z. Therefore, it remains only to verify that y ∈ D̄.

Let yh = (αh, βh), y = (α, β), zh = (ǫh, σh) and z = (ǫ, σ). The conver-
gences above then give αh ⇀ α in L2(0, 1); βh ⇀ β in L2(0, 1); ǫh ⇀ ǫ in
L2(0, 1); σh ⇀ σ in L2(0, 1); αh−ǫh → α−ǫ in L2(0, 1); and βh−σh → β−σ
in L2(0, 1). Since zh ∈ E we have σh = σ̄h ∈ R. Thus σ = σ̄ ∈ R and βh → β
in L2(0, 1).

Since (αh, βh) ∈ Dloc we have βh = Cαh + σ0χh, for some χh : (0, 1) →
{±1} that obeys χh = −1 on the set {βh > σ0}, χh = 1 on the set {βh <
−σ0}. It is immediate that β = Cα + σ0χ, where χ ∈ L∞((0, 1); [−1, 1]) is
the weak limit of χh. Further, from (χh+1)(βh−σ0) ≤ 0 pointwise and the
strong convergence of βh we deduce (χ+1)(β− σ0) ≤ 0 almost everywhere,
hence χ = −1 almost everywhere on the set {β > σ0}. Analogously one
shows that χ = 1 a. e.on {β < −σ0}. Hence, (α(x), β(x)) ∈ D̄loc for a. e. x ∈
(0, 1) and y = (α, β) ∈ D̄.

iii) Let (y, z) ∈ Z × Z. We need to show that there exists a sequence
(yh, zh) in Z × Z with (y, z) = ∆− limh→∞(yh, zh) such that

(3.28) lim
h→∞

(

ID(yh) + IE(zh)
)

≤ ID̄(y) + IE(z).

We can suppose that (y, z) ∈ D̄ × E . Let η > 0. Then for almost every
x ∈ (0, 1) there is δx > 0 such that

(3.29) y(x) ∈ D̄loc and
1

2δx

∫ x+δx

x−δx

|y − y(x)|2dx′ < η.

We cover almost all of (0, 1) by countably many such segments, Ii = (xi −
δi, xi+δi), and construct a function yη ∈ D̄ that is constant on each of these
segments and obeys ‖yη − y‖L2 < η.

We consider one of the segments and set (αi, βi) = y(xi) ∈ D̄loc. By the
definition of D̄loc there is λi ∈ [0, 1] such that

(3.30) αi = λiC
−1(βi − σ0) + (1− λi)C

−1(βi + σ0).

(if βi > σ0 then necessarily λi = 0, if βi < −σ0 then necessarily λi = 1). Let

αi,η
h ∈ L∞(Ii, {C−1(βi + σ0),C

−1(βi − σ0)}) be a sequence that converges

weakly to αi and such that each αi,η
h has average αi (over the domain Ii).

We set αη
h = αi,η

h on Ii. One can then verify that αη
h is bounded in L2

uniformly in h and η and converges weakly as h→ ∞ to αη. Finally, we let
(ǫ, σ) = z, define

(3.31) ǫηh = ǫ+ αη
h − αη
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and set zηh = (ǫηh, σ). Then zηh ∈ E and, denoting by α the first component
of y,

(3.32) ‖(αη
h − ǫηh)− (α− ǫ)‖L2 = ‖αη − α‖L2 ≤ η.

Taking a diagonal subsequence we obtain (yh, zh) ∈ Z×Z such that yh ∈ D,
zh ∈ E and (y, z) = ∆− limh→∞(yh, zh), whereupon (3.28) reduces to

(3.33) lim
h→∞

‖yh − zh‖ = ‖y − z‖,

which is indeed satisfied by the ∆-convergence of (yh, zh) to (y, z). �

We note that the relaxed Data-Driven problem differs markedly from the
classical relaxation of the two-well problem. Indeed, the classical variational

formulation deals with minimizing
∫ 1
0 W (u′)dx over all u ∈ H1((0, 1)) with

u(1)− u(0) = ǭ, where the energy density takes the form

(3.34) W (ǫ) = min{1
2
C(ǫ+ C

−1σ0)
2,
1

2
C(ǫ− C

−1σ0)
2}.

The relaxation of this scalar problem is obtained replacing W by its convex
envelope,

(3.35) W ∗∗(ǫ) =











1
2C(ǫ+ C

−1σ0)
2 if ǫ < −σ0/C

0 if − σ0/C ≤ ǫ ≤ σ0/C
1
2C(ǫ− C

−1σ0)
2 if ǫ > σ0/C .

This convex envelope corresponds to the data set

D̄′
loc ={(ǫ,Cǫ+ σ0), ǫ ≤ −σ0/C}

∪ {(ǫ, 0),−σ0/C ≤ ǫ ≤ σ0/C},
∪ {(ǫ,Cǫ− σ0), ǫ ≥ σ0/C}.

(3.36)

which is markedly different from the Data relaxation D̄loc.
Interestingly, the Data relaxed material data set (3.24) has the ’flag’ form

that observed experimentally in materials undergoing displacive phase tran-
sitions when tested under cyclic loading, including unloading/reloading from
partially transformed states, Fig. 1.

We may also characterize directly the distance-minimizing solutions. In-
deed, the Data-Driven problem reduces to minimizing

(3.37)
{

d2(z,D), z = (ǫ, σ̄), ǫ ∈ L2(0, 1), σ̄ ∈ R,

∫ 1

0
ǫ(x) dx = ǭ

}

.

We write D = D+ ∪D−, where D± = {(ǫ,Cǫ∓ σ0) : ±ǫ ≥ 0}. We subdivide
(0, 1) into ω+ = {x : d(z(x),D+) < d(z(x),D−)} and ω− = (0, 1) \ ω+. By
convexity and Jensen’s inequality, ǫ may be taken to be a constant in each



24 S. CONTI, S. MÜLLER AND M. ORTIZ

(a) (b)

Figure 7. a) Sampled two-phase material data set. b) Re-
laxed material data set.

of them, and the problem reduces to minimizing

{

λAd
2((ǫA, σ̄),D+) + λBd

2((ǫB, σ̄),D−) : λA + λB = 1, λA,B ≥ 0,

σ̄ ∈ R, λAǫA + λBǫB = ǭ
}

.

(3.38)

It follows that the minimum is zero if and only if (ǭ, σ̄) ∈ D̄loc, in agreement
with Theorem 3.2.

We note that, by Theorem 3.3, cf. also Remark 3.4, the same Data re-
laxation is obtained under uniform sampling of Dloc, as in Fig. 4. Also, a
similar analysis shows that D̄loc = Dloc when Dloc is a monotonic graph.
Therefore, monotonic graphs are stable with respect to Data relaxation, as
expected.

3.3. The multidimensional two-well problem. We illustrate the set-
valued character of Data relaxation in multiple dimensions with the aid of
the two-well problem with equal elastic moduli. This two-well problem of
linearized elasticity has been studied by many authors, including in particu-
lar Khachaturyan [Kha67, KS69, Kha83], Roitburg [Roi69, Roi78] and Kohn
[Koh91], who obtained the classical relaxation of the problem. Again, we
restrict attention to linearized kinematics and identify the phase space Z
with L2(Ω;Rn×n

sym )×L2(Ω;Rn×n
sym ) metrized by norm (2.7). We recall that the

constraint set E , eq. (2.9), consists of the elements of Z that are compatible
and in equilibrium.
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Let a, b ∈ R
n×n
sym . Given an elasticity tensor

(3.39) C ∈ L(Rn×n
sym ), C

T = C, C > 0,

we consider a local material data set of the form

Dloc ={(ǫ,C(ǫ− a)) : ǫ ∈ R
n×n
sym with W (ǫ− a) ≤W (ǫ− b)}(3.40)

∪ {(ǫ,C(ǫ− b)) : ǫ ∈ R
n×n
sym with W (ǫ− b) ≤W (ǫ− a)},

where we write

(3.41) W (ǫ) =
1

2
Cǫ · ǫ.

Equivalently,

Dloc ={(ǫ,C(ǫ− a)) : ǫ ∈ R
n×n
sym with Cǫ · (b− a) ≤W (b)−W (a)}

∪ {(ǫ,C(ǫ− b)) : ǫ ∈ R
n×n
sym with Cǫ · (b− a) ≥W (b)−W (a)}.

(3.42)

This local material data set represents a material that can be in one of
two phases characterized by transformation strains a and b. The classical
variational formulation of the problem deals then with the minimization of
∫

Ωmin{W (e(u)− a),W (e(u)− b)}dx.
After a translation, we may and will assume without loss of generality

that a = −b. Then
(3.43) Dloc = D+

loc ∪ D−
loc

where

D+
loc := {(C−1σ + b, σ) : σ ∈ R

n×n
sym , σ · b ≥ −Cb · b},(3.44)

D−
loc := {(C−1σ − b, σ) : σ ∈ R

n×n
sym , σ · b ≤ Cb · b} = −D+

loc.(3.45)

For c, ν ∈ R
n, we define the symmetrized tensor product c⊙ν by (c⊙ν)ij =

(ciνj + cjνi)/2.
Our main result is the following.

Theorem 3.6. Consider the global material data sets

(3.46) D = {y ∈ Z : y(x) ∈ Dloc a. e. in Ω},
where Dloc is given by (3.43)–(3.45), and

(3.47) D̄ = {y ∈ Z : y(x) ∈ D̄loc a. e. in Ω},
with D̄loc given by

D̄loc =Dloc ∪ {(C−1σ + µb, σ) for µ ∈ (−1, 1), σ ∈ R
n×n
sym ,

|σ · b+ α− µ| ≤ Cb · b− α−}.
(3.48)

The parameter α− is defined by

(3.49) α− := min
{

C
(

c⊙ ν − b
)

·
(

c⊙ ν − b
)

: c ∈ R
n, ν ∈ Sn−1

}
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and Ω, Z, E are as specified above. Then, D̄ × E is the Data relaxation of
D × E, in the sense that D̄ × E = K(∆)− limh→∞D × E.
Proof. The assertion follows from Theorem 3.15 and Theorem 3.16 below.

�

It is no coincidence that the relaxed set Dloc can be described in terms
of the two parameters σ · b and µ = (C−1σ − ǫ) · b/|b|2. Indeed on the one
hand Dloc (and hence Dloc) is contained in the linear subspace

(3.50) L := spanDloc = {(C−1σ + µb, σ) : σ ∈ R
n×n
sym , µ ∈ R}.

On the other hand Dloc (and hence Dloc) is invariant under translations by
elements of the linear subspace

(3.51) L′ := {(C−1σ, σ) : σ · b = 0} ⊂ L.

The quotient L/L′ is two-dimensional and described by the parameters σ · b
and µ. A sketch of the set Dloc in the (σ · b, µ) plane is given in Fig. 9.

Also note that

(3.52) α− < Cb · b
and thus Dloc always has non-empty interior in L. Indeed clearly α− ≤ Cb·b.
If equality holds then the function f(s) = C(b− sc⊙ ν) · (b− sc⊙ ν) has a
minimum at s = 0 and thus Cb · (c ⊙ ν) = 0 for all c ∈ R

n and ν ∈ Sn−1.
Therefore Cb = 0 and hence b = 0, a contradiction.

Remark 3.7 (Energy wells of unequal height). Energetically, the set Dloc

above corresponds to two-wells of equal height, i. e., to the energy W̃ (ǫ) =
min{W (ǫ−a),W (ǫ−b)}. One can also consider two-wells of unequal height,

i. e., Ŵ (ǫ) = min{W (ǫ−a),W (ǫ−b)+w} for some w ∈ R. This corresponds
to the set

D̂loc ={(ǫ,C(ǫ− a) : ǫ ∈ R
n×n
sym with W (ǫ− a) ≤W (ǫ− b) + w}(3.53)

∪ {(ǫ,C(ǫ− b) : ǫ ∈ R
n×n
sym with W (ǫ− b) + w ≤W (ǫ− a)}.

This situation can be reduced to the case of wells of equal height by a
translation in (ǫ, σ) space. Indeed, if we set

(3.54) λ =
w

(b− a) · C(b− a)

then

(3.55) W (ǫ+λ(b−a)−a) < W (ǫ+λ(b−a)−b)+w ⇐⇒ W (ǫ−a) < W (ǫ−b)
and thus

(3.56) D̂loc = Dloc + (λ(b− a), λC(b− a)).

Therefore, there is no loss of generality in considering wells of equal height.
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Example 3.8 (Compatible wells). We have α− = 0 if an only if the wells are
compatible, i. e., if there exist c ∈ R

n and ν ∈ Sn−1 such that b = c⊙ ν. In
this case Dloc has the same flag shaped form as in the one dimensional case,
cf. Fig. 6b. More precisely, for σ̄ ∈ R

n×n
sym with |σ̄ · b| ≤ Cb · b the intersection

Dloc∩(Rn×n
sym ×{σ̄}) consists of the segment [C−1σ̄−b,C−1σ̄+b]×{σ̄} while for

ǭ ∈ R
n×n
sym with µ̄ := Cǫ ·b/Cb ·b ∈ (−2, 2) the set Dloc∩ ({ǭ}×R

n×n
sym ) consists

of the segment {ǭ} × [Cǭ+ µ−Cb,Cǭ+ µ+Cb] where [µ−, µ+] = [µ̄− 1, 1] if
µ̄ ∈ [0, 2) and [µ−, µ+] = [−1, µ̄ + 1] if µ̄ ∈ (−2, 0]. Here we denoted the
segment between x and y by [x, y] := {λx+ (1− λ)y : λ ∈ [0, 1]}.
Example 3.9 (Incompatible wells). Consider the case n = 2, C = Id. In

a suitable orthonormal basis we can assume that b =

(

b1 0
0 b2

)

. If b1b2 =

det b ≤ 0 then b is compatible and α− = 0. If b1b2 > 0 then Cb·b = b21+b
2
2 and

α− = min(b21, b
2
2) (this follows from (3.67) below: for n = 2 we have σ̄ = 0

or c parallel to ν). Assume for definiteness that 0 < b1 ≤ b2. If ǫ = σ + µb
then (ǫ−σ) · b = µ|b|2. Thus the condition |σ · b+α−µ| ≤ |b|2−α− becomes
after multiplication by |b|2 and rearrangement

|b22 σ · b+ b21 ǫ · b| ≤ |b|2 b22
while the condition |µ| ≤ 1 translates into

|σ · b− ǫ · b| ≤ |b|2.
For b1 = b2 the set Dloc \ Dloc becomes a rotated square in the (tr ǫ, trσ)
plane, while in the vanishing incompatibility limit b1 ↓ 0 the set Dloc ap-
proaches the flag shaped form, cf. Fig. 8.

We begin by considering microstructures in the form of simple laminates
consisting of two phases, labeled + and −. We say that (ǫ−, σ−) and (ǫ+, σ+)
are compatible across a normal ν ∈ Sn−1

ǫ+ − ǫ− = c⊙ ν, (σ+ − σ−)ν = 0.

These conditions enforce compatibility and equilibrium of a piecewise con-
stant map across an interface with normal ν. To express these conditions
concisely, we introduce the cone

(3.57) Λ := {(ǫ, σ) ∈ R
n×n
sym × R

n×n
sym : ǫ = c⊙ ν, σν = 0, c ∈ R

n, ν ∈ Sn−1}.
We look for pairs z−, z+ ∈ Dloc with z+ − z− ∈ Λ. Recall that

L := spanDloc = {(C−1σ + µb, σ) : σ ∈ R
n×n
sym , µ ∈ R}

It will be convenient to characterize L∩Λ first. Geometrically, the heart of
the matter is that the canonical projection π : L → L/L′ maps Λ ∩ L to a
convex cone

(3.58) π(Λ ∩ L) =
⋃

α∈[α−,α+]

{(σ · b, µ) : σ · b+ αµ = 0},
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ǫ · b

σ · b

b21 + b22

b21 + b22

Figure 8. The set Dloc for the incompatible case n = 2,
−a = b = diag(b1, b2) with 0 < b1 ≤ b2 and C = Id. The set
Dloc corresponds to the two solid half lines. The set Dloc is
obtained by adding the closed region bounded by the solid
and dashed lines. The dashed lines have slope −b21/b22. In the
limit b1 ↓ 0 one obtains again the flag-shaped region which
arises in the compatible case b1 = 0. If b1 = b2 the region
bounded by the solid and shaded lines becomes a square,
rotated by 45 degrees with respect to the axis.

see (3.65) and (3.66) below.

Lemma 3.10. For each ν ∈ Sn−1, there exists one and only one ĉ(ν) ∈ R
n

such that

(3.59) C
(

ĉ(ν)⊙ ν − b
)

ν = 0.

Moreover, for all ν ∈ Sn−1,

(3.60) C
(

ĉ(ν)⊙ ν − b
)

·
(

ĉ(ν)⊙ ν − b
)

= min
c∈Rn

C
(

c⊙ ν − b
)

·
(

c⊙ ν − b
)

and

(3.61) C
(

ĉ(ν)⊙ ν − b
)

· b = −C
(

ĉ(ν)⊙ ν − b
)

·
(

ĉ(ν)⊙ ν − b
)

.

In particular,

(3.62) Λ ∩ L = R

{(

ĉ(ν)⊙ ν, C
(

ĉ(ν)⊙ ν − b
)

)

: ν ∈ Sn−1
}
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The quantity α−, defined in (3.49), satisfies

α− = min
ν∈Sn−1

C
(

ĉ(ν)⊙ ν − b
)

·
(

ĉ(ν)⊙ ν − b
)

,(3.63)

Define

α+ = max
ν∈Sn−1

C
(

ĉ(ν)⊙ ν − b
)

·
(

ĉ(ν)⊙ ν − b
)

.(3.64)

Then,

(3.65) (ǫ, σ) ∈ Λ ∩ L =⇒ −(σ · b+ α−µ)(σ · b+ α+µ) ≥ 0,

where µ is uniquely defined by the relation ǫ = C
−1σ + µb. Conversely, for

each α ∈ [α−, α+] and each µ ∈ R there exists σ ∈ R
n×n
sym

(3.66) (C−1σ + µb, σ) ∈ Λ ∩ L and σ · b+ αµ = 0.

Moreover, if C(b− c̄⊙ ν̄) · (b− c̄⊙ ν̄) = α− for c̄ ∈ R
n and ν̄ ∈ Sn−1 then

(3.67) σ̄ν̄ = σ̄c̄ = 0 where σ̄ = C(b− c̄⊙ ν̄).

Proof. For fixed ν ∈ Sn−1, consider the map g : Rn → R given by

g(c) = C
(

c⊙ ν − b
)

·
(

c⊙ ν − b
)

.

Then, g is strictly convex because C > 0. Hence, g has a unique minimizer
ĉ(ν) and variations of the form c(s) = ĉ(ν) + sċ show that ĉ(ν) is uniquely
characterized by the condition

∀ċ ∈ R
n

C
(

ĉ(ν)⊙ ν − b
)

·
(

ċ⊙ ν
)

.

Since C
(

ĉ(ν)⊙ ν − b
)

is symmetric, this is equivalent to

C
(

ĉ(ν)⊙ ν − b
)

ν = 0.

This proves the existence and uniqueness of a solution of (3.59) as well as
the relation (3.60). The identity (3.61) follows since (3.59) implies that

C
(

ĉ(ν)⊙ ν − b
)

· ĉ(ν)⊙ ν = 0.

We next to prove (3.62). The inclusion ⊃ is easy. Indeed, it follows

directly from (3.59) that µ
(

ĉ(ν)⊙ ν, C
(

ĉ(ν)⊙ ν− b
)

)

∈ Λ for any µ ∈ R. If

we set σ = C
(

ĉ(ν)⊙ ν − b
)

, then also

µ
(

ĉ(ν)⊙ ν, σ
)

= µ(C−1σ + b, σ) ∈ L.

We now show the inclusion ⊂. Clearly, 0 belongs to the right hand side
of (3.62). Thus, let (ǫ, σ) ∈ Λ ∩ L \ {0}. Then, ǫ = c ⊙ ν and σν = 0 for
some ν ∈ Sn−1 and some c ∈ R

n and, in addition, σ = C(c ⊙ ν − µb). If
µ = 0, then the condition σν = 0 implies that

0 = σ · (c⊙ ν) = C(c⊙ ν) · (c⊙ ν)

and, thus, ǫ = c⊙ ν = 0 and σ = 0, a contradiction. Thus, we may assume
that µ 6= 0. Then division by µ gives

C
(

µ−1c⊙ ν − b
)

ν = 0.
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Since (3.59) has a unique solution, we get c = µĉ(ν) and, thus,

(ǫ, σ) = µ
(

ĉ(µ)⊙ ν, C
(

ĉ(ν)⊙ ν − b
)

)

.

This finishes the proof of (3.62).
The identity (3.63) follows directly from (3.60) and (3.49).
To prove (3.65), let (ǫ, σ) ∈ Λ ∩ L. Then, σ = C(ǫ − µb). If µ = 0, then

the identities ǫ = c ⊙ ν and σν = 0 yield C(c ⊙ ν) · c ⊙ ν = 0 and hence
ǫ = σ = 0, so that the desired relation holds. If µ 6= 0, we may assume µ = 1
since the assertion is invariant under the scaling (σ, µ) → (σ/µ′, µ/µ′). By
(3.62), there exists ν ∈ Sn−1 such that σ = C(ĉ(ν) ⊙ ν − b). Now (3.61),
(3.60) and the definition of α± give σ · b ∈ [−α+,−α−], which implies the
desired assertion.

To prove (3.66) let

α̂(ν) := min
c∈Rn

C
(

c⊙ ν − b
)

·
(

c⊙ ν − b
)

= C
(

ĉ(ν)⊙ ν − b
)

·
(

ĉ(ν)⊙ ν − b
)

.

From the first identity one easily deduces that α̂ is continuous. Thus, by
the intermediate value theorem for each α ∈ [α−, α+] there exists ν ∈ Sn−1

such that α̂(ν) = α. Let σ = µC
(

ĉ(ν)⊙ ν − b
)

and ǫ = µĉ(ν)⊙ ν. Then, by
(3.62) we have (ǫ, σ) ∈ Λ ∩ L and using (3.61) we get

−σ · b = µ α̂(ν) = µα.

Finally, we prove (3.67). The condition σ̄ν̄ = 0 follows by minimizing in c
for fixed ν̄ and (3.59) in combination with (3.60). To get the other condition,
let ν̇ ∈ Sn−1 with ν̇ · ν̄ = 0 and consider variations ν(θ) = cos θ ν + sin θ ν̇.
This gives σ̄ · (c̄ ⊙ ν̇) = 0 and thus σ̄c̄ = βν̄. The assertion follows since
ν̄ · (σ̄c̄) = c̄ · σ̄ν̄ = 0. This finishes the proof of the lemma. �

Lemma 3.11. Let z = (ǫ, σ) ∈ Dloc\Dloc. Then, there exist z− = (ǫ−, σ−) ∈
D−

loc, z+ = (ǫ+, σ+) ∈ D+
loc and λ ∈ (0, 1) such that

(3.68) z+ − z− ∈ Λ and z = λz− + (1− λ)z+.

Moreover,

(3.69) |z±| ≤ C(|z|+ 1).

Proof. It follows from the definition of Dloc that

(3.70) ǫ = C
−1σ + µb with µ ∈ (−1, 1)

and

(3.71) |σ · b+ µα−| ≤ Cb · b− α−.

By Lemma 3.10, there exists ν ∈ Sn−1 and c = ĉ(ν) such that

(3.72) ẑ = (ǫ̂, σ̂) :=
(

c⊙ ν, C(c⊙ ν − b)
)

∈ Λ and σ̂ · b = −α−.

Set

z+ = z + (1− µ)ẑ, z− = z + (−1− µ)ẑ, λ =
1 + µ

2
.
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Then, λ ∈ (0, 1), z = λz− + (1− λ)z+ and z+ − z− = 2ẑ ∈ Λ.
It only remains to show that z+ ∈ D+

loc and z− ∈ D−
loc. We have ǫ̂−C

−1σ̂ =
b and together with (3.70) this gives ǫ+ − C

−1σ+ = b. Using first the last
identity in (3.72) and then (3.71), we get

σ+ · b = σ · b− (1− µ)α− = σ · b+ µα− − α− ≥ −Cb · b
and hence z+ ∈ D+

loc. Similarly, one shows that z− ∈ D−
loc. To show (3.69)

it suffices to note that |z± − z| ≤ 2|ẑ| ≤ C where C depends only on b and
C. �

We proceed to show that D̄ is indeed the relaxation of D. We first show
that every element in D × E can be approximated in the sense of data
convergence by elements of D×E . Lemma 3.11 is the key ingredient for the
case of constant limit maps. For the general case, we will then use a suitable
covering and gluing argument.

Such gluing constructions for vector fields that obey differential con-
straints are much easier if one works with the corresponding potentials.
For the strain one uses the displacement field as potential. Analogously, for
the stress one uses a stress potential ϕ, which is related to the field σ by
σ = div divϕ.

Let Rn4

∗ be the set of ξ ∈ R
n×n×n×n such that

(3.73) ξijhk = ξjikh = −ξihjk for all i, j, k, h ∈ {1, 2, . . . , n}.

For ϕ ∈ L1
loc(R

n;Rn4

∗ ), we define the distribution

(3.74) (div divϕ)ij = ∂h∂kϕijhk,

where a sum over the repeated indices h and k is implied. We observe that
by (3.73) it follows that div (div divϕ) = 0 and div divϕ = (div divϕ)T . For

M ∈ R
n×n
sym we define ϕM : Rn → R

n4

∗ by

ϕM (x)ijhk =
1

n(n− 1)

(

Mijxhxk +Mhkxixj −Mihxjxk −Mkjxhxi
)

.

(3.75)

A straightforward computation shows that div divϕM =M , with |ϕM |(x) ≤
2|x|2|M |, |DϕM |(x) ≤ 4|x| |M |, |D2ϕM |(x) ≤ 4|M | for all x ∈ R

n, n ≥ 2.
We start by constructing a microstructure in R

n (Lemma 3.12), and then
truncating to a ball (Lemma 3.13).

Lemma 3.12. Let ǫA, ǫB, σA, σB ∈ R
n×n
sym , ν ∈ Sn−1, c ∈ R

n be such that

(3.76) ǫA − ǫB = c⊙ ν and (σA − σB)ν = 0.

Let λ ∈ (0, 1). Then for any h ∈ N there are functions uh ∈ W 1,∞
loc (Rn;Rn)

and ϕh ∈W 2,∞
loc (Rn;Rn4

∗ ) such that
(3.77)

e(uh) = ǫA and div divϕh = σA a. e. in the set {x : hx · ν ∈ Z+ (0, λ)}



32 S. CONTI, S. MÜLLER AND M. ORTIZ

and
(3.78)

e(uh) = ǫB and div divϕh = σB a. e. in the set {x : hx · ν ∈ Z+ (λ, 1)},
with ‖Duh‖L∞ ≤ |ǫA| + |ǫB|, ‖D2ϕh‖L∞ ≤ 2(|σA| + |σB|), ‖uh − ū‖L∞ ≤
|ǫA − ǫB|/h and ‖ϕh − ϕ̄‖L∞ ≤ |σA − σB|/h2, where
(3.79) ū(x) = (λǫA + (1− λ)ǫB)x, and ϕ̄ = ϕλσA+(1−λ)σB ,

as in (3.75). The constant C depends only on ǫA, ǫB, σA, σB, ν.

Proof. We define ǭ = λǫA + (1− λ)ǫB and σ̄ = λσA + (1− λ)σB.
The construction of uh is standard, see for example [Dac89, Mül99]. In-

deed, it suffices to let f : R → R be the Lipschitz, 1-periodic function such
that f(0) = 0, and f ′(x) = 1− λ on (0, λ), f ′(x) = −λ on (λ, 1), and set

(3.80) uh(x) = ǭx+ c
1

h
f(hx · ν).

Then ‖f‖L∞ ≤ 1, ‖f ′‖L∞ ≤ 1 and e(uh)(x) = ǭ + (ǫA − ǫB)f
′(hx · ν) give

the result.
In order to construct ϕh, we start by showing that there exists a matrix

ξ ∈ R
n4

∗ , such that

(3.81) ξijhkνhνk = (σA − σB)ij .

or, equivalently, ξ(ν ⊗ ν) = σA − σB. Indeed, it suffices to take

(3.82) ξijhk = σ̂ijνhνk + σ̂hkνiνj − σ̂ihνjνk − σ̂jkνiνh,

where σ̂ = σA−σB. From σ̂T = σ̂ (3.73) follows, from σ̂ν = 0 (3.81) follows.
It is also clear that |ξ| ≤ 4|σA − σB|.

We set

(3.83) ϕh
ijhk(x) = ϕ̄ijhk(x) + ξijhk

1

h2
F (hx · ν),

where F is a primitive of f with average 0 over one period, and compute
‖D2ϕh‖L∞ ≤ |σ̄|+ |ξ|, ‖ϕh − ϕ̄‖L∞ ≤ |ξ|/h2,
(3.84) div divϕh = σ̄ + (σA − σB)f

′(hx · ν).
Inserting the definition of σ̄ and the two values of f ′ gives the result. �

Given a bounded Lipschitz set ω ⊂ R
n, we write

E0(ω) ={(ǫ, σ) ∈ L2(ω;Rn×n
sym × R

n×n
sym ) :

div σ = 0 and ∃u ∈ H1(ω;Rn) : ǫ = e(u)}.
(3.85)

Lemma 3.13. Let r > 0, (ǭ, σ̄) ∈ Dloc. Then, there are sequences (αh, βh) ∈
L∞(Br;Dloc) and (ǫh, σh) ∈ E0(Br) such that

(3.86) ǫh − αh → 0 and σh − βh → 0 strongly in L2(Br),

(3.87) ǫh ⇀ ǭ and σh ⇀ σ̄ weakly in L2(Br),
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with the bounds ‖ǫh‖L∞ ≤ C(|ǭ| + 1), ‖σh‖L∞ ≤ C(|σ̄| + 1). The constant
depends only on C, a, b (i. e., on the set Dloc). Furthermore, there is a
sequence ηh → 0, ηh > 0, such that

(3.88) σh = σ̄ and ǫh = ǭ on Br \B(1−ηh)r.

Proof. If (ǭ, σ̄) ∈ Dloc then the constant sequences αh = ǫh = ǭ, βh = σh = σ̄
suffices.

Let z− = (ǫA, σA), z+ = (ǫB, σB) ∈ Dloc, λ ∈ (0, 1), c ∈ R
n, ν ∈ Sn−1 be

as given by Lemma 3.11. Let uh, ϕh be the corresponding sequences from
Lemma 3.12. For any η ∈ (0, 1/2), we choose θη ∈ C1

c (B(1−η)r; [0, 1]) such
that θη = 1 on B(1−2η)r and ‖Dθη‖L∞ ≤ 3/(ηr). We define

(3.89) vh = uhθ1/h + ū(1− θ1/h)

and

(3.90) ψh = ϕhθ1/h + ϕ̄(1− θ1/h),

where ū, ϕ̄ are the affine potentials defined in Lemma 3.12. We then set

(3.91) ǫh = e(vh), σh = div divψh

and

(3.92) αh = e(uh), βh = div divϕh.

It is easy to see that (ǫh, σh) ∈ E0(Br) and that they obey (3.88) with ηh =
1/h. By Lemma 3.12, we also have (αh, βh) ∈ {(ǫA, σA), (ǫB, σB)} ⊂ Dloc

almost everywhere. The sequences (uh, ϕh) converge uniformly to (ū, ϕ̄).
Furthermore,

(3.93)
‖αh‖L∞ ≤ ‖ǫh‖L∞ ≤ |ǫA|+ |ǫB|+ ‖uh − ū‖L∞‖Dθ1/h‖L∞ ≤ c(|ǫA|+ |ǫB|)
implies that ǫh and αh have a weak-* limit in L∞; since uh → ū we obtain

αh
∗
⇀ ǭ in L∞. At the same time, since ǫh = αh on B(1−2ηh)r we obtain

‖ǫh − αh‖2L2(Br)
≤ |Br \B(1−2ηh)r|(‖ǫh‖L∞ + ‖αh‖L∞)2

≤ C(|ǫA|+ |ǫB|)2ηh|Br| ≤ C(|ǭ|2 + 1)|Br|/h
(3.94)

where in the last step we used (3.69). Therefore, ǫh−αh → 0 strongly in L2

and ǫh ⇀ ǭ in L2.
Similarly, from

‖βh‖L∞ ≤ ‖σh‖L∞ ≤ |σA|+ |σB|+ ‖Dϕh −Dϕ̄‖L∞‖Dθ1/h‖L∞

+ ‖ϕh − ϕ̄‖L∞‖D2θ1/h‖L∞ ≤ c(|σA|+ |σB|)
(3.95)

we obtain that βh and σh have a weak-* limit in L∞, with βh
∗
⇀ σ̄. Fur-

thermore,

‖σh − βh‖2L2(Br)
≤ |Br \B(1−2ηh)r|(‖σh‖L∞ + ‖βh‖L∞)2

≤ C(|σA|+ |σB|)2ηh|Br| ≤ C(|σ̄|2 + 1)|Br|/h.
(3.96)

Therefore, σh − βh → 0 strongly in L2. �
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The proof of the upper bound proceeds by local modification around
Lebesgue points of the fields ǭ, σ̄, as was done in [CD15]. This sidesteps
the need to go through a density argument. We present in Lemma 3.14 the
construction in a ball around a Lebesgue point, and then in the proof of
Theorem 3.15 the covering argument.

We define, given a bounded Lipschitz set Ω and f ∈ L2(Ω;Rn),

Ef = {(ǫ, σ) ∈ L2(Ω;Rn×n
sym × R

n×n
sym ) : div σ = f

and ∃u ∈ H1(Ω;Rn) : ǫ = e(u)}.
(3.97)

Lemma 3.14. Let (ǭ, σ̄) ∈ L2(Ω;Dloc)∩Ef , B = Br(x∗) ⊂ Ω be a ball such
that

(3.98) (ǭ(x∗), σ̄(x∗)) ∈ Dloc

and, for some δ ∈ (0, 1),

(3.99)
1

|B|

∫

B
|ǭ− ǭ(x∗)|2 + |σ̄ − σ̄(x∗)|2dx < δ.

Then, there are sequences (αh, βh) ∈ L∞(Br;Dloc) and (ǫ∗h, σ
∗
h) ∈ Ef such

that {ǫ∗h 6= ǭ} ∪ {σ∗h 6= σ̄} ⊂⊂ Br,

(3.100) lim sup
h→∞

(

‖ǫ∗h − αh‖2L2(Br)
+ ‖σ∗h − βh‖2L2(Br)

)

≤ δ|B|,

(3.101) ǫ∗h ⇀ ǭ and σ∗h ⇀ σ̄ weakly in L2(Br),

with the bound
(3.102)

lim sup
h→∞

(

‖ǫ∗h‖2L2(Br)
+ ‖σ∗h‖2L2(Br)

)

≤ C(‖ǭ‖2L2(Br)
+ ‖σ̄‖2L2(Br)

+ |Br|).

The constant C depends only on the set Dloc.

Proof. Let (ǫh, σh, αh, βh) be the sequences from Lemma 3.13, applied on
the ball Br with the matrices ǭ(x∗), σ̄(x∗). We define

(3.103) ǫ∗h = ǭ+ ǫh − ǭ(x∗) and σ∗h = σ̄ + σh − σ̄(x∗) in Br,

and ǫ∗h = ǭ, σ∗h = σ̄ in Ω \ Br. We claim that the sequences (ǫ∗h, σ
∗
h, αh, βh)

have the required properties. Indeed, div σ∗h = div σ̄. Let ū be as in the
definition of Ef , so that in particular ǭ = e(ū). From (ǫh, σh) ∈ E0(Br)
and (3.88) we deduce that there is vh ∈ H1(Br) such that ǫh = e(vh), and
vh(x) = ǭ(x∗)x around ∂B. We set ū∗h(x) = ū(x) + vh(x) − ǭ(x∗)x, so that
{ū∗h 6= ū} ⊂⊂ Br and e(ū∗h) = ǫ∗h. Therefore, (ǫ

∗
h, σ

∗
h) ∈ Ef .

From ǫh ⇀ ǭ(x∗), we deduce ǫ∗h ⇀ ǭ, and correspondingly for σ∗h. Con-
dition (3.100) follows from (3.86) and (3.99). The condition (3.102) follows
from the corresponding condition in Lemma 3.13. �
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Theorem 3.15. Let (ǭ, σ̄) ∈ L2(Ω;Dloc) ∩ Ef . Then there are sequences
(ǫh, σh) ∈ Ef and (αh, βh) ∈ L2(Ω;Dloc) such that

(3.104) ǫh − αh → 0 and σh − βh → 0 strongly in L2(Ω),

(3.105) ǫh ⇀ ǭ and σh ⇀ σ̄ weakly in L2(Ω),

with {ǫh 6= ǭ} ∪ {σh 6= σ̄} ⊂⊂ Ω for any h.

Proof. We define

ω =
{

x ∈ Ω :(ǭ(x), σ̄(x)) ∈ Dloc and(3.106)

lim inf
r→0

1

|Br|

∫

Br(x)
|ǭ− ǭ(x)|2 + |σ̄ − σ̄(x)|2dx = 0

}

.(3.107)

By the Lebesgue point theorem, Ln(Ω \ ω) = 0. We further choose (arbi-
trarily) a pair (ǫ0, σ0) ∈ Dloc and define

(3.108) η(δ) = sup

{
∫

F
|ǭ− ǫ0|2 + |σ̄ − σ0|2dx : F ⊂ Ω, |F | ≤ δ

}

;

by the continuity of the integral we have η(δ) → 0 as δ → 0.
Fix δ > 0. By Vitali’s covering theorem, we can cover Ln-almost all of

ω by countably many pairwise disjoint balls Bi = B(xi, ri) ⊂⊂ Ω with the
property
(3.109)

(ǭ(xi), σ̄(xi)) ∈ Dloc and
1

|Bi|

∫

Bi

|ǭ− ǭ(xi)|2 + |σ̄ − σ̄(xi)|2dx < δ.

and we can have a finite set B1, . . . , BM of balls that obey (3.109) and
Ln(Ω \ ∪M

i=1Bi) < δ.
We define (ǫδh, σ

δ
h, α

δ
h, β

δ
h), as in the assertion of Lemma 3.14, in each of the

balls B1, . . . , BM , and as (ǭ, σ̄, ǫ0, σ0) in Ω \ ∪M
i=1Bi; the pair (ǫ0, σ0) ∈ Dloc

was chosen before (3.108).
Then, it is easily verified that (ǫδh, σ

δ
h) ∈ Ef , (αδ

h, β
δ
h) ∈ L2(Ω;Dloc), and

lim sup
h→0

(

‖ǫδh − αδ
h‖L2(Ω) + ‖σδh − βδh‖L2(Ω)

)

≤

M
∑

i=1

|Bi|δ + Cη(δ) ≤ δ|Ω|+ η(δ).

(3.110)

At the same time, from (3.101) we obtain that ǫh ⇀ ǭ and σh ⇀ σ̄. From
(3.102), we easily see that the sequences are bounded in L2 uniformly in δ.
Therefore, we can take a diagonal subsequence and conclude the proof. �

We now show that the set D × E is closed under Data convergence.
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Theorem 3.16. Let (ǫh, σh) ∈ Ef and (αh, βh) ∈ L2(Ω;Dloc) be such that

(3.111) ǫh − αh → 0 and σh − βh → 0 strongly in L2(Ω).

Assume that

(3.112) ǫh ⇀ ǭ and σh ⇀ σ̄ weakly in L2(Ω)

for some ǭ, σ̄ ∈ L2(Ω;Rn×n
sym × R

n×n
sym ). Then,

(3.113) (ǭ, σ̄) ∈ L2(Ω;Dloc) ∩ Ef .
We remark that this result has the typical form of a lower semicontinuity

statement. It is equivalent to the assertion that if zh = (ǫh, σh) ∈ Ef converge
weakly to z = (ǫ, σ) and

(3.114) lim
h→∞

∫

Ω
d2(zh, D̄loc)dx = 0,

then zh ∈ D̄loc almost everywhere. This assertion is in turn equivalent to the
requirement that the set D̄loc be A-quasiconvex, where A is the differential
operator corresponding to the condition zh ∈ Ef . This property of data sets
can therefore be studied within the framework of A-quasiconvexity devel-
oped in [FM99], though care needs to be exercised due to the fact that in
the present case the differential operator has mixed order, see discussion in
[FM99, Example 3.10(b) and (e)]. By virtue of this connection, the gen-
eral tools from [FM99] may be used instead of the explicit constructions
in Lemma 3.13 and Lemma 3.14. In particular, the Data-hull D̄loc can be
abstractly characterized by infimizing over periodic pairs (ǫ, σ) with average
zero and the constraints ǫ = e(u) and div σ = 0. However, a detailed eluci-
dation of A-quasiconvexity as it applies to Data-Driven problems is beyond
the scope of the this paper and we will pursued in future work.

To prove Theorem 3.16, we first identify suitable quadratic functions
which are lower semicontinuous under the convergence assumptions in the
theorem. Then we use these quantities to show that points outside the set
Dloc, given by (3.48), cannot arise as weak limits.

By the theory of compensated compactness the constraints ǫ = e(u) and
div σ = f guarantee (in combination with Korn’s inequaltiy) that quadratic
functionals which are nonnegative on the cone Λ defined in (3.57) are weakly
sequentially lower semicontinuous. We know in addition that the sequence
(ǫh, σh) approaches the set Dloc and hence the space L strongly. This allows
us to use quadratic quantities that are nonnegative only on Λ ∩ L. This
reduction is standard (and in fact essentially contained in Tartar’s proof of
lower semicontinuity by Fourier transform, see [Tar79], Theorem 11) but we
recall the statement and the proof for the convenience of the reader.

Lemma 3.17. Recall from (3.57) that

Λ = {(ǫ, σ) ∈ R
n×n
sym × R

n×n
sym : ǫ = c⊙ ν, σν = 0, c ∈ R

n, ν ∈ Sn−1}.
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Let L ⊂ R
n×n
sym ×R

n×n
sym be a linear subspace. Assume that Q : Rn×n

sym ×R
n×n
sym →

R is a quadratic form and
Q|Λ∩L ≥ 0.

Let Ω ⊂ R
n be open. Assume that f ∈ L2(Ω;Rn)

ǫh = e(uh), div σh = f,

(ǫh, σh)⇀ (ǭ, σ̄) in L2(Ω;Rn×n
sym × R

n×n
sym )

and
d((ǫh, σh), L) → 0 in L2(Ω).

Then,

(3.115)

∫

Ω
Q(ǭ, σ̄)ϕdx ≤ lim inf

h→∞

∫

Ω
Q(ǫh, σh)ϕdx ∀ϕ ∈ Cc(Ω), ϕ ≥ 0.

Proof. We begin with some general comments. It suffices to prove the state-
ment for Ω being a ball. The general case then follows by a partition of unity.
Since linear bounded functionals are weakly continuous, it also suffices to
prove the result for the special case

(3.116) (ǭ, σ̄) = 0 and f = 0.

To get the full result one can apply the special case to the sequence (ǫh −
ǭ, σh − σ̄).

To reduce the assertion to the standard result in compensated compact-
ness, we first show that (up to an arbitrarily small error) Q can be extended
to a quadratic form on R

n×n
sym × R

n×n
sym which is nonnegative on Λ. More

precisely, we write z = (ǫ, σ) and define

Qδ,M (z) := Q(z) +M |PL⊥z|2 + δ|z|2,
where PL denotes the orthogonal projection onto L. We claim that

(3.117) ∀δ > 0 ∃M > 0 ∀z ∈ Λ Qδ,M (z) ≥ 0

Assume that this was false. Then, there exists a δ0 > 0 and sequence
Mk → ∞ and zk ∈ Λ such that

(3.118) Q(zk) +Mk|PL⊥zk|2 + δ0|zk|2 < 0.

Since the left hand side is homogeneous of degree 2, we may assume that
|zk| = 1. Passing to a subsequence (not renamed) we may assume that
zk → z̄ in ⊂ R

n×n
sym × R

n×n
sym . Then |z̄| = 1 and z̄ ∈ Λ since Λ is closed.

Dividing (3.118) by Mk and passing to the limit, we see that PL⊥ z̄ = 0.
Thus, z̄ ∈ L and (3.118) implies that Q(z̄) + δ0 = Q(z̄) + δ0|z̄|2 ≤ 0. Hence,
Q(z̄) < 0 and z̄ ∈ Λ ∩ L. This contradiction finishes the proof of (3.117).

Now, we prove (3.115) under the assumption (3.116) for the case that Ω
is a ball. Fix ϕ ∈ Cc(Ω) with ϕ ≥ 0. Let

R = lim sup
h→∞

‖(ǫh, σh)‖2L2 .

Since weakly convergent sequences are bounded, we have R < ∞. The
constraint ǫh = e(uh) is (locally) equivalent to the second order constraint
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curl T curl ǫh = 0. Since the classical results for compensated compactness
are formulated for first order conditions, we work with ∇uh rather than ǫh.

By Korn’s inequality there exist uh ∈ H1(Ω;Rn) such that ǫh = e(uh)
and

(∇uh, σh)⇀ 0 in L2(Ω;Rn×n × R
n×n
sym ).

Let Λ̃ be the cone corresponding to the constraints curlFh = 0 and div σh =
0, i. e.,

Λ̃ := {(F, σ) ∈ R
n×n × R

n×n
sym : F = c⊗ ν, σν = 0, c ∈ R

n, ν ∈ Sn−1}.
Let δ > 0 and let M be such that Qδ,M is nonnegative on Λ. Extend Qδ,M

trivially to R
n×n × R

n×n
sym by

Q̃δ,M (F, σ) = Qδ,M (symF, σ).

Then, Q̃δ,M ≥ 0 on Λ̃ and the theory of compensated compactness gives (see
[Tar79], Theorem 11)

(3.119) 0 ≤ lim inf
h→∞

∫

Ω
Q̃δ,M (∇uh, σh)ϕdx = lim inf

h→∞

∫

Ω
Qδ,M (ǫh, σh)ϕdx

Since d((ǫh, σh), L) → 0 strongly in L2, we see that

M |PL⊥(ǫh, σh)|2 → 0 in L1(Ω).

Thus

(3.120) 0 ≤ lim inf
h→∞

∫

Ω
Q(ǫh, σh)ϕdx+ δR supϕ.

Since δ > 0 was arbitrary, the desired assertion (3.115) follows (recall that
(ǭ, σ̄) = 0). �

We now consider on L the quadratic form

(3.121) Q̃(C−1σ + µb, σ) = −(σ · b+ α−µ)(σ · b+ α+µ)

where α± are defined in Lemma 3.10. We extend Q to a quadratic form on
R
n×n
sym × R

n×n
sym by setting

(3.122) Q(z) = Q̃(PLz)

Then, (3.65) implies that

(3.123) Q ≥ 0 on Λ ∩ L.
Lemma 3.18 (Separating quadratic functions, see Fig. 9). Let

U :=
{

(C−1σ0 + µ0b, σ0) : µ0 ∈ [−1, 1), σ0 · b+ α−µ0 > Cb · b− α−

}

⊂ L.

For (ǫ0, σ0) ∈ U , define

(ǫ∗, σ∗) = (ǫ0, σ0) + (1− µ0)ẑ,

where ẑ is as (3.72). Then, (ǫ∗, σ∗) ∈ D+
loc and

(3.124) σ∗ · b+ α− = σ0 · b+ α−µ0
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µ

σ · b

P∗

P0

Figure 9. Illustration of the set Dloc and the separation
construction. The solid black half-lines represent Dloc. The
set Dloc is obtained by adding the parallelogram bounded by
the solid and dashed segments. The dashed segments lie on
lines on which σ · b + α−µ is constant. The separation of a
point P0 /∈ Dloc is indicated by the blue and red lines. The
blue line is the line through P0 on which σ·b+α−µ is constant.
The intersection point with the line µ = 1 is P∗ = (σ∗ · b, 1).
The red line is the line through P∗ on which σ · b + α+µ is
constant. The function Q(ǫ − ǫ∗, σ − σ∗) is positive on the
narrow region between the red and blue lines and negative on
the wide region between the red and blue line. It vanishes on
the blue and red line. In particular, this function is strictly
negative in the parallelogram bounded by the solid and shade
lines and on the solid half-line with µ = −1. By adding a
small multiple of 1− µ, we obtain a function that is strictly
positive at P0 and nonpositive on Dloc.

Define

fǫ0,σ0
(ǫ, σ) = Q(ǫ− ǫ∗, σ − σ∗) + δǫ0,σ0

[

1− (ǫ− C
−1σ) · |b|−2b

]

,

where Q is given by (3.121) and (3.122) and

δǫ0,σ0
=

1

2

[

σ0 · b+ α−µ0 − (Cb · b− α−)
]2
> 0.

Then,

(3.125) fǫ0,σ0
≤ 0 on Dloc

and

(3.126) fǫ0,σ0
(ǫ0, σ0) > 0.

Proof. To prove (3.124) note that by (3.72)

σ∗ · b+ α− = σ0 · b− (1− µ0)α− + α− = σ0 · b+ α−µ0.
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For (ǫ, σ) ∈ L, we have ǫ = C
−1σ + µb and, thus,

Q(ǫ− ǫ∗, σ − σ∗) = −
[

σ · b+ α− µ− (σ∗ · b+ α−)
][

(σ · b+ α+ µ− (σ∗ · b+ α+)
]

,

1− (ǫ− C
−1σ) · |b|−2b = 1− µ.

Using (3.124), we see that Q(ǫ0 − ǫ∗, σ0 − σ∗) = 0 and, hence,

fǫ0,σ0
(ǫ0, σ0) = δǫ0,σ0

(1− µ0) > 0.

This proves (3.126).
To show (3.125), we first note that for (ǫ, σ) ∈ D+

loc we have µ = 1 and,
thus,

∀(ǫ, σ) ∈ D+
loc fǫ0,σ0

(ǫ, σ) = Q(ǫ− ǫ∗, σ − σ∗) = −[σ · b− σ∗ · b]2 ≤ 0.

Finally, for (ǫ, σ) ∈ Dloc \ D+
loc we have µ ∈ [−1, 1) and

σ · b+ α−µ ≤ Cb · b− α−.

Thus, by (3.124) and the definition of U

σ · b+ α− µ− (σ∗ · b+ α−) ≤ Cb · b− α− − (σ0 · b+ α−µ0) < 0

and

σ · b+ α+ µ− (σ∗ · b+ α+) ≤ σ · b+ α− µ− (σ∗ · b+ α−) < 0,

where we used that α+ ≥ α− and 1− µ > 0. It follows that

∀(ǫ, σ) ∈ Dloc\D+
loc fǫ0,σ0

(ǫ, σ) ≤ −
[

(Cb·b−α−)−(σ0·b+α−µ0)
]2
+2δǫ0,σ0

≤ 0

by the definition of δǫ0,σ0
. This finishes proof of (3.125). �

Proof of Theorem 3.16. By convexity, (ǭ, σ̄) ∈ Ef and ǭ − C
−1σ̄ = µ̄b a. e.

with |µ̄| ≤ 1 a. e. We will show that there exists a nullset N such that
(3.127)

∀x ∈ Ω \N (ǭ(x), σ̄(x)) ∈ D+
loc or σ̄(x) · b+ α− µ(x) ≤ Cb · b− α− .

Applying this result to the sequences (−ǫh,−σh), (−αh,−βh) and the set
E−f , we get the existence of a null set N ′ such that
(3.128)
∀x ∈ Ω \N (ǭ(x), σ̄(x)) ∈ D−

loc or σ̄(x) · b+ α− µ(x) ≥ −Cb · b+ α− .

The combination of (3.127) and (3.128) shows that (ǭ, σ̄) ∈ Dloc a. e.
To prove (3.127) we first fix (ǫ0, σ0) as in Lemma 3.18 and consider the

function fǫ0,σ0
. Then, fǫ0,σ0

(αh, βh) ≤ 0 by (3.125). Since f consists of
linear and quadratic terms the strong convergence of ǫh − αh and σh − βh
implies that

lim sup
h→∞

∫

Ω
fǫ0,σ0

(ǫh, σh)ϕdx ≤ 0 ∀ϕ ∈ Cc(Ω) ϕ ≥ 0.

Thus Lemma 3.17 yields
∫

Ω
fǫ0,σ0

(ǭ, σ̄)ϕdx ≤ 0 ∀ϕ ∈ Cc(Ω) ϕ ≥ 0.
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Hence, there exists a null set Nǫ0,σ0
such that

fǫ0,σ0
(ǭ, σ̄) ≤ 0 in Ω \Nǫ0,σ0

.

Considering a countable dense set of points in the set U in Lemma 3.18 and
using continuity of (ǫ0, σ0) → fǫ0,σ0

(ǭ(x), σ̄(x)), we see that there is a single
null set N such that

∀(ǫ0, σ0) ∈ U ∀x ∈ Ω \N fǫ0,σ0
(ǭ(x), σ̄(x)) ≤ 0.

It now follows from (3.126) that (ǭ(x), σ̄(x)) /∈ U for all x ∈ Ω \N . Hence,
for all x ∈ Ω \N
σ̄(x)·b+α− µ̄(x) ≤ Cb·b−α− or σ̄(x)·b+α− µ̄(x) > Cb·b−α− and µ̄(x) = 1.

In the second case we get σ̄(x) · b > Cb · b − 2α− and µ̄(x) = 1. Since
α− ≤ Cb · b, it follows that σ̄ · b ≥ −Cb · b and, thus, (ǭ(x), σ̄(x)) ∈ D+

loc.
This finishes the proof of (3.127) and, hence, the proof of the theorem. �
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[MŠ03] S. Müller and V. Šverák. Convex integration for Lipschitz mappings and coun-
terexamples to regularity. Ann. of Math. (2), 157:715–742, 2003.

[MT85] F. Murat and L. Tartar. Calcul des variations et homogénéisation. In D. J.
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