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Abstract 

In modern manufacturing environments, vast amounts of data are collected in database 

management systems and data warehouses from all involved areas, such as product and 

process design, assembly, materials planning, quality control, scheduling, maintenance, fault 

detection and so on. Data mining has emerged as an important tool  for knowledge 

acquisition in manufacturing databases. This  paper reviews the literature dealing with 

knowledge discovery and data mining applications in the broad domain of manufacturing 

with an special emphasis on the type of functions to be performed on data.  The major data 

mining functions to be performed include characterization and description, association, 

classification, prediction, clustering  and evolution analysis. The papers reviewed have 

therefore been  categorized in these five categories. It has been shown that there is a rapid 

growth in the application of data mining in the context of  manufacturing processes and 

enterprises in the last 3 years. This review reveals the progressive applications and existing 

gaps identified in the context of data mining in manufacturing. A novel text mining approach 

has also been applied to the abstracts and keywords of 150 identified literatures to identify 

the research gaps and find the linkages between knowledge area, knowledge type and data 

mining tools and techniques applied.   
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I. INTRODUCTION 

Knowledge provides power in many manufacturing context  enabling and facilitating the 

preservation of  valuable heritage, learning new things, solving intricate problems, creating 

core competencies and initiating new situations for both individuals and organizations  now 

and in the future [1]. In most sectors, manufacturing is extremely competitive and the 

financial margins that differentiate between success and failure are very tight, with most 

established industries needing to compete, produce and sell at a global level.  To master these 

trans-continental challenges, a company must achieve low cost production yet still maintain 

highly skilled, flexible and efficient workforces who are able to consistently design and 

produce high quality, low cost products.  In higher-wage economies, this can generally only 

be done through very efficient exploitation of knowledge[2-3].  However knowledge can take 

many forms and it is necessary to identify the kind of knowledge to be mined when 

examining the huge amount of data generated during manufacturing.   

 

In modern manufacturing, the volume of data grows at an unprecedented rate in digital 

manufacturing environments, using barcodes, sensors, vision systems etc. These data may be 

related to design, products, machines, processes, materials, inventories, maintenance, 

planning and control, assembly logistics, performances etc and may include patterns, trends, 

associations and dependencies. However, the use of accumulated data has been limited, 

which has  led to the “rich data but poor information” problem [4]. The collected 

manufacturing data contains valuable information and knowledge that could be integrated 

within the  manufacturing system to improve decision making and enhance productivity [5]. 

 

The huge amounts of data in manufacturing databases, which contain large numbers of 

records, with many attributes that need to be simultaneously explored to discover useful 

information and knowledge, make manual analysis impractical. All these factors indicate the 

need for intelligent  and automated data analysis methodologies, which might discover useful 

knowledge from  data.  Knowledge discovery in databases (KDD) and data mining (DM) 

become extremely important  tools in realizing the objective of intelligent  and automated 

data analysis. Data mining is a particular step in the process of KDD, involving the 

application of specific algorithms for extracting patterns (models) from data. The additional  

steps in the KDD process, such as data preparation, data cleaning, data selection, 

incorporation of appropriate prior knowledge and proper interpretation of the results of 

mining, ensure that useful knowledge is derived from data[6].  
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KDD incorporates theories, algorithms and methods from the intersection of several research 

fields including database technology, machine learning, statistics, artificial intelligence, 

knowledge based  systems  and data visualization.  A natural question that arises is  how is 

KDD different from other fields such as machine learning or artificial intelligence or related 

fields? The answer is that these fields  provide specific data mining tools that can be used in 

various steps of a  KDD process. Recently, with the growth of data mining technology, 

researchers and practitioners of various aspects of manufacturing and logistics have started 

applying  this technology to search for hidden relationships or patterns which might be used 

to equip the system with new knowledge. Early applications of  data mining were mostly 

applied to financial applications.  Zhang and Zhou [7] described data mining in the context of 

financial applications from both technical and application perspectives. In this area, the 

competitive advantage gained through data mining included increased revenue, reduced cost, 

much improved market place responsiveness and awareness. A recent survey carried out by 

Harding et al.[8] and a special issue published on “Data Mining and applications in 

Engineering design, manufacturing and logistics”[9] clearly indicated the potential scope of 

data mining in these areas to achieve the  competitive advantages. A major advantage of data 

mining over other experimental technique is that the required data for analysis can be 

collected during the normal operation  of the manufacturing process  being studied. 

Therefore,  it is generally not necessary to specially dedicate  machines or processes for data 

collection.    

 

The diversity of data mining tools, techniques and  functionalities provides great 

opportunities on the one hand, but on the other hand the profusion of options cause 

confusion.   Han and Kamber [10] classified data mining systems based on various criteria  

such as kind of database mined, kind of knowledge mined, kind of technique utilized, 

application area adapted. Pham and Afify [11] reviewed machine learning techniques in the 

manufacturing domain. They evaluated the several machine learning techniques and 

examined application areas in which they have been successfully deployed. Harding et al. [8]  

surveyed data mining systems in different application area of manufacturing, including less 

considered areas such as manufacturing planning and shop floor control. Over the decades, 

data mining has been applied in various but limited aspects of manufacturing and logistics 

domains. However, in the last few years, data mining research in manufacturing has 

increased at an exponential rate.  In the last 3 years approximately 75 papers have been 

published, which is 50% of the relevant literature identified and reviewed in this paper. 
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Han and Kamber [10] mentioned that the kind of knowledge to be mined determines the data 

mining functions to be performed. The kind of knowledge include concept description 

(characterization and discrimination), association, classification, clustering, and 

prediction. The aim of this paper is therefore to consolidate the existing state-of-the art  

research efforts concerning the current practices in data mining applications in manufacturing 

based  on the kind of knowledge mined and kind of technique utilized, thereby identifying 

promising areas for study. This paper also identifies the most utilized techniques for mining 

certain types of knowledge. To identify this, a novel Text Mining(TM) approach has been 

applied on the abstracts of 150 papers. The results identify the research gaps, and show the 

linkages between Knowledge area, knowledge mined and kind of technique used to mine data 

in the manufacturing domain.  

 

The remainder of the paper is organized as follows:  The next section briefly discuss about 

KDD, data mining, and kinds of knowledge particularly in manufacturing contexts. Section 3 

will discuss concept descriptions which includes characterization and discrimination in 

manufacturing. Classification in manufacturing is discussed in section 4, followed by 

clustering in manufacturing in section 5. Section 6 discusses prediction in manufacturing. 

Association in manufacturing is discussed in section 7. A novel text mining approach has 

been applied on abstracts and keywords of reviewed literature to identify the research gaps 

and identify the linkages between knowledge area, knowledge mined and techniques used, 

and this is followed by conclusions in section 9.  

 

2. KDD, DATA MINING and KNOWLEDGE TYPES 

2.1 Basic Definitions 

KDD is the nontrivial process of identifying valid, novel, potentially useful, and ultimately 

understandable patterns in data [12]. Data mining is a particular step in this process, 

involving the application of specific algorithms for extracting patterns(models) from data. 

The additional steps in the KDD process, such as data preparation, data selection, data 

cleaning, incorporation of prior knowledge, and proper interpretation of the results of mining 

ensures that useful knowledge is derived from the data. An important notion interestingness  

is usually taken as an overall measure of pattern value, combining validity, novelty, 

usefulness, simplicity and understandability. As a matter of fact, knowledge in this definition 

is purely user oriented and domain specific and is determined by whatever function and 

threshold the user chooses. The role of interestingness is to threshold the huge number of 

discovered patterns and report only those which may be of some use.[13].  
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2.2 KDD Process in Manufacturing 

The overall KDD process applied in manufacturing is delineated in Figure 1. The KDD 

process is interactive and iterative involving more or less the following steps [14,6]. 

I. Understanding the manufacturing domain: This includes the relevant prior knowledge 

related to manufacturing application and targeted goal.  

II. Collecting the targeted data: This includes the collection of raw data, selecting the data set 

and focussing on the set of variables affecting the manufacturing problem. 

III. Data cleaning, pre-processing and transformation: This includes the pre-processing of data 

such as noise removal, missing value replacement and data cleaning. Data are consolidated 

into forms appropriate for mining.  

IV. Data Integration: This includes integrating the multiple manufacturing heterogeneous  data 

sources. 

V. Choosing the functions of data mining: Based on the kind of knowledge required, various 

data mining functions (clustering, classification, prediction, association, regression, 

summarization etc. ) need to  be performed to derive the model. Choosing the appropriate 

data mining algorithm: This includes the selection  of techniques to perform the desired 

function to find the patterns in the data. 

VI. Choosing the appropriate data mining algorithm. This includes searching for patterns of 

interest in a particular representational form or a set of such representations. 

VII. Interpretation and Visualization: This includes the interpretation and visualization of 

patterns to derive novel knowledge.  

VIII. Implementation of discovered knowledge: The discovered knowledge is incorporated into 

the manufacturing domain performance system. Feed back is received and the knowledge can 

be modified further based on feedback. 

IX. Knowledge storage, reuse and integration into manufacturing system: This includes the 

storage of discovered knowledge for further reuse and possible integration in to the 

manufacturing system.  
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2.3 Data Mining in Manufacturing: 

Data mining is an interdisciplinary field with the general goal of predicting outcomes and 

uncovering relationships in data. It makes use of automated tools and techniques, employing 

sophisticated algorithms to discover hidden patterns, associations, anomalies and/or structure 

from large amounts of data stored in a data warehouse or other information repositories. In 

the context of manufacturing,  two high level primary goals of data mining are prediction and 

description.  Descriptive data mining focuses on discovering interesting patterns to describe 

the data. Predictive data mining focuses on predicting the behaviour of a model and 

determining future values of key variables based on existing information from available 

databases. The boundaries between, descriptive and predictive data mining are not sharp, e.g. 

some aspects of the predictive model can be descriptive, to the degree that they are 

understandable, and vice versa. The goals of prediction and description  can be achieved by 

using a variety of  data mining tools and techniques.  

 

2.4 Kind of Knowledge to be mined 

As explained in the introduction, before performing a data mining task in manufacturing, it is 

necessary to identify the kind of knowledge to be mined. Kind of knowledge mined 

determines the data mining functions. The next section therefore describes a range of 

functions and reviews their applicability in manufacturing domains.  

 

3. CONCEPT DESCRIPTION (CHARACTERIZATION AND DISCRIMINATION) 

IN MANUFACTURING   

Manufacturing 
Domain 

Understanding 

Raw Data Collection Data Cleaning & 
Transformation 

IF---- 

 
    THEN-
-- 

 

X 
Y 

Model Building and 
Testing 

Implementation Feed back & 
Final solutions 

Solution Integration & 
storage 

Figure1. Knowledge Discovery and Data Mining  in Manufacturing Systems 

Environment 
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Descriptive data mining describes the data set in a concise and summarative manner and 

presents interesting general properties of data.  In most of manufacturing problems, it is 

necessary to view the summarized data in concise, descriptive terms to provide an overall 

picture of the manufacturing domain‟s data or distinguish it from a set of comparative 

classes. This type of data mining is called concept description and includes characterization 

and discrimination. For example in PCB manufacturing quality control problems, it is 

necessary to identify the various features that cause defects. Characterization can be used to 

identify the features that significantly impact the quality.  Characterization provides a concise 

and succinct summarization of the given collection of data, while concept of class 

discrimination or comparison provides descriptions that compare two or more collections of 

data. In manufacturing contexts, these functions are  basically used  to  understand the 

process. 

 

Tseng et al. [15] developed an extended rough set theory based on an approach to solve the 

quality control (QC) problem of  Printed Circuit Board (PCB) manufacturing. The algorithm 

is able to derive the rules and identify the most significant features to solve the  QC 

problems. The derived rules from the dataset provide an indication of how to best investigate 

the problem further. Unnatural control chart patterns (CCP) are associated with a particular 

set of assignable causes for process variation. Guh [16]  presented a  hybrid neural network 

and decision tree based model to detect and discriminate typical unnatural CCPs, while 

identifying the major parameters and starting point of the CCP detected. Fountain et al. [17] 

described a decision theoretic approach to Die Level Functional Test (DLFT) in which 

historical test data from IC products of Hewlett Packard company are mined to create a 

probabilistic model of patterns for die failure. This model is combined with greedy value-of-

information computation to decide in real time, which die to test next and when to stop 

testing. The KDD process is basically a user driven task but the user driven approach are not 

efficient enough for use in manufacturing. Neaga and Harding [18] presented a framework 

for the integration of complex enterprise applications including data mining systems. The 

presented approaches provide the definition and development of a common knowledge 

enterprise model, which represents a combination of previous projects on manufacturing 

enterprise architectures and Object Management Group (OMG) models and standards related 

to data mining 

 

Kusiak and Kurasek [19] applied a rough set theory based data mining approach to identify 

the cause of solder defects in a PCB. The rules derived from the dataset  provide a robust 
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indication of where the solder is too narrow, and thereby make more effective further 

investigations into the cause of solder ball defects. Lee and Ng [20] presented a hybrid case 

based reasoning (Hy-Case) based system for online technical support of PC fault diagnosis.  

Hy-Case consists of a natural language (keyword) as  input and the graph theoretic 

constraint-net. Romanowski and Nagi [21] applied a decision tree based data mining 

approach on a scheduled maintenance dataset and a vibration signal dataset. Subsystems 

which are most responsible for low equipment availability are recognized in the scheduled 

maintenance data, and a  recommendation for preventive maintenance interval is made. The 

vibration data is analyzed to find the sensors and frequency responses which give the most 

information about the type of fault present in the equipment. Decision tree has proved to be 

the valuable tool for description, generalization and classification. Murthy [22] surveyed its 

applicability in various domains and identified the important issues involved. They 

concluded that the hierarchical tree construction methodology is very powerful and it has 

repeatedly been shown to be useful for diverse real world problem.  

 

Menon et al. [23]   analyzed the product development process based on a  textual database 

using data mining to deliver the right information at the right time to satisfy particular needs. 

The data mining tools were applied on product development process data  to provide quick 

and reliable feedback that would facilitate faster product development. Huyet  [24] proposed 

a evolutionary optimization and data mining based approach to produce the knowledge of 

systems behaviour in a simulated job shop based production process. Holden and 

Serearuno[25] developed iGem, an artificial intelligence tool that integrates rule based 

knowledge representation, fuzzy logic and genetic algorithms  to produce a system for 

automating and introducing consistency into the grading of diamonds and gemstones. It 

derives the knowledge from repeated examples of previously corrected graded stone and 

improves its performance by learning from experience. 

 

Assigning proper dispatching rules is an important issue in enhancing the performance 

measures for a flexible manufacturing system (FMS). Liu et al.[26] presented SAMA 

(supervised attribute mining algorithm) which is based on the fuzzy set theoretic approach 

and GA  for the attribute selection problem of dispatching rules. Li et al. [27] improved the 

accuracy of FMS scheduling for small datasets, as at the early stage of manufacturing only a 

few data points can be obtained. Their study develops a data trend estimation technique and 

combines it with mega-fuzzyfication and an adaptive network based fuzzy inference system 

(ANFIS). Li and Olafsson [28] introduced a novel methodology for generating scheduling 



 9 

rules using data mining. This approach includes pre-processing of historic scheduling data 

into an appropriate data file, discovery of key scheduling concepts, and represents the results 

of data mining so that they can be used for job scheduling. Koonce and Tsai [29] applied data 

mining methodologies to explore the patterns in data generated by a GA performing 

scheduling operations and to develop a rule set scheduler which approximates the GA‟s 

scheduler. The Attribute Oriented Induction approach was used to characterize the 

relationship between operations‟ sequences and their attributes. Knowledge generated from 

data mining can be used to analyze the effect of decisions made at any stage. Belz and 

Mertens [30] used SIMULEX coupled with a knowledge based system to model the plant and 

evaluate the results of various rescheduling measures. They used MANOVA for statistical 

analysis, and the collected data is analysed to identify normal and abnormal patterns. Maki et 

al. [31] developed an intelligent system in Hitachi for online data analysis using a data 

mining approach. Their approach consists of three step feature extraction, combinatorial 

search and presentation. They have applied this method to LSI fault analysis and found that 

data mining is useful for indicating to engineers  where to focus their attention when looking 

for faults. Subsequently a similar methodology has  been applied on quality control of 

production process[32].  

Caskey [33] developed a general environment for providing the right knowledge to achieve a 

specific factory condition at the right time. In addition to discrete event simulation, he used 

GAs and neural networks in identifying the structure of the data. The knowledge extracted 

was in the form of “actual control applied  performance obtained” and the knowledge 

generated could be used to increase the accuracy of the system or validate the performance 

model. A rough set theory based approach was used by Shen et al. [34] to get the final 

reducts and extract the rules for fault diagnosis of diesel engines. These rules were used to 

distinguish the fault type or to inspect the dynamic characteristics of the machinery.  For 

ceramics  manufacturing, Dengiz et al. [35] presented a two stage data-mining approach to 

accurately estimate flaw distribution. First stage of data mining is image processing for 

automatic identification and recovery of large flaws from noisy microscopic images. The 

second stage is to use the flaw information to fit the extreme value distribution function. 

These provides a better understanding for manufacturer  and designers about the processing 

method. Jung et al. [36] proposed vertical group wise threshold (VGWT) procedure for the 

multiple high dimensional functional data. Here the “Functional Data” refers to the analogue 

or digital signal measured during each operational cycle of a manufacturing process. The 

proposed methodology increases the class separability with a reasonably small loss in data 

reduction efficiency.  Hou and Yang [37] presented a data model and technology mining 
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model to investigate the technology categories with more return and client demand in 

Technology and Service Provider (TSP) environment. The proposed model can be used to 

derive suggestions including the critical issues such as technology development, return of 

technology, R&D investment and outreach sequence of technology.  

 

Data mining has proved to be important for yield improvement which is a key element to 

ensure the profitability of semiconductor manufacturing. Bergeret and Gall [38]  applied a 

Bayesian network to solve yield issues, where the root cause comes from a failure at a single 

process stage. Three different methods SPC technique, DOE and Bayesian network have 

been applied to resolve 2 critical yield issues (a) faulty batch of raw material and (b) process 

change. The advantage of this approach is that the only data required  are the process dates of 

the lots at each process stage and the probe results. Dabbas and Chen [39] presented an 

integrated relational database approach for modelling and collecting semiconductor 

manufacturing data from a multi-database system and transforming the data into useful 

reports. These reports are utilized to monitor the performance of one of Motorola‟s wafer 

fabs by tracking different key metrics and in turn improving the factory performance. A 

French truck manufacturer applied KDD techniques on  the datasets of measures recorded 

during the test of diesels manufactured at their production lines. By analyzing the data, they 

significantly (about 25%) reduced the processing time [40]. Similarly, at Dofasco, a fully 

integrated Canadian Steel manufacturer applied multivariate statistical analysis to several 

steel production processes to improve the productivity and reduce maintenance costs[41]. 

This provided production engineers and operators with useful and easy to understand results. 

Batanov et al. [42] researched knowledge-based maintenance systems and developed a 

prototype system called EXPERT-MM, which works on historical failure data and provides 

suggestions for an appropriate preventive maintenance schedule. Chen et al. [43] applied 

hyperspace data mining in materials manufacturing. Master Miner is provided with several 

algorithms to provide better understanding of materials design and manufacturing.  

 

From this review, the main areas where data mining is used for concept description 

(characterization and discrimination) include fault diagnostics, scheduling, dispatching, 

maintenance and manufacturing process. The next section will describe classification, which 

is another functionality performed on manufacturing data. 

  

4. CLASSIFICATION IN MANUFACTURING 



 11 

Classification is a useful functionality in many areas of manufacturing, for example, in 

semiconductor industry, defects are classified to find patterns and derive the rules for yield 

improvement. Online control chart pattern recognition is another example of classification 

for statistical process control, because, unnatural patterns displayed by control chart can be 

associated with specific causes that adversely impact the manufacturing process.  

  

Classification  is a learning function that maps (classifies) a data item into one of several 

predefined categorical classes. Generally, it is performed in two steps. In the first step, a 

model is built describing a predetermined set of data classes or concepts. The model is 

constructed by analyzing the database tuples described by attributes. The data tuples 

analyzed to build the model collectively  form the training dataset. This step is also known as 

supervised learning as the class label of each training sample is provided. The learned model 

is represented in the form of classification rules, decision trees, or mathematical formulae. In 

the second step, based on classifier accuracy, the model is used for classification of the future 

data or test data. General techniques used for classification are decision tree induction, 

Bayesian classification, Bayesian belief network and  neural network. Other techniques such 

as  K Nearest neighbour,  case based reasoning, GA, Rough Set Theory, fuzzy logic and 

various hybrid methods are also used for classification purpose[10].  

 

Knowledge acquisition is a well known problem in building expert systems. In one of the 

earliest applications, Irani et al.[44] developed an expert system for diagnosis and process 

modelling of semiconductor manufacturing that uses a generalized ID3 (GID3) based 

machine learning technique for knowledge acquisition.  The discovered pattern is consistent 

with the data and conformed with the engineers‟ expectations.  GID3 has been used for 

classification purposes in the areas which were targeted for automation by the semiconductor 

Research Corporation, a consortium of US semiconductors manufacturers. McDonald [45] 

discussed the applicability of data mining in inline inspection and control, and automatic 

defect classification. He made a proposal to extend these tools to improvement of reliability 

of products  during wafer fabrication, packaging and final testing steps. Braha and 

Shmilovici [46] presented three classification based data mining methods (decision tree 

induction, neural network and composite classifier)   for a new laser based wafer cleaning 

process called advanced wafer cleaning. The purpose of the data mining based classifier is to 

enhance the understanding of the cleaning process by categorizing  the given data into a 

given predefined number of categorical classes and determine to which the new data belong.  
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False  recognition/incorrect classification is a frequently encountered issue in the Control 

Chart Pattern recognition. In this regard, Guh [47] presented a hybrid learning based system 

that integrates neural network and decision tree learning to overcome the CCP Classification 

problem in real time. This hybrid system consists of three sequential modules namely feature 

extraction, coarse classification and fine classification. It outperformed the conventional 

approaches in terms of recognition speed and accuracy. Rokach and Maimon [48] applied 

feature set decomposition methodology  for quality improvement. They developed the 

Breadth Oblivious Wrapper (BOW) algorithm and showed its superiority over existing tools 

on datasets from IC fabrication and food processing. The idea is to find the classifier that is 

capable of predicting the quality measure of product or batch based on its manufacturing 

parameters. Skormin et al. [49] presented a classification model  for the database containing  

the information downloaded from a dedicated monitoring system of flight critical hardware. 

A decision tree based data mining model has been used for the accurate assessment of the 

probability of failure of any avionics unit by utilizing historical data relating to environment 

and operation condition.  

 

Extensive research has been carried out in developing knowledge based condition monitoring 

systems. To deal with noise, uncertainty and decrease the rate of misclassification, Peng [50] 

proposed a hybrid Fuzzy-inductive learning based approach. This method has been 

successfully deployed in diagnosing the conditions of a tapping process. The results showed 

that the accuracy of classification is better than traditional inductive learning method.  Pasek 

[51] explored a rough set  theory based classifier  for cutting tool wear monitoring 

applications. But, this method is only applicable to offline situations. For online monitoring, 

Hou et al. [52] integrated the neural network and rough sets  for manufacturing process 

monitoring and fault diagnosis. A neural network was used to classify the quality faults such 

as wrinkles and uneven thickness. Apart from providing operating guidelines, rough set is 

used to determine the causal relationship between parameters like process temperature and 

output quality measures. In the extension of this work,  fuzzy set theory with  the fuzzy 

variable rough set approach have been used[53]. The results showed that the proposed 

approach was robust and able to deal with noisy data and produced better rules.    

 

As data sets increase in size, exploration, manipulation and analysis become more 

complicated and resource consuming. To deal with these situations,  Jeong et al. [54] 

proposed a data compression and data denoising method, which was used with tree based 

classification  for identifying classes of process faults.  Rojas and Nandi [55] applied the 
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Support Vector Method for fault classification of rolling element bearings. The classification 

procedure was fast and effective (95% successful). A data mining based system called 

RMINE was developed to deal with the incomplete and noisy data in condition based 

monitoring of a centrifugal pump system . The major advantage of this system is its self 

learning ability to cope with the changing condition based data [56]. Wang et al. [57] 

proposed a data mining based  approach for automatic defect detection and classification 

(ADD/C). They used  hierarchical clustering with K means partitioning approach followed 

by Gaussian EM algorithm to classify the defects patterns. A fractal dimension based 

classifier   is proposed by [58] for detection of unnatural patterns in process data. 

 

 Kusiak [59,60] applied data mining to support decision making processes by using different 

data-mining algorithms to generate rules for a manufacturing system. A subset of these rules 

was then selected to produce a control signature of the manufacturing process. The control 

signature is a set of feature values or ranges that lead towards an expected output. These 

control signatures are updated using a learning classifier based framework.  Busse et al. [61] 

compared two data mining approaches for the classification of imbalanced data. In the 

context of a flexible manufacturing system, Horng and Lin [62] developed a hybrid 

classification tree (HCT) to classify the products of complicated machines. Separation matrix 

and fuzzy rules are used to split the data set into terminal clusters and further  classification 

and regression tree (CART) is used for classification of    terminal clusters. 40 % reduction in 

training time has been achieved by this method. Hsu and Wang [63] used a decision tree 

based approach to identify and classify significant patterns in the body shape of soldier. This 

sizing system provided the garment manufacturers with size specifications, design 

development, pattern grading and market analysis.  

 

Liao et al. [64] discussed a multi-layer perceptron neural network to model radiographic 

welding data. Kwak and Yin [65] presented a data-mining based production-control system 

for testing and rework in dynamic CIM. Their system analyses the present situation and 

suggests dispatching rules to be followed and also how data mining can be used to evaluate 

the effect of those decisions. It uses decision tree based module to generate classification 

rules on the partitioned data that are suitable for interpretation and verification by users  and 

stores the rule in the competitive decision selector (CDS) knowledge bases.  Zhang and Jiao 

[66] proposed an associative classification based recommendation system for personalization 

in B2C e-Commerce application to anticipate customers‟ heterogeneous requirement. They 

also discussed its implementation, design and system analysis on a web based environment.  
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From this review, the major application areas where data mining tools and techniques are 

used for classification include fault diagnosis, quality control and condition monitoring. In 

order to perform the classification task, decision tree, rough set theory, hybrid neural network 

and other hybrid approaches have been successfully used. Fuzzy logic is used with these 

techniques to deal with noise and uncertainty in the data. However, a few works have been 

carried out  where other functionalities are also performed with classification. Next section 

will deal with clustering and its performance on manufacturing databases.  

 

5. CLUSTERING IN MANUFACTURING  

Clustering is an important data mining function performed on specified manufacturing data. 

For example, in logistics and supply chain, order picking is routine in distribution centre. 

Before, picking a large set of orders, orders are clustered into batches to accelerate the 

product movement within the storage zone. Another example is the formation of cell in 

cellular manufacturing where clustering is used for design of the part families and machine 

cells simultaneously.  

Clustering is also known as unsupervised learning. Unlike classification (supervised 

learning), in clustering the class object of each data object is not known. Clustering maps a 

data item into one of several clusters, where clusters are natural grouping of data items based 

on similarity metrics or probability density models [6, 67].  Within the same cluster data 

objects are similar to one other and are dissimilar to the objects in other  clusters. Generally 

clustering techniques are classified in to following categories as: partitioning methods, 

hierarchical methods,  density based methods, grid  based methods, and model based 

methods. Liao and Wen [68] reviewed the application of artificial neural network  for 

clustering and classification. A detailed review  and study of clustering techniques, 

application areas are mentioned in [67]. 

 

A combination of self organizing map (SOM) neural networks and rule induction was used 

by [69] to identify the critical poor yield factors from normally collected wafer 

manufacturing data and thus increase the yield. The system is implemented with CorDex, 

which creates two dimensional relational topology, called “cluster map” that maintains the 

dimensional data interrelationship. To increase the yied of semiconductor manufacturing, 

Chien et al. [70] developed a framework consisting of Kruskal-wallis test, K-means 

clustering, and variance reduction splitting criteria.  Sebzalli and Wang [71] applied principal 

component analysis and fuzzy c-means clustering to a refinery catalytic process to identify 
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operational spaces and develop operational strategies for the manufacture of desired products 

and to minimize the loss of product during system changeover. Four operational zones were 

discovered, with three for product grade and the fourth region giving high probability of 

producing off-specification product. Liao et al. [72] presented fuzzy clustering based 

techniques for the detection of welding flaws. A comparative study between fuzzy k-nearest 

neighbours clustering  and fuzzy c-means clustering has been performed.  

 

Engineering design is knowledge intensive. Jin and Ishino [73] proposed a Design Activity 

Knowledge Acquisition(DAKA) Framework to discover useful design activity knowledge 

from the CAD event data. The discovered knowledge reflects a trajectory of designers 

approach to reach a final design product model and identifies key design operation for 

specific design tasks.   Kim and Ding  [74] proposed a data mining aided optimal design 

method for fixture layout in a four station SUV side panel assembly process. Clustering and 

classifications are carried out for generating design library and design selection rules 

respectively. A comparative study of fuzzy c means clustering and crisp methods has been 

carried out on cell design problems. Torkul et al. [75] showed the outperformance of  Fuzzy 

c means clustering over crisp methods on a selected data set. Romanowski and Nagi [76] 

proposed a design system which supports the feedback of data mined knowledge from the 

life cycle data to the initial stages of the design process.    Romanowski and Nagi [77-78] 

applied a data-mining approach for forming generic bills of materials (GBOMS), entities that 

represent the different variants in a product family and facilitate the search for similar 

designs and the configurations of new variants. By combining data-mining approaches such 

as text and tree mining in a new tree union procedure that embodies the GBOM and design 

constraints in constrained XML, the technical difficulties associated with a GBOM are 

resolved. In these works, BOM are clustered into product families and subfamilies.  

 

With the increase of automated data generation and gathering in manufacturing, mining 

interesting patterns is of utmost concern. Kusiak [79-80] presented various algorithms and 

models for data analysis including cluster analysis, precedence analysis and other data 

mining methods. Lee et al. [81] proposed an intelligent in-line measurement sampling 

method for process excursion monitoring and control in semiconductor manufacturing. Chip 

locations were clustered within the wafer through SOM classifications. It has been shown 

that the generated sampling method can be very effective for all defect detection despite 

small sampling size. Crespo and Weber [82] presented  a fuzzy c means clustering based 

methodology for  dynamic data mining and applied it on real life data. In the era of web 
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based design and manufacturing, web mining is now frequently used  to mine useful 

information.  

 

Caramia and Felici [83] applied a clique based approach to mine relevant information on 

web.  It is used to enhance the capability of a search engine, for example to identify structural 

information in a set of pages, or to provide semantic extension to search for key words. Liao 

et al.[84] proposed an adaptive genetic clustering method for exploratory mining of feature 

vector and time series data. The proposed approach produced comparable or better clustering 

accuracies than k-means approach tested on bench mark datasets. Inada and Terano [85] 

presented a useful and effective method “QC Chart Mining” to extract the systematic patterns 

from quality control charts in order to manage the clinical test data. Huang et al. [86] 

presented an integrated diagnostic support system which uses hybrid rough set theory and 

genetic algorithm. The proposed approach has been applied at a mother board manufacturing 

company to discover decision rules for EMI faults. The average diagnostic accuracy of 80% 

showed that this hybrid model is promising  for an EMI diagnostic support system. 

   

Customer service support is an integral part of big manufacturing companies that 

manufacture and market expensive machines and electronic equipment. Hui and Jha [87] 

investigated the application of data mining techniques  to extract knowledge from the 

customer service database for decision support and fault diagnosis. Both structured and 

unstructured data are mined  over the world wide web. Proposed data mining technique 

integrates the neural network, case based reasoning, rule based reasoning  for classification 

and clustering purposes. Syemeonidis et al.[88] applied data mining to make the ERP system 

more versatile and adaptive by integrating the knowledge extracted in companies‟ selling 

policies and thus determine the customer trend. Qian et al. [89] applied clustering algorithms 

for churn detection via customer profile modelling.  Chen et al. [90] proposed an association 

rule mining based algorithm, which automatically consolidates orders into batches  for 

minimizing the cost in terms of distance and time. In another work[91], they used association 

rule mining and 0-1 integer programming model for the same objective. 

 

From this review, the major areas where clustering is used for deriving useful knowledge 

include customer service support, yield improvement, Fault diagnostics etc,. The major tools 

and techniques used for clustering purposes include Neural Network, Fuzzy with K means or 

C Means clustering. However, several hybrid tools with fuzzy techniques have also been 
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developed for the problem specific domains. The next section will deal with prediction in 

manufacturing.  

 

6. PREDICTION IN MANUFACTURING  

Predictability of manufacturing process, quality, maintenance, defects, or even system is of 

vital importance [92]. For example in the context of maintenance, prediction can be made 

about what condition maintenance will be required or how equipment will deteriorate based 

on the analysis of past data. 

  

Prediction is a learning function that maps a data item to a real valued prediction variable. 

Prediction can be viewed as the construction and use of a model to assess the class of an 

unlabelled sample, or to assess the value or value range of an  attribute that a given sample is 

likely  to have. Customer relations management is an area where data mining is extensively 

used for predicting the behaviours of customers. Morita  et al. [93] developed a data mining 

server program that uses rule induction and memory based reasoning to effectively predict 

the customer behaviour in telecommunication industry. Tseng et al. [94] presents a data 

mining  based hybrid approach consisting of new rough set algorithm for feature selection 

and multi-class Support Vector Machine (SVM) method for more accurate prediction. This 

technique has been applied on a case study of supplier selection problem in predicting the 

preferred supplier of a video game system.  

 

Sylvain et al.[95] used different data mining techniques including decision trees, rough sets, 

regression and neural networks to predict component failure based on the data collected from 

the sensors of an aircraft. Their results also led to the design of preventive maintenance 

policies before the failure of any component. Lin and Tseng [96] introduced a cerebellar 

model articulation controller (CMAC) neural network based machine performance estimation 

model. CMAC-PEM was used to fuse sensory data,  to predict machine reliabilities, and for 

condition based predictive maintenance. Yarn et al. [97] presented an intelligent  predictive 

decision support system(IPDSS) for condition based maintenance. The proposed IPDSS 

model uses the recurrent neural network model in predicting the  faults of critical equipment 

in a power plant. Earlier indication of failure   provides more time for proper maintenance 

planning and scheduling. Zhou et al. [98] developed an agent based framework for intelligent 

prediction and monitoring of equipment failure and thereby support equipment prognostics 

and diagnostics. Data mining was used for the intelligent prediction engine, which is the key 

component of the system. Kusiak and Shah [99] proposed a data mining based robust alarm 
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system architecture for predicting incoming faults of water chemistry faults. The decision 

tree (DT) algorithm is used for learning and prediction purpose. However, the modular 

architecture of the developed system allows alternative knowledge generation modules to be 

incorporated using other data mining approaches such as  simulation, analytical models and 

domain knowledge.Tsai et al [100] presented a case based reasoning (CBR) system using 

intelligent indexing and reasoning approaches for PCB defect prediction.  

 

Lead time and due date estimation are important issues as they critically affect customer 

relations and shop floor management practices. Regression tree based DM approach has been 

used by Ozturk et al. [101],  to estimate manufacturing lead time. Sha and Liu [102] 

incorporated a data mining  tool with a due date assignment method called Total work 

content. The decision  tree is used for mining the knowledge of job scheduling about due date 

assignment in a dynamic job shop environment, which is represented by IF-THEN rules. 

Song et al. [l03] applied a rough set theory based approach to predict the  feasibility of a plan 

in a complex remanufacturing system. It includes selecting training dataset, attribute 

discrimination, attribute reduction, rule generalization and decision making. This research 

provided the basis for developing a data mining  based simulation method with complicated 

constraints. A hybrid knowledge discovery model using decision tree and back propagation 

neural network has  been developed by [104], to determine the appropriate dispatching rule 

based on production data with noise information and predicting rule's performance. Chang et 

al. [l05] developed an evolving fuzzy rule (EFR) method based on Wang and Mendels [106] 

method for due date assignment problem in manufacturing. The performance as compared 

with CBR and Multi-layer perceptron shows the efficacy of the approach. Chien et at. [l07] 

developed a methodology for predicting cycle time based on data mining and domain 

knowledge, given production status and including WIP and throughput.  

 

Model selection and cross-validation (CV) are critical issues in data collection and data 

mining for predicting the performance of manufacturing processes. Feng et al  [108-109] 

showed that there is no significant statistical advantage of using fivefold CV over threefold 

CV and or of using two hidden layer neural network over one hidden layer neural nets for 

turning surface roughness data. Pasek [51] used the rough set theory based classifier for the 

prediction of cutting tool wear. For  tool condition monitoring, [110] applied NN for 

recognition of tool condition  monitoring system. Then, the support vector machine approach 

with two  regularization parameter was employed to adjust the recognition ability for each 

tool wear condition separately. The experimental result showed that the proposed model can 
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reliably identify tool flank wear and reduce the over due prediction of  worn tool conditions 

and its relative loss. Tseng et at. [l11-112] proposed RST based approach to solve the quality 

assurance problem in predicting the acceptance of CNC machined parts, rather than 

focussing on the prediction of precise surface roughness values. The rule composition 

algorithm and rule validation procedure provides a higher accuracy prediction tool for 

investigating features. In context of E-Manufacturing environment, [13] applied data mining  

and type II fuzzy system for predicting the system output of a CNC turning operation. Feng 

and Wang [114] investigated the application of two competing  data mining technique, 

regression analysis and artificial neural network, to  develop the predictive model of knurling 

process. Fractional factorial design and design of experiment were used to plan the 

experiment and hypothesis testing was conducted to test the each model. It has been 

concluded that neural network is preferred in comparison to regression modelling.  

 

Kusiak[115-l19] extensively used data mining for medical and engineering  applications. He 

introduced a novel data transformation method called feature  bundling to improve the 

classification accuracy of decision rules [116]. A list of decomposition methods have been 

described in [117] to enhance the quality of  knowledge mined from vast industrial databases. 

A data mining based approach was applied for identifying in-variant objects(a set of 

feature/parameter values) in semiconductor applications [118]. Rough set theory has been 

proved to  be a powerful tool for discovering new knowledge and autonomous decision 

making. Kusiak [119] discussed the basic concept of RST as a prediction model.  All these 

concepts follow the evolutionary computational approach for extending  the longevity of 

knowledge. For the case where data are highly noisy, Last and  Kandel [20] presented a novel 

perception based method called Automated  Perception Network (APN), for automated 

construction of compact and  interpretable models. Their proposed method was applied on 

real world dataset from semiconductor industry demonstrating the improved prediction 

capability of  the constructed model. Li et al. [121] presented a genetic programming based 

DM approach for a yield prediction system and performed automated discovery of the 

significant factors that might cause low yield. The robustness and effectiveness of approach 

has been shown on well known DRAM fab's real data. An integrated yield management 

system, called the Advanced Statistical Bin Limit (A-SBL) system has been proposed by 

Kang et al. [122]. It uses inductive decision trees and neural network to manage yields over 

major manufacturing processes and provides functions to identify causal relationships 

between them such as yield prediction, process capability monitoring, feature selection, and 

wafer map  stability monitoring. Zhou et al.[123] applied C4.5 algorithm for drop test 
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analysis of electronic goods. They focussed on predicting the integrity of the  solder joints  or 

large components on the PCBs but the approach can also be extended to other  parts. A  

comparative study of implicit and explicit methods to predict the non- linear  behaviour of 

the manufacturing process, using statistical procedure, neural network and case based 

reasoning(CBR) was discussed by Kim and Lee [I24]. 

 

Knowledge elicitation is a technique that is generally used for producing rules  based on 

human expertise. A method was developed by [125] to fuse knowledge  elicitation and data 

mining using an expert system. Hsieh [126] developed neural  network and statistical method 

based thermal profile model for stress level prediction under voltage stress. The ANN 

performance was found better in comparison to regression analysis. A novel research has 

been done by Mere et al. [l27] in developing the predictive model for optimal mechanical 

properties of  galvanised steel by using a combination of clustering and neural networks.  

Clustering was used in the first instance and then neural networks were applied to  the 

clusters to predict the mechanical properties of the steel. Another interesting  work is 

reported by Yuan et al. [l28] in determining the toxicity (Microtox) in the process effluents 

from a chemical plant using neural networks and principal component analysis. Their 

software analyser predicts the toxicity level and helps in developing strategies in process 

operations for toxicity reduction in the effluents. A supervised learner for eradicating the 

difficulties encountered in MEWMA has been developed by Li et al. [l29]. They show that 

the tree based supervised learner can potentially detect change points in the control chart  as 

it produces predictions that are piecewise constant. A data mining approach for analyzing 

significance of nonlinearity effects in a multi station process has  been applied by [130]. 

Regression tree based predictive model was used in  identifying the critical factors, and 

responses. They also provided the guideline for  users to decide when a nonlinear model 

should be used instead of a linear model.  

 

Rajgopal and Castillo [131] proposed a Bayesian method that is able to set tolerance limit on 

one or more responses to provide a given desired probability of conformance, and to 

determine at the same time the optimal setting of the control  factors that the responses 

depend upon. Past data can be used for the prediction of  cycle time for a product in a 

factory. A comparative study of regression tree, K-nearest neighbour hood and clustering has  

been presented by Backus et al. [132] to predict the intermediate cycle time of products. 

Giess et al. [133-134] developed a predictive model for manufacturing and an assembly 

database of gas turbine rotors to determine and  quantify relationships between the various 
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balance and vibration tests and highlight critical areas. This knowledge could then be fed 

back to the designers to  improve tolerance decisions in the future design of  components. 

They used a  decision tree at the initial stage to determine appropriate areas of investigation 

and  to identify problems with the data. At the next stage, a neural network was used to 

model the data. Ho et al. [I35] proposed an intelligent production workflow mining system 

with integrated OLAP and data  mining technology, combining ANN and fuzzy rule sets to 

realize knowledge discovery and decision support in high quality manufacturing. The result 

showed that their model is capable of producing accurate predictions over different  

manufacturing processes within production workflow. A knowledge based  approximate life 

cycle assessment system  (KALCS) is developed by Park and  Seo [136], to assess the 

environmental  impacts of product design alternatives. 

 

From this review, major areas where prediction has been applied as data mining function 

include maintenance, defect prediction,  manufacturing system, surface roughness, 

manufacturing processes and as  decision support system. The data mining tools used include 

regression tree,  ANN, rough set theory, decision induction trees and hybrid algorithms. Next  

section will deal with the application of association in manufacturing.  

 

7. ASSOCIATION IN MANUFACTURING  

Association rules mining were first introduced in 1993[137] and are used to identify 

relationships between a set of items in a database.  These relationships are not based on 

inherent properties of the data themselves (as with functional dependencies), but rather are 

based on co-occurrence of the data items. Generally it is used by management for market 

basket type analysis to discover association rules to increase the effectiveness (and reduce the 

cost) associated with advertising, marketing, inventory, and stock location on the floor. In 

manufacturing, Association rules can be used for  prediction of failure in telecommunications 

networks by identifying what events occur before a failure. 

 

In design contexts, the associations between requirements may provide additional 

information useful for the design. For example, technical specifications might state that a car 

that has two doors and a diesel engine requires a specific speed transmission. In such cases, 

knowing the number of cars with two doors and the number of cars with a diesel engine is 

not relevant. To determine the capacity of manufacturing process, it is necessary to know the 

number of cars with two doors and a diesel engine. The nature of these association can be 

extracted by applying data mining algorithms on the database. More over, these associations 
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may have prespecified strength and confidence. A detailed survey of association rule has 

been carried out by [138-139]. 

 

Kusiak [60] applied rough set theory to derive associations between the process control 

parameters and the product families in the form of decision rules. Using the example of metal 

forming industry, he showed that a control signature can be found to produce good quality 

products. Agard and Kusiak [140] applied association rule mining base algorithm to generate 

the knowledge for the selection of subassemblies based on the analysis of prior orders 

received from the customers. The generated knowledge can be applied to construct a model  

for selection of subassemblies for timely delivery from the suppliers to the contractors.   

 

Buddhakulsomsimri  et al. [141] developed a new association rule generation algorithm to 

extract the knowledge (in the form of rule) used to identify the root cause of the particular 

warranty problem and to develop useful conclusions from automotive warranty data. This 

knowledge was presented in the form of IF-THEN association rules, where if portions of the 

rule contain the product feature attributes and the THEN portion include problem related 

labour code. Chen and Wu [91] applied the association rule mining to derive the association 

rule, which imply the customer demand pattern directly from the order databases. By 

applying the association function, to an order database certain sets of customer orders that 

frequently consists of certain product items can be inducted.    

 

Companies design and manufacture widely diversified products to satisfy the needs of their 

customer and markets. Using data from aerospace industry, Shahbaz  et al. [142] applied the 

association rule mining on historical product (Fan blade) data to extract the information 

about the process limitations and knowledge of the association between particular product 

dimensions.  Generated information can then be feedback to establish design change 

requirement and product quality improvement. Agard and Kusiak [143] applied data mining 

to customer response data for its utilization in the design of product families. They used 

clustering for customer segmentation, i.e. to group the customers. The requirements from the 

product were then analyzed using association rules for the design of the product. Cunha et al. 

[144] applied the association rule mining for improving the quality of assembly operations. 

The computational result showed that the source of assembly fault can be detected using 

association rule, even in the presence of noise. The associations extracted can be used to 

improve production quality by avoiding “risky” sequences. Chao et al. [145] presented an 

intelligent system to generate associative data for input in layout generation tools. They used 
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an expert system, object oriented database and cluster analysis, which ensures data 

consistency and determines the strength of relationship between the two items under 

consideration. Woon  et al. [146] proposed a method termed as Product development miner 

(PDMiner) to mine the web logs efficiently and effectively using association rule and 

sequential pattern mining. Tsai and Chang [147] proposed an intelligent design retrieval 

system that applies feature relation association and object form association. A Fuzzy ART 

neural network has been used to search for relevant designs based on object form 

associations.  

 

Chen [148] used association rules for cell-formation problems. Associations among the 

machines are found from the process database, which leads to the identification of the 

occurrences of other machines with the occurrence of a machine in the cell. This approach 

also clusters the parts and machines into families and cells simultaneously and hence requires 

minimal manual judgement. Wang et al. [149] proposed the integration of variable precision 

rough set and fuzzy clustering to generate the effective association rule for manufacturing 

process planning. Algorithm showed the superiority over fuzzy decision technique and 

entropy based analysis method. Chen et al. [150] generated association rules for defect 

detection in semiconductor manufacturing. They determined the association between 

different machines and their combination with defects to determine the defective machine.  

 

Jiao and Zhang [151] developed explicit decision support to improve the product portfolio 

identification issue by using association rule mining from past sales and product records. It 

discovers associations among customers needs, marketing folk and designers. In a further 

extension of their work, they  applied an association rule mining technique to deal with 

product and process variety mapping [152]. The mapping relationships are embodied in 

association rules, which can be deployed to support production planning of product families 

within existing production processes. A case study of mass customization of vibration motors 

has been illustrated  to demonstrate how the association rule mining mechanism helps 

maintain the coherence between product and process variety. Shao  et al. [153] proposed a 

data mining based architecture to discover customer group based configuration rules in 

configuration design. The association rule mining based on apriori algorithm was used to get 

the association rules between of clusters of products specifications and configuration 

alternatives.  
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This review shows that the major area where association as a data mining function has been 

applied include product design, process control,  mass customization, cellular design etc. 

Association rule mining has been applied as a dominating tool to identify the associations 

among variables.  

 

8. Detailed Analysis and Discussion: A Text Mining perspective on reviewed literature 

The reviewed literature shows that there is a rapid growth in the application of data mining in 

manufacturing, particularly in the semiconductor industry. However, there is still slow 

adoption of this technology in some manufacturing industries, for several reasons including: 

 In any particular knowledge area, it is very difficult to determine, what type of 

      data mining function should be performed? 

 In many cases a number of data mining techniques are possible, but which 

     technique should be used, or  which  one is most appropriate?  

To address these questions, a novel text mining based approach has been applied on the 

reviewed literature‟s keywords and abstracts to identify  patterns in the applications areas, 

techniques and data mining functions.  

 

 

8.1 Benefits of applying Text Mining on Keyword and abstracts of reviewed literature 

The objectives of this text mining are as follows: 

 to automate the process of finding a research gap among the reviewed literature  

 to identify any overlooked and under examined areas. 

 to extract common patterns of good practices for data mining applications in 

manufacturing. 

 to find a linkage between knowledge area, data mining function, and data mining 

technique used. 

 to find key features which are novel for data mining users in manufacturing.  

The next section discusses the text mining experiments undertaken using the abstract and 

keywords of 150 reviewed papers.  

 

8.2 Knowledge Discovery in Text and Text Mining Applications on Literature Review  

Following the definition of KDD by Fayyad et al. [12], Karanikous and Theoudoulidis [154] 

defined KDT as “the nontrivial process of identifying valid, novel, potentially useful, and 

ultimately understandable patterns in unstructured data”. Text Mining (TM) is also a step in 

the KDT process consisting of particular data mining and natural language processing 
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algorithms that under certain computational efficiency and limitations produces a particular 

enumeration of patterns over a set of unstructured textual data. KDT in reviewed literature 

mainly consists of three steps as follows:  

1.Abstract and keyword collection:  In our experiments, the abstracts  and key words of the 

literature reviewed in this paper have been collected. Key words have also been identified 

from the papers and added to the abstract for text mining.  

2. Retrieving and pre-processing documents: Abstracts have only been taken from papers 

which deploy data mining methodology to solve problems of manufacturing. The 

additional key words have been identified based on knowledge area, function performed 

and technique used. The major knowledge areas examined include manufacturing system, 

quality control, fault diagnosis, maintenance, job shop, yield improvement, manufacturing 

process, fault diagnosis, product design, production control, and supply chain management. 

Similarly, the functions considered include concept description, classification, clustering, 

prediction and association. Major  techniques used include rough set theory, decision tree, 

statistics, neural network, association rule, fuzzy c means clustering, regression analysis 

and hybrid algorithms. In this context, the term “hybrid algorithm” indicates that either a 

group of algorithms have been used in combination to solve a particular problem, or a 

group of algorithms have been used at different stages of data mining.  

3. Text Mining: For the current purpose, text analysis and link analysis were used  to 

extract patterns, trends, useful knowledge and meet the listed benefits. 

 

[1] Automated process and identification of the research gaps: Our experiments tried to 

show if text mining could automate the process  of searching for relevant literature in 

particular topic area and subsequently identify research gaps. Figure 2 schematically 

represents the extracted keywords in the form of rules. These show that very little work 

has been carried out in the area of supply chain management and logistics with only 5 

identified examples found within the 150 papers. Barcode and Radio frequency 

identification (RFID) are currently the key to supply chain infrastructure. Since these 

techniques generates a huge amount of data they potentially provide sources of useful 

data for data mining based decision support systems to provide intelligent decisions. 

However no examples of these tools being used in data mining context were found hence, 

the text mining has identified a potential research gap. In addition, data mining could be 

used as an integral part of supply chain planning and optimization  software to analyze 

data and transaction to give managers a range of decision choices. Other areas with low 

application rates of data mining and potential research gaps identified are integration of 
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data mining system with ERP system, production planning and control.  In the area of 

distributed manufacturing, data mining can be integrated with agent technology which 

can be realized for a productive  data mining system.  

<<Include figure 2 about here>> 

 

[2] Identifying the overlooked and under examined areas :  Figure 2 shows the number of 

papers published in various areas of manufacturing. It shows that several  work has been 

carried out in the area of data mining applications in quality control,  manufacturing 

process, product design, fault diagnosis, maintenance, manufacturing system, job shop 

type problems, and yield improvement of semiconductor industries.  The reasons for this 

may be that large volumes of data are generated during manufacture and easily available 

for use. Another important aspect is that most of the work has been carried out in 

semiconductor industries where small improvements can have a significant impact in this 

industry. The figure also clearly shows areas where little research  has been carried out 

including Supply chain management, production planning and distributed manufacturing 

(agent technology). This may mainly be due to problems encountered during  integration 

issues of the existing system with data mining system. Less work has been carried in the 

application of association rule mining in manufacturing in comparison to other 

approaches. 

[3] Extracting common patterns of good practices: The TM experiments also showed that 

techniques like neural network, regression analysis, rough set theory and decision tree are 

mostly used for prediction purposes in manufacturing. For clustering purposes, mostly 

hybrid algorithms and fuzzy C means clustering has been used. Most of the hybrid 

algorithms include neural network as a primary tool. Similarly for the classification 

purposes hybrids of neural network, or rough set  theory have been used. However, 

association rule mining has also proved to be an effective tool for identifying the 

association in manufacturing. These results are represented in the link analysis as shown 

in figure 4. This pictorially shows the linkage between found patterns, where the bolder 

lines show greater support in the links. 

<<Include figure 3 about here>> 

 

[4] Finding a linkage between manufacturing knowledge area, data mining function, 

and data mining technique used: One of the major benefits of the application of text 

mining on reviewed literature is to establish a linkage between, various knowledge area, 

data mining techniques and functions performed using link term analysis tool of text 

mining. It  visually  represents the relations between key words in the textual abstract. 
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Results of the link terms analysis are presented as a graph displaying a cluster of linked 

objects  supporting various object manipulation and drill down operations.  This 

mechanism provides the quickest way to understand the most prominent semantic 

characteristics of the explored data. Figure 4 shows the linkages between various 

manufacturing area and data mining techniques used to solve the problem. Again, the 

bolder lines show stronger links (or greater use). 

<<Include figure 4 about here>> 

It can be seen from figure 4 that some of the techniques have  been more frequently used in a 

particular type of manufacturing area. For example, neural network is mostly applied to 

analyse the manufacturing process related data than others. Similarly, association rule mining 

has been applied more frequently to analyse product design related data. 

<<Include figure 5 about here>> 

Figure 5 shows the linkages between various manufacturing area and data mining functions 

performed. It is evident from the figure that certain type of function are more frequently 

applied on a particular manufacturing area. It includes, prediction in manufacturing 

processes, maintenance and job shop,  association in product design, concept description for 

job shop type problem, classification in quality control. Figure 6 represents the linkages 

between manufacturing area, function and techniques used. It can be used to prioritize the 

data mining functions and technique for a particular manufacturing area. For example, It can 

be seen in figure 6 that there is deeper link between manufacturing process, prediction and 

neural network. Therefore, neural network can be used as a tool among loads of tools for 

prediction purposes in manufacturing process. Similarly, for association among product 

design related problem, priority should be given to association rule mining.  

<<Include figure 6 about here>> 

 

[5] Finding novel features for data mining users in manufacturing: The text mining 

experiments also enabled  some of the novel features which were commonly used by data 

mining practitioners in manufacturing to be identified. One of them is the increased use of 

hybrid algorithms in manufacturing. There is universally best data mining methods for all 

manufacturing contexts.  Therefore, there is an increased used of combinations of traditional 

data mining algorithms to capture advantages from each technique used. It has been found 

that in order to perform several functions in a problem area several algorithms may be used at 

different stages of data mining. Another noticeable factor is the use of Fuzzy sets with 

various data mining techniques. One of the reason for this may be, that  fuzzy sets are 

inherently inclined towards coping with linguistic domain knowledge and producing  more 

interpretable solutions. In addition, fuzzy sets in association with a particular data mining 

technology are capable of handling the issues related to understadability of patterns, 
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incomplete and noisy data, and human interaction, and can provide approximate solutions 

faster. It has been found that hybridization of neural  network and fuzzy logic is of increased 

use in manufacturing. In addition, researchers and practitioners have also modelled, or 

advanced the existing algorithms according to the problem environment. Thus, it can be said 

that hybridization of data mining algorithms may lead to a better solution quality comparison 

to existing and traditional algorithms.  

 

9. CONCLUSION 

Knowledge discovery and data mining have created new intelligent tools for extracting useful 

information and knowledge automatically from manufacturing databases. The present article 

provides a survey of the available literature on data mining applications in manufacturing 

with a special emphasis on the kind of knowledge mined. Type of knowledge indicates the 

major data mining functions to be performed include characterization and description, 

association, classification, prediction, clustering in data. It has been found that there is an 

exponential growth in the number of papers in last 3 years.  

A novel text mining approach has been applied on the reviewed literature to identify the 

research gap, examine the under looked and overlooked areas, identifying good practices data 

mining in manufacturing and some key features unknown to  data mining practitioners. A 

correlation and linkage has been established between knowledge area, knowledge mined and 

technique used based on the past practices to provide the user a choice of technique. It has 

been found that some area such as supply chain management, production planning and 

control,   and integration of data mining system with existing system needs attention for the 

research community.  
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Figure 2: Text analysis on data and generated rules. 
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Figure 3: Linkage and correlation between data mining functions  and techniques 

 

 

 

 

 

   

Figure 4: Linkage and correlation between manufacturing area and data mining 

techniques.  
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Figure 5: Correlation and linkage between data mining functions and 

manufacturing area 
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Figure 6: Linkages between knowledge area, knowledge mined and techniques used 

 


