|JRET: International Journal of Research in Engineering and Technology

el SSN: 2319-1163 | pl SSN: 2321-7308

DATA MINING TECHNIQUES: A SURVEY PAPER

Nikita Jain?, Vishal Srivastava®

M. Tech. Scholar, 2Associate Professor, Arya College of Engineering and I T, Rajasthan, India,
nikitagoodjain@gmail.com, vishal500371@yahaoo.co.in

Abstract
In this paper, the concept of data mining was summarized and its significance towards its methodol ogies was illustrated. The data
mining based on Neural Network and Genetic Algorithm is researched in detail and the key technology and ways to achieve the data
mining on Neural Network and Genetic Algorithm are also surveyed. This paper also conducts a formal review of the area of rule

extraction from ANN and GA.
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1. INTRODUCTION

Data mining refers to extracting or mining the kihedge from
large amount of data. The term data mining is gmately
named as ‘Knowledge mining from data’ or “Knowledge
mining”.

Data collection and storage technology has mapgesisible for
organizations to accumulate huge amounts of datkvesdr
cost. Exploiting this stored data, in order to agtruseful and
actionable information, is the overall goal of tlgeneric
activity termed as data mining. The following défon is
given:

Data mining is the process of exploration and asislyby
automatic or semiautomatic means, of large quantitif data
in order to discover meaningful patterns and rules.

In [1], the following definition is given:

Data mining is the process of exploration and asislyby
automatic or semiautomatic means, of large quantitif data
in order to discover meaningful patterns and rules.

Data mining is an interdisciplinary subfield of cpuater
science which involves computational process ofijdadata
sets’ patterns discovery. The goal of this advanaedlysis
process is to extract information from a data set @ansform
it into an understandable structure for further. d$ee methods
used are at the juncture of artificial intelligenamachine
learning, statistics, database systems and busimetiggence.
Data Mining is about solving problems by analyzidgta
already present in databases [2].

Data mining is also stated as essential processawhilligent
methods are applied in order to extract the dattzes.

Data mining consists of five major elements:

» Extract, transform, and load transaction data anéo
data warehouse system.

e« Store and manage the data in a multidimensional
database system.

e Provide data access to business analysts and
information technology professionals.

« Analyze the data by application software.

« Present the data in a useful format, such as ehgrap
table.

Data mining functionalities are used to specify t#ied of
patterns to be found in data mining tasks. Datainginasks
can be classified in two categories-descriptive pretlictive.
Descriptive mining tasks characterize the genemapgrties of
the data in database. Predictive mining tasks parfoference
on the current data in order to make predictions.

The purpose of a data mining effort is normallyeitto create
a descriptive model or a predictive model. descriptive
model presents, in concise form, the main charactesistfche
data set. It is essentially a summary of the datatp, making
it possible to study important aspects of the data Typically,
a descriptive model is found through undirectedadaining;
i.e. a bottom-up approach where the data “speakdtdelf”.
Undirected data mining finds patterns in the databsit leaves
the interpretation of the patterns to the data mihke purpose
of a predictive mode is to allow the data miner to predict an
unknown (often future) value of a specific varighiee target
variable. If the target value is one of a predefimamber of
discrete (class) labels, the data mining task idleda
classification. If the target variable is a reatnher, the task is
regression.

The predictive model is thus created from givenwnwalues
of variables, possibly including previous valuestioé¢ target
variable. The training data consists of pairs ofsugements,
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each consisting of an input vector x (i) with aresponding
target value y(i). The predictive model is an estion of the
function y=f(x; q) able to predict a value y, givam input
vector of measured values x and a set of estingdesimeters g
for the model f. The process of finding the bestatues is the
core of the data mining technique [3].

At the core of the data mining process is the use data
mining technique. Some data mining techniques tiyrebtain
the information by performing a descriptive pagtiing of the
data. More often, however, data mining techniquébze
stored data in order to build predictive modelarfra general
perspective, there is strong agreement among lesgarchers
and executives about the criteria that all datamgitechniques
must meet. Most importantly, the techniques shdalde high
performance. This criterion is, for predictive mibicg,
understood to mean that the technique should pedumdels
that will generalize well, i.e. models having higlzcuracy
when performing predictions based on novel data.

Classification and prediction are two forms of datalysis that
can be used to extract models describing the irapbrdata
classes or to predict the future data trends. Sunalysis can
help to provide us with a better understandinghef tlata at
large. The classification predicts categorical ddite,
unordered) labels, prediction model, and continugakied
function.

2. METHODOLOGIESOF DATA MINING
2.1Neural Network

Neural Network or an artificial neural network ishlogical
system that detects patterns and makes predicilitvesgreatest
breakthroughs in neural network in recent yearsiaréheir
application to real world problems like customespense
prediction, fraud detection etc. Data mining teqgueis such as
neural networks are able to model the relationsthipsexist in
data collections and can therefore be used foreasing
business intelligence across a variety of busirggsications
[4]. This powerful predictive modelling techniquesates very
complex models that are really difficult to undarst by even
experts. Neural Networks are used in a varietypplieations.
It is shown in fig.1. Artificial neural network havbecome a
powerful tool in tasks like pattern recognition, cidéon
problem or predication applications. It is one bé tnewest
signals processing technology. ANN is an adaptia® linear
system that learns to perform a function from data that
adaptive phase is normally training phase whereteBys
parameter is change during operations. After tlanitrg is
complete the parameter are fixed. If there are dbtdata and
problem is poorly understandable then using ANN ehdd
accurate, the non linear characteristics of ANNvige it lots
of flexibility to achieve input output map. Artifed Neural
Networks, provide user the capabilities to selbet hetwork

topology, performance parameter, learning rule stghping
criteria.
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Fig: 1 Neural Network with hidden layers

2.2 Decision Trees

A decision tree is a flow chart like structure waeach node
denotes a test on an attribute value, each bramesents an
outcome of the test and tree leaves representeslassclass
distribution. A decision tree is a predictive modebst often

used for classification. Decision trees partitibe fnput space
into cells where each cell belongs to one class. @rtitioning

is represented as a sequence of tests. Each mbexde in the
decision tree tests the value of some input vagjabhd the
branches from the node are labelled with the pessésults of
the test. The leaf nodes represent the cells aecifgghe class
to return if that leaf node is reached. The clasaiibn of a

specific input instance is thus performed by stgrtat the root
node and, depending on the results of the testswiog the

appropriate branches until a leaf node is reacbg®¢cision

tree is represented in figure 2.

Fig 2 Decision tree

Decision tree is a predictive model that can beveit as a tree
where each branch of the tree is a classificatiogstion and
leaves represent the partition of the data set witair
classification. The author defines a Decision Trag a
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schematic treshaped diagram used to determine a cour
action or show a statistical probability][@ecision trees ca
be viewed from the business perspective as crea#
segmentation of the original data set. Thus margatianager
make use of segmentation ofistomers, products and sa
region for predictive study. These predictive segmmealerivec
from the decision tree also come with a descriptadnthe
characteristics that define the predictive segmBetause o
their tree structure and skill to easggnerate rules the meth
is a favouredechnique for building understandable moc

2.3 Genetic Algorithm

Genetic Algorithm attempt to incorporate ideas aftunal
evaluation Thegeneral idea behind GAs is that we can bui
better solution if we somehow combine the "goodftpaf
other solutions (schemata theory), just like natdoes by
combining the DNA of living beings [7].

Genetic Algorithm is basically used as a problentvisg
strategy in order to provide with a optimal solatid’hey are
the best way to solve the problem for which liideknown.
They will work well in any search space becausg floem a
very general glorithm. The only thing to be known is what -
particular situation is where the solution perforuesy well,
and a genetic algorithm will generate a high quativlution.
Genetic algorithms use the principles of selectind evolutior
to produce several solutions to a giy@oblem. | is shown in

fig. 3.
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Fig 3: Structural view of Genetic Algorith

Genetic algorithms (GAs) [8are based on a biologic
applications; it depends on theory of evolution.aNIGAs are
used for problem solving, theolution has three distinct stag
e The solutions of the problem are encoded
representations that support the necessary variatiaol
selection operations; these representations, alted:
chromosomes, are as simple as bit str
» A fitness functionudges which solutions are the “be
life forms, that is, most appropriate for the swintof

the particular problem. These individuals are faedun
survival and reproduction, thus giving rise to gatien

Crossover and mutation produce a new ration of
individuals by recombining features of their paseiiventually
a generation of individuals will be interpreted bam the
original problem domain and the fit individual repents th
solution.

2.4 Rule Extraction

The taxonomy of Rule extraction contains three maiteda
for evaluation of algorithms: the scope use, the type of
dependency on the black box and the format of ttteaet
description. Thdirst dimension concerns with the scope of
of an algorithmeither regression cclassification. The second
dimension focuses on the extraction algorithm ore
underlying  blackeox: independe versus dependent
algorithms. Thethird criterion focuses on the obtained rt
that might be worthwhile; predictive versus descriptive
algorithms. Besidesthis taxonomy the evaluation crite
appears in almost all of these sun-Quality of the extracted
rule; Scalability of thealgorithm; consistenc of the algorithm

[9].

Generally a rule consists of two values. A hand antecedent
and a right hand consequent. An antecedent can dreeor
multiple conditions which must be true in order fthve
consequent to be true for a given accuracy whem
consequent is just a single condition. s while mining a rule
from a database antecedent, consequent, accuracy,
coverage are all targeted. Sometimes “interestisgjnis alsc
targeted used for ranking. The situation occursnafoges have
high coverage and accuracy but deviate from stalsddt is
also essential to netthat even though patterns are prodt
from rule induction system, they all not necesgarikan that :
left hand side (“if “part) should cause the righanid side
(“then”) part to happen. Once rules are created
interestingness is checked they cal used for predictions in
business where each rule performs a prediction ikgep
consequent as the target and the accuracy of tkearuthe
accuracy of the prediction which gives an oppottufor the
overall system to improve and perform w

For data mining domain, the lack of explanationilitbes
seems to be a serious drawback as it produce opaqdel,
along with that accuracy is also required. To reendhe
deficiency of ANN and decision tree, we suggeste
extraction to produce a trsparent model along with accuracy.
It is becoming increasingly apparent that the abseof an
explanation capability in ANN systems limits thealizations
of the full potential of such systems, and it isstiprecise
deficiency that the rule extractiorrocess seeks to reduce [10].
Experience from the field of expert systems haswshthat ar
explanation capability is a vital function providbeg symbolic
Al systems. In particular, the ability to generateen limited
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explanations is absolutely crucial for user acasgtaof such Measurement, Mining, vol. - 1, no.-1, pp. 84-96,
systems. Since the purpose of most data miningmssis to September2010.
support decision making, the need for explanatamilifies in [3] Zhao, Kaidi and Liu, Bing, Tirpark, Thomas M. and
these systems is apparent. But many systems musgheded Weimin, Xiao,”A Visual Data Mining Framework for
as black boxes; i.e. they are opaque to the user. Convenient Identification of Useful Knowledge”, IGD
'05 Proceedings of the Fifth IEEE International
For the rules to be useful there are two piecemfofmation Conference on Data Mining, vol.-1, no.-1,pp.- 530-
that must be supplied as well as the actual rule: 537,Dec 2005.
« Accuracy - How often is the rule correct? [4] R. Andrews, J. Diederich, A. B. Tickle,” A survenc
« Coverage - How often does the rule apply? critique of techniques for extracting rules froraimed
artificial neural networks”, Knowledge-Based
Only because the pattern in the data base is eseutess rule, it Systems,vol.- 8,n0.-6, pp.-378-389,1995.
does not mean that it is true always. So like dataing [5] Lior Rokach and Oded Maimon,“Data Mining with
algorithms it is equally important to identify antake obvious Decision Trees: Theory and Applications(Series in
the uncertainty in the rule. This is called accyraGhe Machine Perception and Artificial Intelligence)SBN:
coverage of the rule means how much of the dataftase 981-2771-719, World Scientific Publishing Company,
“covers” or applies to. 2008.
[6] Venkatadri.M and Lokanatha C. Reddy ,“A comparative
Craven and Shavlik in there paper [11] listed forgeria for study on decision tree classification algorithmdata
rule extraction, and they are as follows: mining” , International Journal Of Computer
« Comprehensibility: The extent to which extracted Applications In Engineering ,Technology And Sciesice
representations are humanly comprehensible. (MCAETS), Vol.- 2,no.- 2, pp. 24- 29, Sept 2010
- Fidelity: The extent to which extracted representations [7] ~ AnkitaAgarwal,"Secret Key Encryption algorithm ugin
accurately model the networks from which they were genetic algorithm”, vol.-2, no.-4, ISSN: 2277 128X,
extracted. IJARCSSE, pp. 57-61, April 2012.
« Accuracy: The ability of extracted representations to [8]  Li Lin, Longbing Cao, Jiagi Wang, Chengqi Zhang,
make accurate predictions on previously unseerscase “The Applications of Genetic ,/,Algorlthms' in Stock
. Scalability: The ability of the method to scale to Market Data Mining Optimisation”, Proceedings oftli

International Conference on Data Mining, Text Miin
and their Business Applications,pp- 593-604,sep620

Fu Xiuju and Lipo Wang “Rule Extraction from an RBF
Classifier Based on Class-Dependent Features *,
ISNN'0O5 Proceedings of the Second international
conference on Advances in Neural Networks ,volpt,p

682-687,2005.

networks with large input spaces and large numbérs
weighted connections.

* Generality: The extent to which the method requires (9]
special training.

CONCLUSIONS

If the conception of computer algorithms being lase the [10] H. Johan, B. Bart and V. Jan, “Using Rule Extrattio
evolutionary of the organism is surprising, theeasiveness Improve the Comprehensibility of Predictive Models”
with which these methodologies are applied in soyvaeas is In Open Access publication from Katholieke Univegii
no less than astonishing. At present data mining iew and Leuven, pp.1-56, 2006

important area of research and ANN itself is a \&rigable for [11] M. Craven and J. Shavlik, “Learning rules using ANN
solving the problems of data mining because itsattaristics Proceeding of 10 International Conference on Machine
of good robustness, self-organizing adaptive, paral Learning, pp.-73-80, July 1993.

processing, distributed storage and high degreefaoft
tolerance. The commercial, educational and scientif BIOGRAPHIES
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