
Research Article

Data Transmission Scheme Using Mobile Sink in
Static Wireless Sensor Network

Awais Ahmad,1 M. Mazhar Rathore,1 Anand Paul,1 and Bo-Wei Chen2

1School of Computer Science and Engineering, Kyungpook National University, 411-1, IT Building 4, 80 Daehak-ro, Buk gu,
Daegu 702-701, Republic of Korea
2Department of Electrical Engineering, National Cheng Kung University, No. 1 University Road, Tainan 701, Taiwan

Correspondence should be addressed to Anand Paul; paul.editor@gmail.com

Received 20 March 2015; Accepted 21 May 2015

Academic Editor: Marco Anisetti

Copyright © 2015 Awais Ahmad et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Multihop communication inwireless sensor network (WSN) brings new challenges in reliable data transmission. Recentwork shows
that data collection from sensor nodes using mobile sink minimizes multihop data transmission and improves energy e�ciency.
However, due to continuous movements, mobile sink has limited communication time to collect data from sensor nodes, which
results in rapid depletion of node’s energy. �erefore, we propose a data transmission scheme that addresses the aforementioned
constraints.�e proposed scheme �rst �nds out the group based region on the basis of localization information of the sensor nodes
and prede�ned trajectory information of a mobile sink. A	er determining the group region in the network, selection of master
nodes is made. �e master nodes directly transmit their data to the mobile sink upon its arrival at their group region through
restricted 
ooding scheme. In addition, the agent node concept is introduced for swapping of the role of the master nodes in each
group region. �e master node when consuming energy up to a certain threshold, neighboring node with second highest residual
energy is selected as an agent node. �e mathematical analysis shows that the selection of agent node maximizes the throughput
while minimizing transmission delay in the network.

1. Introduction

Recently,much attention has been paid towireless sensor net-
work (WSN) that usesmobile sink for data collection in order
to support various applications, that is, enemy monitoring,
healthcare monitoring, �re detection, habitat monitoring,
and natural events (e.g., seismic activities). In WSN, each
sensor node is equipped with a battery, a microcontroller,
memory, and a transceiver, in most of the applications where
sink node collects data from various sensors for processing
and decision-making. �is node usually is equipped with
powerful computational capabilities. However, the sensor
nodesmay be dead by draining o� their battery (energy) a	er
a particular period. Once the battery (energy) is exhausted in
such environment, it is hard to replace or charge the batteries
in awide range. Sincewireless sensor nodes are su�ering from
limited computational capabilities, low battery power and less
memory make WSN environment more challenging.

In most of the WSN applications, data collection/trans-
mission by sink node is a di�cult task that is discussed in
detail [1–3]. �e sensor nodes are deployed in the environ-
ment for sensing the data. �e sensed data is then delivered
to sink via intermediate nodes that are close to sink via the
multihopmanner usingwireless transmission.However, such
approach of data collection by sink has amajor drawback that
is the sensor nodes located closer to sink have to relay number
of data packets and thus they have to exhaust more power
than the nodes which are farther away from the sink. As a
result, the network lifetime reduces signi�cantly.

Due to the constraintsmentioned above, using large-scale
multihop transmissions leads to low data delivery because of
network congestion and increased packet drop ratio. Further-
more, sensor nodes require high battery power for transmit-
ting data packets in large-scale multihop communication. To
cope with such issues, several data collection/transmission
schemes have been proposed to collect the data by using the
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mobile sink in WSN [1, 2]. Sensor nodes are operated on
batteries; hence prolonging network lifetime is a considerable
matter inWSN.Most of the data collections/transmissions by
mobile sink based schemes su�er a short network lifetime. All
the network data are delivered to themobile sink on the same
route. Nodes nearer to themobile sink consumemore energy.
Hence, they have a high chance of quick depletion of energy.

To address the problems mentioned above, we, therefore,
propose a novel data collection scheme from leaf nodes by
master nodes that disseminate the received data to themobile
sink upon its arrival. Our contributions in this work are
threefold: (1) we propose a novel group-based scheme for
selection of data collection from leaf nodes that e�ciently
collect data, (2) a scheme is developed that grouped leaf nodes
and selects their master node, and (3) swapping of the role of
master node with agent node enhances the overall network
lifetime. Simulation results show that the proposed scheme
reduces energy consumption and increases data delivery ratio
at the mobile sink.

�e rest of the paper is organized as follows. In Section 2,
we brie
y review some relatedwork. In Section 3, we describe
our proposed scheme. Finally, we present analytical results
and discussion in Section 4, followed by conclusion in
Section 5.

2. Related Work

Existing data collection schemes that uses mobile sink in
WSN controls energy conservation, end-to-end network
delay, and packet delivery ratio in WSN. �ese are a few
among many of the issues. Long multipath propagation
can lead to more delay in the network that consumes a
considerable amount of energy, as well as packet loss.

Proposed schemes for data collection/dissemination by
the mobile sink in [1–3] are based on the grid-based infras-
tructure and line based infrastructure that plays a role of
the meeting point for data dissemination to various mobile
sink. In [2], two-tier data dissemination (TTDD) scheme
provides e�cient and scalable data dissemination to multiple
mobile sinks. In the proposed scheme, grid-based structure
is proactively built by every source node to deliver data along
with a grid to individual mobile sink. A mobile sink 
oods
query-based message to �nd out data dissemination node
in its signal range when leaving one cell and entering into
another cell. �e major drawback of this scheme is the time
required to �nd out the dissemination node. Hence, it will
add an additional delay in the network.

In [3] LBDD scheme is proposed that uses a vertical line
as virtual infrastructure. �ese vertical lines are placed in
the center of the sensor �eld so that each node can easily
access it. All the sensor nodes are required to send data to
these lines, Nodes within the boundaries of this wide line
are called inline-nodes, while the other nodes are referred
as ordinary nodes. �e message are 
ooded alongside the
line until they get into the inline node storing the data. A	er
reaching inline node storing data, it is then forwarded to
every sink. In this scheme, the mobility is provided to sink
by means of progressive footprint chaining strategy [1].

An integer linear model (ILM) [4] is proposed that helps
in �nding out the location of mobile sinks with control
mobility. �e aim of this scheme is to minimize the energy
cost required per node, as well as energy cost in each round of
themobile sink. However, this model maximizes the network
lifetime as it does not depend on the residual energy of the
sink node.

In WSN, a number of schemes have been proposed that
exploit sink mobility to improve the network performance
that is energy e�cient and packet delay [5–10]. However,
these approaches are divided into two categories, that is,
proactive and reactive approach. In a proactive approach,
the sensed data are transmitted to the nodes (to store) for
selection by themobile sink. However, in a reactive approach,
the mobile sink pulls the sensed data from sensor nodes as it
moves in the network.

In [11], Jea et al. mentioned the feasibility of a single
mobile sink in a large area sensor network. Moreover, they
suggest that the single mobile sink is not su�cient in a
large area network. However, use of multiple sinks is rec-
ommended that require multiple controlled mobile elements
which helps in data collection. In addition, load balancing
algorithm has been introduced that periodically balanced the
data collection among various multiple mobile sinks. Also,
load balancing helps in balancing the assignment of sensor
nodes to each mobile sink.

In [12] self-governing, mobile sink moving trajectory
is proposed that gathers data from various sensor nodes.
In this scheme, the authors divides data gathering phase
into three categories, that is, (i) mobile sink movement, (ii)
data collection, and (iii) letting the sensor nodes know the
position of mobile sink. In this scheme, the mobile sink
moves towards the sensor nodewhose energy is high amongst
all sensor nodes. �us, it is required for those nodes having
high residual energy aremeant for data forwarding. However,
during the movement of the mobile sink, mobile sink avoids
those nodes whose energy is comparatively low. �e major
drawback of this scheme is that it introduces additional delay
by passing those nodes that have low energy level. Hence,
searching for high residual energy sensor nodes consume
much time and also increase the traveling cost of the mobile
sink.

In [13] various sink mobility patterns and data collection
schemes are discussed for di�erent applications. It is shown
that in those applications, where e�ciency (in terms of time)
is not necessary, the mobile sink can move throughout the
network.�us, it is appropriate for those networks that intend
to save energy and avoid network delays. However, in a
network where energy constraints are not obligatory and
mobility of sink is unlimited, the best scheme is to follow the
�xed trajectory along with multihop data communication.
�is schememinimizes delay in the network. Furthermore, it
is suggested that mobile sink trajectory should depend on the
area of network and density of sensor nodes. �e trajectory
can be made in a way that divides the network into two
portions that is approximately equal number of sensor nodes
on each side. �is approach helps in load balancing of the
sensed data as well as the assignment of the sensor nodes to
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the relay nodes.�e proposed scheme for data collection and
dissemination to the mobile sink uses the said approach.

Various schemes have also been presented in literature
survey that are supposed to deal with the energy e�cient data
collection using the mobile sink. However, the said schemes
fail to attempt to achieve high energy e�cient network.
Hence, energy e�ciency in mobile sink data collection WSN
is still an area of interest for researchers. In this paper, we,
therefore, present a novel hybrid scheme for data collection
and data transmission scheme using themobile sink inWSN,
which aims to achieve high data delivery ratio and energy
e�ciency.

3. Proposed Data Transmission Scheme

�is section describes the data collection by master nodes
that transmit data to the mobile sink inWSN. In this scheme,
we focus on achieving high data delivery and energy e�cient
network.

3.1. Assumptions and De	nitions. In this section, we are
presenting the assumptions made during the design of our
network and simulation model. Some of the scenario related
de�nitions are also given.

Assumption 1 (homogenous nodes). All the sensor nodes
have same con�guration: sensing and communication range
that is 100m and have the same energy level that is 15 Joules.

Assumption 2 (communication radius model). �e commu-
nication range of a sensor node “�” has the radius “�” that
is centered at “�.” It can be de�ned as CR(�, �) = {�, � ∈
� : |�(� − �)| ≤ ��}. CR represents communication radius,
� represents the set of deployed nodes, and �(� − �) is the
distance between nodes � and � in the deployment area.

Assumption 3 (reliable communication link). We have
assumed AWGN channel and have adjusted signal to
noise ratio (SNR) in such a way that the signal reaches the
destination node with an energy that the overall detection
probability is more than 0.5. In our case, the threshold value
of detection probability is 0.4 for a readable received signal.

Assumption 4 (reliable network nodes). �e deployed net-
work nodes are reliable and secure and will not be mal-
functioning or hacked or die suddenly. �e deployed nodes
are considered as dead when their battery level reaches to
a prede�ned threshold. In our case, we have considered the
threshold of 0.5 Joules.

De	nition 5 (communicating neighbor set). All the nodes
(��) which ful�ll the following criteria are considered in the
neighborhood of node
. Consider |�(
−��)| ≤ �� ∀�, where� = 1, 2, 3, . . . , 
 and �� is the communication radius of node

.
De	nition 6 (medium scale network). If all the deployed
nodes have direct communication access to the base station
(BS) then the network is considered to be medium scale

network (MSN). In our simulation environment, the network
comprising 100 nodes deployed in area of 100m × 100m
is considered as MSN. �is de�nition can be modeled as
∀
 Λ 
 ∈ �, |�(
 − GHN)| < ��, where 
 is a node among
the set “�” of deployed nodes and�(
−GHN) is the distance
between any of the deployed network node say, 
, and the
master node. �� is the communication radius of node 
.
De	nition 7 (large-scale network). If any of the deployed
nodes does not have direct communication access to the base
station (BS) then the network is considered to be large-scale
network (LSN). In our simulation environment, the network
comprising 100 nodes deployed in area of 200m × 200m is
considered to be large-scale network (LSN). �is de�nition
can be modeled as ∃
Λ
 ∈ �, |�(
 − BS)| > ��, where 
 is
a node among the set “�” of deployed nodes and�(
−BS) is
the distance between any of the deployed network node say,

, and the master node. �� is the communication radius of
node 
.
3.2. System Model. We consider a large-scale network with
a dense deployment of sensor nodes along with the mobile
sink as shown in Figure 1. In the network, all the sensor nodes
are static and know their location information through any
localization technique [14]. Furthermore, greedy parameter
stateless routing (GPSR) [15] schemes are employed when
there is a need for forwarding data or control messages.

On the contrary, a mobile sink is used which moves
around a �x elliptical trajectory (see Section 3.3.4). In the
network model, the master nodes are selected amongst
various sensor nodes on the basis of residual energy and
geographical location information (a node, which is near to
mobile sink trajectory, has higher probability to choose a
master node). �ese master nodes are used for the collection
of data from their leaf nodes and disseminate their data to the
mobile sink.

3.3. �e Operation of Proposed Scheme. In our proposed
scheme, several issues are addressed.�erefore, the operation
of the proposed scheme is categorized into three di�erent
stages, that is, (i) �rstly, how to determine the group region
and its advertisement to member nodes, (ii) secondly, how
to select master nodes in the group region, (iii), and �nally,
how to collect data from member nodes that is required to
be disseminated to the mobile sink. Furthermore, there also
remains the issue of the trajectory of themobile sink.Hence, it
is also considered as an essential element of proposed scheme.

3.3.1. Selection of Master Node. In this category, sensor
nodes share their topology information with their one-hop
neighbors. In addition, determination of the group-based
region selection is also performed in this phase. �e detailed
process of this phase is given as follows.

As shown in Figure 1, the mobile sink moves in elliptical
trajectory around a speci�ed region (i.e., the region that
needs to be surveyed) to determine the group region. In the
�rst cycle, mobile sink moves around the survey region and
periodically broadcasts “Hello Packet.” �e Hello Packet is
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Figure 1: Mobile sink trajectory along with group-based data collection and transmission.
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Figure 3: Message format of broadcast message2.

the named as broadcast message1. Figure 2 shows themessage
format of broadcast message1.

�e broadcast message1 includes the type of a node that
is mobile sink, the starting time of the mobile sink (���),
and the �nishing time (���). �e terms “��,” “��,” and “
”
represent starting time and �nishing time and the position
of point of arrival at each the master node at each group
region in the network, respectively. Upon receiving the
broadcast message1, all the receiving sensor nodes compute
their cost on the basis of three parameters that is current
location of the sensor node (whether that node is near to
mobile sink path or not), residual energy, and the time
of arrival of broadcast message1. A	er computing the cost,
each sensor node broadcasts another Hello Packet (named as
broadcast message2). �e format of the broadcast message2 is
shown in Figure 3.

�e broadcast message2 includes the type of a source
address and cost of a sensor node. Upon receiving the
broadcast message2, the nodes compare received cost value
with their cost value. �e node having the highest cost value
is then selected as a master node that can act as a relay node.

To elaborate the selection of a master node, a scenario is
illustrated in Figure 1. In this scenario, we have considered
random number of sensor nodes. Assume that mobile sink
broadcasts “Hello Packet” and the recipient’s sensor nodes
are 
1, 
2, 
3, . . . , 
�. A	er receiving a broadcast message1, all
sensor nodes compute their cost value; that is, (
1 = �), (
2 =

�), (
3 = 
), . . . , (
5 = �). �e terminologies �, �, 
, �, and
� represent the cost values. A	er computing the cost values,
all sensor nodes broadcast another broadcast message2. Upon
receiving the broadcast message2, each node compares the
cost values, that is, broadcast message1 cost value and broad-
cast message2 residual energy. �e node having a higher cost
value is then selected as the master node.

It is o	en seen inWSN that, during data communication,
a node near to the relay node consumes more energy as
compared to other ordinary nodes, since it receives all the
data coming from various nodes. �erefore, master nodes
consumemore energy compared to member nodes, resulting
in minimizing the network lifetime. In order to increase
the network lifetime, the agent node selection concept is
introduced.�e neighboring sensor node of the master node
having high residual energy, as well as cost value, is selected as
agent node.�e agent node is usually nearer to the relay node
that takes charge of the master node a	er certain amount of
time. �e procedure of swapping the role of the master node
with agent nodes is as follows.

In the proposed scheme, each master node checks its
residual energy a	er every “�” intervals. We have set an abso-
lute threshold value for a master node’s residual energy. A	er
reaching the threshold value, the master node broadcasts
a “leaving status” to its neighboring nodes. Upon receiving
the “leaving status,” all member nodes in the neighboring
of master node share their residual energy and cost value
information with each other. A new master node is then
selected among member nodes based on the residual energy.
�enewmaster node information is sent to allmember nodes
of the group region in order to update their routing table.
Hence, in the coming cycle, mobile sink communicates with
newly selected master node.

3.3.2. Selection of Group Region and Advertisement to Group
Member Nodes. Group-based region selection is based on
self-capability of organizing of sensor nodes. Assume that
all the sensor nodes know their location as well as their
neighbors in the network. Since the nature of sensor nodes is
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homogenous, therefore, to determine the group-based region
selection for each master node, each sensor node attaches
itself to the master node on the basis of residual energy. �e
term residual energy is named as the weight of the received
“Hello Packet” that was broadcasted by master nodes. �e
“Hello Packet” contains an entry point (��1) and exit point
(��2) of the mobile sink in master node signal range. Hence,
entry and exit points help themember nodes to transmit data
in the �xed interval of time as mobile sink enters into the
range of a master node. Weight is computed by all sensor
nodes upon receiving “Hello Packet.” �erefore, the receiving
node compares the weight of “
” received invitations. Hence,
the node having maximum weight value should join that
master node. We assume that the master node is located in
a circular region as shown in Figure 4. �e whole procedure
is de�ned as below:

�weight� > �weight� {∀�} , (1)

where �weight is weight or strength of received signal of the
invitee master node.

If �weight� = �weight� {∀�} , (2)

then the selection is on the basis of

�weight� > �weight� {∀�} , (3)

where �weight is the weight of energy level of invitee master
node and

if �weight� = �weight� {∀�} (4)

then random selection is made.

3.3.3. Data Collection and Transmission. �e proposed
scheme uses the mechanism somehow related to [16] in
order to collect data from member nodes and disseminates
it to the mobile sink. Previously, the information of entering
point (��1) and leaving point (��2) of the mobile sink was
calculated by master nodes. �is information is broadcasted
by master nodes in their group region. All the master

nodes start collecting data from their member nodes when
mobile sink enters into their signal range.�is collection and
transmission of data to the mobile sink continues till leaving
the signal range of the master node at ��2 . As we are dealing
with the maximum amount of data to be received by mobile
sink node, therefore, all the member nodes of each group
region use GPSR [15] to deliver their data at master node.

A	er the collection of data from member nodes, the
master nodes disseminate the amount of collected data to
the mobile sink during a speci�ed communication time. �e
procedure for calculating communication time between the
master node and mobile sink is as follows. All gateway nodes
know the time when mobile sink starts its traveling from
a position “�” and the time when mobile sink returns to
its starting position “�” at a time “�.” Furthermore, there
should be time synchronization between master nodes and
mobile sink. �e communication time varies depending on
the distance between the master nodes and mobile sink; that
is lesser is the distance between the master node and mobile
sink; greater the communication time is required. As shown
in Figure 1, when mobile sink enters into the signal range of
master node1 at time �1 and leaves at time �2, themaster node1
calculates the total time for communication as

��1 = �2 − �1. (5)

Master nodes then start forwarding their data to the
mobile sink entering into the transmission range of a master
node. Figure 1 illustrates a scenario of data collection and
transmission to the mobile sink through their master nodes,
where 
1, 
2, 
3, . . . , 
� are member nodes that forward data
to master node.

�e doted circle shows the transmission range of amaster
node. �e master node disseminates data to the mobile sink
until it leaves the transmission range of amaster node. All the
member nodes stop forwarding their data and wait for their
next turn in the coming cycle of mobile sink.

3.3.4. Mobile Sink Trajectory. When a mobile sink moves in
a designated trajectory, data delivery is guaranteed without
additional operations. Frequently, when a mobile sink moves
in a �xed trajectory, it is not required to update its location to
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either member nodes or grouped nodes. One of the serious
problems that may arise in the group region is congestion
and overhead at each master node. However, in the proposed
scheme, master nodes collect data through restricted local

ooding. It is not entirely dependent on the density of the
sensor nodes or frequency of the mobile sink. It may increase
the amount of data collection and transmission to the mobile
sink that minimizes overhead and maximizes the energy
e�ciency of the network. �is leads to a prolonging lifetime
of the network.

�us, the proposed scheme selects the best mobile sink
trajectory in the deployment region [17]. More precisely, a
mobile sink trajectory is de�ned by the following elliptical
equation:

(� − ℎ)2
�2 + (� − �)2

!2 = 1, (6)

where “�
” and “!” are the radii along �-axis and �-axis,
respectively, �2 > !2, center of ellipse is (ℎ, �), and vertices
are (ℎ + �, �) and (ℎ − �, �), that is, end points of minor axis.

In order to make the elliptical movement pattern for a
mobile sink in NS2, an elliptical trajectory is partitioned
into several line segments that is represented by (�1, �1). �e
following parameters are used for mobile sink movement in
the area of 2,000m × 3,000m. In addition, if we deploy more
mobile sinks, then the following scenarios can be built and
will have the corresponding drawbacks as shown in Figure 4.

4. Analytical Results and Discussion

In this section, we present the performance evaluation of our
proposed scheme by using analytical analysis. �e proposed
scheme is compared with the same network architecture
having a single mobile sink (static) and static sinks (cluster
head).

4.1. Discussion. Wireless sensor nodes and mobile sink were
deployed within an area of 1,500m × 2,000m. For our
analysis, we have assumed di�erent numbers of sensor nodes,
that is, 18, 30, 42, 54, 66, 78, 90, 102, 114, and 126.�e distance
between each sensor node is �xed to 250m, and initial energy
was set to 15 Joules. Each sensor node generates data packets
a	er every 10 seconds. Initially, the packet size is �xed and is
considered at 10 KB. For our extensive analysis, the data size
has increased to 100KB, whereas the 802.11n protocol is used
as our underlying MAC protocol. Mobile sink broadcasts
Hello Packet every 10 seconds.

Figure 4 shows the total amount of data collected by the
mobile sink in one cycle. �e total amount of data collection
depends on the mobile sink cycle time (i.e., time required
to complete one cycle) and speed of mobile sink. We have
assumed an average speed of the mobile sink, that is, 10m/s.

In order to �nd the throughput of the proposed scheme,
we have used the following equations [18]. �e below equa-
tion is achieved by dividing the overall size of the transmitted
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data packets in one session. One session is referred to the one
cycle of the mobile sink

�� = " (�) ∗ $ (
)
�� + %" ((�) − 1) . (7)

In the above equation, "(�) is the number of data packets
transmitted in one complete cycle of the mobile sink and ��
is the data packet reception time atmobile sink, whereas$(
)
is the length of the packet.

Furthermore, to calculate the transmission delay between
the mobile sink and the master node, we have used the below
equation

�	 = ( 1

1 − �)( �	
*
� + -delay) . (8)

In the above equation, � is the error rate in the wireless link
in WSN, �	 is the packet size, and *
� is the link bandwidth,
whereas -delay is the delay in a wireless link of WSN.

Based on (7) and (8), we have constructed Figures 5, 6, 7,
and 8.

Figures 5 and 6 show the throughput per second mea-
surements for variable number of sensor nodes along with a
sink (static/mobile). It is observed that the proposed scheme
outperforms in the scenario where single sink (static) is
used. Since a single static sink in each network has high
throughput. Hence, it requires minimum energy to transmit
the data packets to surface sink. �erefore, the throughput
is comparatively high as compared to static sink. However,
in a single sink scenario, there is multihop communication
between various static sinks in order to deliver the data to the
surface sink. �erefore, due to collision and lack of time syn-
chronization among various multiple sinks, the throughput
is low, since redundant and a large amount of data packets
are dropped, also, resulting in minimizing the number of
packets successfully transmitted to surface station. On the
other hand, the proposed scheme introduces the concept
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of group region based data collection and transmission; the
considerable amount of throughput has been obtained, since
it uses a single mobile sink that has a tight time synchronized
with all master nodes, thus helping in achieving greater
throughput (packet per second). �e throughput varies with
the increase or decrease in the bandwidth as shown in
Figure 6.

Similarly, in order to check the performance of the
proposed scheme in terms of transmission delay, the same
scenario is considered, in which we have deployed a single
mobile sink and static sink as shown in Figure 7. In themobile
sink scenario, a mobile sink follows the �xed trajectory, and
the master node directly transmits the data. Moreover, if a
mobile sink is not in a signal range of the master node,
the master node bu�ers the received data and waits for the
mobile sink. Hence, the time required for the master node
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Figure 8: Transmission delay based on bandwidth: single sink and
mobile sink.

to transmit the data is very short. �erefore, there is very
less delay noticed. However, in a single sink scenario, all
the sensor nodes transmit their data to their static sink via
multihop communication. As a result, the transmission delay
increases due to excessive communication with that network,
resulting in dropping of the packets. Such kind of phenomena
is also noticed when there is increase in the bandwidth of the
wireless link of the WSN as shown in Figure 8.

5. Conclusion

In this paper, we have proposed a novel scheme for data
collection/transmission to the mobile sink. �e proposed
scheme operates in three phases, that is, master node selec-
tion, group-based region formation, and data transmission
to the mobile sink. In master node selection, master nodes
are selected on the basis of cost value that is calculated by
receiving the Hello Packet sent by the mobile sink.�e nodes
are other than the master nodes called member nodes trans-
mitting data towards their master node. Furthermore, agent
node selection prolongs the network lifetime by swapping
of their role with the master node. �is swapping of the
role of the master node is based on their residual energy.
�e simulation results have shown that the proposed scheme
achieves better throughput, increase in a number of data
collections by the mobile sink, and achieves considerable
high energy e�cient packet reception ratio. A similar scheme
shall also work well for video application [19, 20], parallel
recon�gurablemethods yield fruitful result [21, 22]more over
dependability, and reliability of mobile sink in WSN [23] is a
vital challenges that we are looking ahead.
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