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δβI APPROXIMATION SPACES

A. E. Radwan, Rodyna A. Hosny and A. M. Abd El-latif

Abstract. The concepts of δβI-lower and δβI-upper approximation as a generalization
of rough set theory via δβI-open sets are introduced and studied. Some of its basic
properties with the aid of examples are proven. Furthermore, the established relation-
ships between the rough approximations reported in [2] and our new approximations
are examined.
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1. Introduction

Rough set theory (RST) is an important mathematical approach that was de-
veloped by Pawlak in [19] to overcome the difficulties associated with vague and
complicated data. However, (RST) has rapidly found a lot of applications in nu-
merous fields [2, 4, 8, 17, 20, 24]. This method has been developed to manage un-
certainties from information that presents some inexactitude, incompleteness and
noises. When the available information is insufficient to determine the exact value
of a given set, lower and upper approximations can be used by rough set for the rep-
resentation of the concerned set. The approximation synthesis of concepts from the
acquired data is the main objective of the rough set analysis. For example, if it is
difficult to define a concept in a given knowledge base, rough sets can approximate
with respect to that knowledge. In decision making, it has been confirmed that
rough set methods have a powerful essence in dealing with uncertainties. The RST
has been applied in several fields including image processing, data mining, pattern
recognition, medical informatics, knowledge discovery and expert systems. Using
the concepts of lower and upper approximations in rough set theory, knowledge hid-
den in information systems may be unraveled and expressed in the form of decision
rules. The basic operators in rough set theory are approximation operators. Many
examples of applications of the rough set theory to process control, economics, med-
ical diagnosis, biochemistry, environmental science, biology, chemistry psychology,

Received March 18, 2016; accepted April 03, 2016
2010 Mathematics Subject Classification. Primary 54A05, 54A10; Secondary 54A20, 41A65

163



164 A.E. Radwan, R.A. Hosny, A.M. Abd El-latif

conflict analysis and other fields. Ideals in topological spaces have been considered
since 1930, by Kuratowski [15]. This topic has won its importance by the paper of
Vaidyanathaswamy [22]. In 2006, Hatir et al. [10] defined the concept of δβ-open
sets. Then, in terms of δβ-open sets, Abu-Donia et al. [2] generalized rough ap-
proximation spaces due to [19].
In this note, the concepts of δβI-lower and δβI-upper approximation as a general-
ization of rough set theory via ideals are introduced. Some of its basic properties
with the aid of examples are proven. Furthermore, the established relationships
between the rough approximations outlined in [2] and our new approximations are
examined.

2. Preliminaries

Throughout this paper, P(X) denote the power set of X . Let A be a subset of
a topological space (X, τ). The closure, interior and the complement of a subset A
of X are denoted by cl(A), int(A) and (A)c respectively.

A subset A is said to be regular open (resp. regular closed) [21] if A = int(cl(A))
(resp. A = cl(int(A)). The δ-interior intδ(A)of a subset A of X [23] is the
union of all regular open sets of X contained in A. A subset A is called δ-open
if A = intδ(A) i.e., a set is δ-open if it is the union of regular open sets. The
family of δ-open sets is denoted by δO. The complement of a δ-open set is called
δ-closed, alternatively, a set A of (X, τ) is called δ-closed [23] if A = clδ(A), where
clδ(A) = {x ∈ X | A ∩ int(cl(U)) 6= Ø, U ∈ τ and x ∈ U}, cl(A) ⊆ clδ(A). In
Pawlak approximation space a subset A ⊆ X has two possibilities rough or exact.
A subset A of topological space (X, τ) is called exact if its boundary is empty i.e.,
b(A) = cl(A)− int(A) = Ø, otherwise A is rough. It is clear that A is exact if and
only if cl(A) = int(A).
An ideal I is a nonempty collection of subsets of X closed with respect to finite
union and heredity [15].
Given an ideal topological space (X, τ, I), a set operator (.)⋆ : P(X) −→ P(X),
is called a local function [15] of A with respect to τ and I, is defined as fol-
lows: for A ⊆ X , A⋆(I, τ) = {x ∈ X | U ∩ A 6∈ I for every U ∈ τ(x)}, where
τ(x) = {U ∈ τ | x ∈ U}. When there is no chance for confusion, we will simply
write A⋆ for A⋆(I, τ). Additionally, a Kuratowski closure operator cl⋆(.) for a topol-
ogy τ⋆(I, τ), called the ⋆-topology, finer than τ), is defined by cl⋆(A) = A∪A⋆(I, τ)
[14].

Definition 2.1. A subset A of a topological space (X, τ) is said to be
(i) β-open [1] or (semi-pre open [3]), if A ⊆ cl(int(cl(A))).

(ii) δβ-open [11](e∗-open [7]), if A ⊆ cl(int(clδ(A))).

(iii) Semi-open [16], if A ⊆ cl(int(A)).

Definition 2.2.[12] A subset A of an ideal topological space (X, τ, I) is said to
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be βI-open, if A ⊆ cl(int(cl⋆(A))).

Lemma 2.1. In a topological space (X, τ), the following properties hold
(i) [10] β-open set is δβ-open.

(ii) βI-open set is β-open.

The rough set theory was introduced by Pawlak [20] based on an equivalence
relation R on a finite universe X . The equivalence classes Rx of R, is defined as
Rx = {x ∈ X | xRy}. Let A be a subset of the approximation space K = (X,R),
he considered two operators, the lower and upper approximations of subsets.
R(A) = {x ∈ X | Rx ⊆ A}.
R(A) = {x ∈ X | Rx ∩ A 6= Ø}.
Positive, negative and boundary regions respectively are also defined
POSR(A) = R(A).
NEGR(A) = X −R(A).
BNR(A) = R(A) −R(A).

The degree of completeness can also be characterized by the accuracy measure,
in which |A| represents the cardinality of a subset A⊆X as follows:

αR(A) =
|R(A)|

|R(A)|
, where A 6= Ø.

Accuracy measure try to express the degree of completeness of knowledge. αR(A)
is able to capture how large the boundary region of the data sets is. However, we
cannot easily capture the structure of the knowledge. A fundamental advantage of
rough set theory is the ability to handle a category that cannot be sharply defined.
The characteristics of a potential data set can be measured through the rough sets
framework. We can measure inexactness and express topological characterization
of imprecision as follows:

(i) If R(A) 6= Ø and R(A) 6= X , then A is called roughly R-definable,

(ii) If R(A) = Ø and R(A) 6= X , then A is called internally R-undefinable,

(iii) If R(A) 6= Ø and R(A) = X , then A is called externally R-undefinable,

(iv) If R(A) = Ø and R(A) = X , then A is called totally R-undefinable.

Definition 2.3. [2] Let X be a finite nonempty universe. The pair (X,Rδβ)
is called a δβ-approximation space where Rδβ is a general relation used to get a
subbase for a topology τ on X which generates the class δβO(X) of all δβ-open sets.

Definition 2.4. [2] Let (X,Rδβ) be a δβ-approximation space. δβ-upper approx-
imations and δβ-lower approximation of any nonempty subset A of X are defined
as follows:

(i) Rδβ(A) = ∩{V | V is a δβ-closed and A ⊆ V };

(ii) Rδβ(A) = ∪{U | U is a δβ-open and U ⊆ A}.
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3. On δβI-Open Sets

This section is dedicated to define the local function of A with regard to δ-open
sets and an ideal I to introduce δβI-open sets. Some of its characterizations are
studied.

Definition 3.1. Let (X, τ, I) be an ideal topological space. Consider the self-
map on P(X) where for every set A: A⋆

δ(I, δO)={x ∈ X | A ∩ int(cl(U)) 6∈ I for
every U ∈ τ(x)}, where τ(x) = {U ∈ τ | x ∈ U}. Then, A⋆

δ(I, δO) is called local
function of a set A with respect to δO and I. When there is no chance for confu-
sion, we will simply write A⋆

δ or A⋆
δ(I) for A

⋆
δ(I, δO). Additionally, cl⋆δ(A) = A∪A⋆

δ .

The next theorem shows the properties of the local function for any nonempty
subset with respect to δO and I.

Theorem 3.1. Let I and J be any two ideals on a topological space (X, τ).
Let A,B be subsets of X. Then,
(i) Ø⋆

δ = Ø.

(ii) If A ⊆ B, then A⋆
δ ⊆ B⋆

δ .

(iii) If I ⊆ J , then A⋆
δ(J )⊆A⋆

δ(I).

(iv) A⋆ ⊆ A⋆
δ ⊆ clδ(A).

(v) A⋆
δ is δ-closed set. Moreover, it is τ -closed.

(vi)(A⋆
δ)

⋆
δ ⊆ A⋆

δ .

(vii) (A ∪B)⋆δ = A⋆
δ∪B

⋆
δ.

(viii) ∪jA
⋆
jδ = (∪jAj)

⋆
δ.

(ix) (A ∩B)⋆δ ⊆ A⋆
δ ∩B⋆

δ .

(x) A⋆
δ −B⋆

δ = (A−B)⋆δ −B⋆
δ ⊆ (A−B)⋆δ .

(xi) If B ∈ I, then B⋆
δ = Ø.

(xii) If B ∈ I, then (A ∪B)⋆δ = A⋆
δ = (A−B)⋆δ .

Proof. (i) Follows directly from Definition 3.1.

(ii) Let x ∈ A⋆
δ , then for every U ∈ τ(x), A ∩ int(cl(U)) 6∈ I. Since A ⊆ B, then

B ∩ int(cl(U)) 6∈ I and so x ∈ B⋆
δ . Hence, A

⋆
δ ⊆ B⋆

δ .

(iii) Let x ∈ A⋆
δ(J ), then for every U ∈ τ(x), A ∩ int(cl(U)) 6∈ J . Since I ⊆ J ,

then A ∩ int(cl(U)) 6∈ I and so x ∈ A⋆
δ(I). Hence, A

⋆
δ(J ) ⊆ A⋆

δ(I).

(iv) Let x ∈ A⋆, then for every U ∈ τ(x), A ∩ U 6∈ I. Since U is open set, then
U ⊆ int(cl(U)). Hence, for every U ∈ τ(x), A ∩ int(cl(U)) 6∈ I and so x ∈ A⋆

δ .
Therefore, A⋆ ⊆ A⋆

δ . It is obvious, A
⋆
δ ⊆ clδ(A).

(v) Let x ∈ clδ(A
⋆
δ), then for every U ∈ τ(x), A⋆

δ ∩ int(cl(U)) 6= Ø. Hence, there
exist y ∈ X such that y ∈ A⋆

δ ∩ int(cl(U)). Therefore, y ∈ A⋆
δ and y ∈ int(cl(U)).

Hence, A ∩ int(cl(V )) 6∈ I, for every V ∈ τ(y). Since int(cl(U)) ∈ τ(y), then
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A ∩ int(cl(int(cl(U)))) 6∈ I and so x ∈ A⋆
δ . Which implies that clδ(A

⋆
δ) = A⋆

δ i.e,
A⋆

δ is δ-closed set. Since cl(A) ⊆ clδ(A), for any A ⊆ X , then cl(A⋆
δ) = A⋆

δ i.e, A⋆
δ

is τ -closed set.

(vi) It is clear that by using (iv)(A⋆
δ)

⋆
δ ⊆ clδ(A

⋆
δ). So clδ(A

⋆
δ) = A⋆

δ from (v) and
then (A⋆

δ)
⋆
δ ⊆ A⋆

δ .

(vii) A⋆
δ ∪ B⋆

δ ⊆ (A ∪ B)⋆δ follows directly from (ii). Let x 6∈ A⋆
δ ∪ B⋆

δ , then x 6∈ A⋆
δ

and x 6∈ B⋆
δ . Hence, there exist U1, U2 ∈ τ(x), such that A ∩ int(cl(U1)) ∈ I and

B∩int(cl(U2)) ∈ I. Therefore, A∩int(cl(U1∩U2)) ∈ I and B∩int(cl(U1∩U2)) ∈ I.
Thus (A∪B)∩ int(cl(U1 ∩U2)) ∈ I and so x 6∈ (A∪B)⋆δ . Consequently, (A∪B)⋆δ =
A⋆

δ ∪B⋆
δ .

(viii) ∪jA
⋆
δ = (∪jA)

⋆
δ follows directly from (vii).

(ix) (A ∩B)⋆δ ⊆ A⋆
δ ∩B⋆

δ follows directly from (ii).

(x) Since (A−B) ⊆ A then, from (ii), (A−B)⋆δ ⊆ A⋆
δ and so (A−B)⋆δ−B⋆

δ ⊆ A⋆
δ−B⋆

δ .
Since A = (A − B) ∪ (A ∩ B), thus from (vii) A⋆

δ = (A − B)⋆δ ∪ (A ∩ B)⋆δ .
Therefore, from (ix), A⋆

δ ⊆ (A − B)⋆δ ∪ (A⋆
δ ∩ B⋆

δ ) ⊆ (A − B)⋆δ ∪ B⋆
δ . Hence,

(A⋆
δ − B⋆

δ ) ⊆ ((A − B)⋆δ ∪ B⋆
δ ) − B⋆

δ and so (A⋆
δ − B⋆

δ ) ⊆ (A − B)⋆δ − B⋆
δ . Con-

sequently, A⋆
δ −B⋆

δ = (A−B)⋆δ −B⋆
δ ⊆ (A−B)⋆δ .

(xi) Let B ∈ I, then B⋆
δ = {x ∈ X | B ∩ int(cl(U)) 6∈ I for every U ∈ τ(x)} = Ø.

(xii) Let B ∈ I, then (A ∪ B)⋆δ = A⋆
δ ∪ B⋆

δ = A⋆
δ , by using (vii) and (xi). Since

A⋆
δ −B⋆

δ = (A−B)⋆δ −B⋆
δ , then (A−B)⋆δ = A⋆

δ , by using (x) and (xi).

Corollary 3.1. Let I and J be any two ideals on a topological space (X, τ). Let
A,B be subsets of X . Then,

(i) cl⋆δ (Ø) = Ø, cl⋆δ(X) = X .

(ii) A ⊆ cl⋆δ (A).

(iii) If A ⊆ B, then cl⋆δ (A) ⊆ cl⋆δ (B).

(iv) cl⋆δ (A ∪B) = cl⋆δ (A) ∪ cl⋆δ (B).

(v) cl⋆δ (∪jAj) = ∪jcl
⋆
δ(Aj).

(vi) cl⋆δcl
⋆
δ(A) = cl⋆δ(A).

(vii) If I ⊆ J , then cl⋆J δ(A) ⊆ cl⋆Iδ(A).

(viii) cl⋆(A) ⊆ cl⋆δ (A) ⊆ clδ(A).

Definition 3.2. Let (X, τ, I) be an ideal topological space, cl⋆δ(A) : P(X) −→
P(X) be the soft closure operator. Then, there exist a topology τ⋆δ which is finer
than τδ, defined by τ⋆δ = {A ⊆ X : cl⋆δ(A)

c = (A)c}.

Theorem 3.2. Let I be an ideal on a topological space (X, τ) and A,B be subsets
of X . If A is regular open, then (A ∩B⋆

δ ) = A ∩ (A ∩B)⋆δ ⊆ (A ∩B)⋆δ .

Proof. Obviously, A ∩ (A ∩ B)⋆δ ⊆ A ∩ B⋆
δ , by using (ix) of Theorem 3.1. Let

x 6∈ (A∩B)⋆δ and x ∈ A, then there exist U ∈ τ(x) such that int(cl(U))∩(A∩B)∈I.
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Since A is regular open set, then it is open and containing x and so U ∩ A is open
and containing x. Hence,

int(cl(U ∩A)) ∩B ⊆ int(cl(U)) ∩ int(cl(A)) ∩B = int(cl(U)) ∩A ∩B ∈ I.

Therefore, x 6∈ B⋆
δ and so A ∩B⋆

δ ⊆ (A ∩B)⋆δ . Consequently,

(A ∩B⋆
δ ) = A ∩ (A ∩B)⋆δ ⊆ (A ∩B)⋆δ .

Definition 3.3. A subset A of an ideal topological space (X, τ, I) is said to be
δβI-open, if A ⊆ cl(int(cl⋆δ(A))) and its complement is called δβI-closed. In other
words, a subset A of an ideal topological space (X, τ, I) is said to be δβI-closed, if
int(cl(int⋆δ(A))) ⊆ A.

In view of Corollary 3.1 (viii), the following lemma is true.

Lemma 3.1. In an ideal topological space (X, τ, I), the following implication
hold

βI − open =⇒ δβI − open =⇒ δβ − open.

None of these implications are reversible as shown in the next example.

Example 3.1. Let X = {a, b, c, d, e} be a universe set, I = {{a}, {c}, {a, c},Ø}
and τ = {{d}, {e}, {a, d}, {d, e}, {a, d, e}, {b, c, e}, {b, c, d, e},Ø, X}. Then,

(i) The set {a, c} is δβ-open and it is not δβI-open.

(ii) The set {b, d} is δβI-open set and it is not βI-open.

The next two lemmas, whose proofs are omitted.

Lemma 3.2. Let I be an ideal on a topological space (X, τ), then the follow-
ing statements hold:

(i) If I = {Ø}, then A⋆
δ = clδ(A) and so the concepts δβ-open and δβI-open are

coincide.

(ii) If I=P(X), then A⋆
δ = Ø and so the concepts semi-open and δβI-open are

coincide.

Lemma 3.3. Let I be an ideal on a topological space (X, τ) and A be subset
of X, then

(i) If cl⋆δ (A) is δβI-open set, then A is δβI-open.

(ii) If A is τ⋆δ -closed and δβI-open set, then A is semi-open.

Theorem 3.3. The arbitrary union of δβI-open sets is δβI-open, but the in-
tersection of two δβI-open sets needs not to be δβI-open, in general.
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Proof. Let Aj be δβI-open sets for every j, then Aj ⊆ cl(int(cl⋆δ(Aj))) for every
j. Hence, ∪jAj ⊆ ∪jcl(int(cl

⋆
δ(Aj))) ⊆ cl(int(cl⋆δ(∪jAj))) by using (v) of Corollary

3.1. Consequently, ∪jAj is δβI-open. To complete the proof, we shall use next
example.

Example 3.2. Based on what mentioned in the Example 3.1. The sets {b, c}, {c, e}
are δβI-open sets but their intersection {c} is not δβI-open.

Theorem 3.4. The intersection of δβI-open set and regular open set is δβI-
open.

Proof. Let A be regular open set and B be δβI-open set, then A = int(cl(A)) and
B ⊆ cl(int(cl⋆δ(B))), and so A ∩ B ⊆ int(cl(A)) ∩ cl(int(cl⋆δ(B))). Since A is an
open set, then (A ∩B) ⊆ cl[int(cl(A)) ∩ int(cl⋆δ (B))] = cl(int[int(cl(A)) ∩ cl⋆δ (B)]).
Since A is a regular open set, then A∩B ⊆ cl(int[A∩cl⋆δ (B)]) ⊆ cl(int(cl⋆δ(A∩B)))
from Theorem 3.2. Hence, (A ∩B) is δβI-open.

Theorem 3.5. Let I and J be any two ideals on a topological space (X, τ) with
I ⊆ J . If a subset A of X is δβJ -open, then it is δβI-open.

Proof. Follows directly from (vii) Corollary 3.1.

4. Approximation Spaces Based On δβI-Open Sets

This section aims to generalize δβ-approximation space attributed to [2] to δβI-
approximation space via ideal. δβI-upper approximation and δβI-lower approx-
imation are presented. Several of their basic properties and the interrelatedness
between them are obtained. Furthermore, some of counter examples for compari-
son between the current approach and the approach reported in [2] are provided.

Definition 4.1. Let X be a finite nonempty universe and I be any ideal on
X. The pair (X,RδβI) is called a δβI-approximation space, where RδβI is a binary
relation on X used to get subbase for a topology on X , which generate the class of
δβI-open sets.

Example 4.1. Let X = {a, b, c, d, e} be a universe, I = {{a}, {c}, {a, c},Ø} and
R = {(a, a), (a, e), (b, c), (b, d), (c, e), (d, a), (d, e), (e, e)} be a binary relation on X

thus aR = dR = {a, e}, bR = {c, d} and cR = eR = {e}. Then,
{Ø, {d}, {e}, {a, e}, {b, d}, {b, e}, {c, d}, {a, b, e}, {a, d, e}, {d, e}, {b, c, d}, {b, d, e},
{c, d, e}, {b, c, d, e}, {a, b, d, e}, {a, c, d, e}, X}
is the class of δβI-open sets generated by R. Consequently, (X,RδβI) is a δβI-
approximation space.

Definition 4.2. Let (X,RδβI) be δβI-approximation space and A be a nonempty
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subset of X . Then, for any ideal I on X , δβI-upper approximation and δβI-lower
approximation are defined as follows:

(i) RδβI(A) = ∩{V | V is a δβI-closed and A ⊆ V };

(ii) RδβI(A) = ∪{U | U is a δβI-open and U ⊆ A}.

Definition 4.3. Let (X,RδβI) be δβI-approximation space and A be a nonempty
subset of X . Then, δβI-accuracy measure of A is defined as

αRδβI
(A) =

|RδβI
(A)|

|RδβI(A)|
.

Example 4.2. If X = {a, b, c, d, e} is a universe, I = {{a}, {c}, {a, c}, Ø}
and R = {(a, a), (a, e), (b, c), (b, d), (c, e), (d, a), (d, e), (e, e)}, then Table 6.1
shows that δβI-upper approximation, δβI-lower approximation and δβI-accuracy
measure for any nonempty subset A of X . Additionally, it establishes comparison
between the δβI-accuracy measure and δβ-accuracy measure due to [2] for a set A.

Corollary 4.1. For any subset A of δβI-approximation space (X,RδβI), it holds
that αRδβI

(A) ≤ αRδβ
.

Some of the fundamental properties of δβI-approximation space will be shown
in the next theorems.

Theorem 4.1. Let (X,RδβI) be a δβI-approximation space and I, J be two
ideals on X with I ⊆ J . Then, for any set A the following statements hold

(i) RδβJ (A) ⊆ RδβI(A).

(ii) RδβI(A) ⊆ RδβJ (A).

Proof. It is obvious in view of Theorem 3.5.

Theorem 4.2. Let (X,RδβI) be a δβI-approximation space and A,B be sub-
sets of X , then for any ideal I the following statements hold

(i) RδβI(A) ⊆ Rδβ(A) ⊆ A ⊆ Rδβ(A) ⊆ RδβI(A).

(ii) RδβI(Ø) = Ø = RδβI(Ø) and RδβI(X) = X = RδβI(X).

(iii) If A ⊆ B, then RδβI(A) ⊆ RδβI(B) and RδβI(A) ⊆ RδβI(B).

Proof. (i) Follows directly from Lemma 3.1 and Definition 4.2.

(ii) Obvious from Definition 4.2.

(iii) Let x ∈RδβI(A), then there exist δβI-open U such that x ∈ U ⊆ A. Since

A ⊆ B, then x ∈ RδβI(B). Also, x 6∈ RδβI(B), then there exist δβI-closed V such

that x 6∈ V and B ⊆ V . Since A ⊆ B so x 6∈ RδβI(A).

Theorem 4.3. Let A be a subset of a δβI-approximation space (X,RδβI), then
for any ideal I the following statements hold
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(i) RδβI(X −A) = X −RδβI(A) and RδβI(X −A) = X −RδβI(A).

(ii) RδβIRδβI(A) = RδβI(A) and RδβIRδβI(A) = RδβI(A).

(iii) RδβIRδβI(A) ⊆ RδβIRδβI(A) and RδβIRδβI(A) ⊆ RδβIRδβI(A).

Proof. (i) Obvious.

(ii) RδβIRδβI(A) = ∪{U | U is a δβI-open and U ⊆ RδβI(A) ⊆ A} = ∪{U | U is a

δβ − I-open and U ⊆ A} = RδβI(A). Similarly, RδβIRδβI(A) = RδβI(A).

(iii) Immediate consequence of (i) of Theorem 4.2 and (ii) of this Theorem.

Example 4.3. In Table 6.1, the following is observable:
(i) If A = {d}, then RδβIRδβI(A) * RδβIRδβI(A).

(ii) If A = {a}, then RδβIRδβI(A) * RδβIRδβI(A).

Theorem 4.4. Let A,B be subsets of a δβI-approximation space (X,RδβI), then
for any ideal I the following statements hold

(i) RδβI(A ∪B) ⊇ RδβI(A) ∪RδβI(B) and RδβI(A ∪B) ⊇ RδβI(A) ∪RδβI(A).

(ii) RδβI(A ∩B) ⊆ RδβI(A) ∩RδβI(B) and RδβI(A ∩B) ⊆ RδβI(A) ∩RδβI(A).

Proof. The proof is obvious from Theorem 4.2(iii).

Example 4.4. Example 4.1 and Table 6.1 show that the inclusion in Theorem
4.4 can not be replaced by equality relation

(i) If A = {a, e} and B = {b, c}, then RδβI(A) = {a, e}, RδβI(B) = Ø and
RδβI(A ∪B) = {a, b, e}. Hence, RδβI(A ∪B) * RδβI(A) ∪RδβI(B).

(ii) If A = {d} and B = {e}, then RδβI(A) = {c, d}, RδβI(B) = {a, e} and
RδβI(A ∪B) = X . Hence, RδβI(A ∪B) * RδβI(A) ∪RδβI(A).

(iii) If A = {b, d} and B = {b, e}, then RδβI(A) = {b, d}, RδβI(B) = {b, e} and
RδβI(A ∩B) = Ø. Hence, RδβI(A) ∩RδβI(B) * RδβI(A ∩B).

(iv) If A = {e} and B = {a, b}, then RδβI(A) = {a, e}, RδβI(B) = {a, b} and
RδβI(A ∩B) = Ø. Hence, RδβI(A) ∩RδβI(A) * RδβI(A ∩B).

Definition 4.4. Let A be a subset of a δβI-approximation space (X,RδβI), then
for any ideal I the following statements hold

(i) δβI-external edge of A, δβI − edg(A) = RδβI(A) −A.

(ii) δβI-internal edge of A, δβI − edg(A) = A−RδβI(A).

(iii) δβI-boundary of A, δβI − b(A) = RδβI(A)−RδβI(A).

(iv) δβI-exterior of A, δβI − ext(A) = X −RδβI(A).

Lemma 4.1. Let A be a subset of a δβI-approximation space (X,RδβI), then
for any ideal I the following statements hold
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(i) δβ − edg(A) ⊆ δβI − edg(A).

(ii) δβ − edg(A) ⊆ δβI − edg(A).

(iii) δβ − b(A) ⊆ δβI − b(A).

(iv) δβI − ext(A) ⊆ δβ − ext(A).

Example 4.5. Table 6.2 shows the relation between δβI-boundary and δβ-boundary,
for any set A.

Lemma 4.2. Let A be a subset of a δβI-approximation space (X,RδβI), then
for any ideal I the following statements hold

(i) δβI − b(A) = δβI − edg(A) ∪ δβI − edg(A).

(ii) RδβI(A) −Rδβ(A) = δβ − edg(A) ∪ δβI − edg(A).

(iii) Rδβ(A)−RδβI(A) = δβ − edg(A) ∪ δβI − edg(A).

Proof. (i) In view of Theorem 4.2 and Definition 4.4, δβI − b(A) = RδβI(A) −
RδβI(A) = (RδβI(A) − A) ∪ (A − RδβI(A)) = δβI − edg(A) ∪ δβI − edg(A). By
the same manner we can prove (ii) and (iii).

Lemma 4.3. Let A be a subset of a δβI-approximation space (X,RδβI), then
for any ideal I the following statements hold

(i) δβI − edg(A) = δβ − edg(A) ∪ (RδβI(A)− Rδβ(A)).

(ii) δβI − edg(A) = δβ − edg(A) ∪ (Rδβ(A)−RδβI(A)).

(iii) δβ − edg(A) = δβI − edg(A) ∪ (Rδβ(A)−RδβI(A)).

Proof. (i) In view of Theorem 4.2 and Definition 4.4, δβI − edg(A) = (RδβI(A)−
A) = (RδβI(A) − (A ∩ Rδβ(A)) = (RδβI(A) − A) ∪ (RδβI(A) − Rδβ(A)) = δβ −
edg(A) ∪ (RδβI(A)−Rδβ(A)). By the same manner we can prove (ii) and (iii).

Theorem 4.5. Let (X,RδβI) be a δβI-approximation space and I, J be two
ideals on X with I ⊆ J . Then, for any set A, δβJ − b(A) ⊆ δβI − b(A).

Proof. Let x ∈ δβJ − b(A), then x ∈ RδβJ (A)−RδβJ (A) and so x ∈RδβJ (A) and

x 6∈ RδβJ (A). Since RδβJ (A) = X − RδβJ (X − A), then x ∈ RδβJ (X − A).

Since I ⊆ J , then x ∈ RδβI(A) and x ∈ RδβI(X − A) from Theorem 4.1.
Hence, x ∈ RδβI(A) and x 6∈ RδβI(A) and so x ∈ δβI − b(A). Consequently,
δβJ − b(A) ⊆ δβI − b(A).

Definition 4.5. Let A be a subset of a δβI-approximation space (X,RδβI) and I
be an ideal on X . δβI-strong memberships, ∈δβI (resp. δβI-weak memberships,
∈δβI) are defined as

(i) x∈δβI(A) if and only if x ∈ RδβI(A).

(ii) x∈δβI(A) if and only if x ∈ RδβI(A).
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In view of (i) of Theorem 4.2, the following lemma is obvious and then the proof is
omitted.

Lemma 4.4. Let A be a subset of a δβI-approximation space (X,RδβI) and
I be an ideal on X . Then,

(i) x∈δβI(A) =⇒ x∈δβ(A).

(ii) x∈δβ(A) =⇒ x∈δβI(A).

(iii) x∈δβI(A) =⇒ x∈δβI(A).

The converse may not be true in general as seen in the following example.

Example 4.6. In Example 4.1 and Table 6.1, we have

(i) Let A = {a, b}, then a, b∈δβ(A) and a, b 6∈
δβI

(A).

(ii) Let A = {e}, then a∈δβI(A) and a 6∈δβ(A).

(iii) Let A = {d}, then c∈δβI(A) and c 6∈
δβI

(A).

Definition 4.6. Let (X,RδβI) be δβI-approximation space and A,B ⊆ X . Then,
for any ideal I, we say that

(i) A is δβI roughly bottom included inB, symbolicallyA⊂δβIB, ifRδβI(A)⊂δβIRδβI(B).

(ii) A is δβI roughly top included inB, symbolicallyA⊂δβIB, ifRδβI(A)⊂δβIRδβI(B).

(iii) A is δβI roughly included in B, symbolicallyA⊂δβIB, if A⊂δβIB and A⊂δβIB.

Example 4.7. In Example 4.1 and Table 6.1, it is clear that {a, c, e}⊂δβI{a, b, d, e},
{a}⊂δβI{e} and {d}⊂δβI{a, d}.

Definition 4.7. Let (X,RδβI) be a δβI-approximation space and I be any ideal
on X . Then, the subsets A,B of X are said to be

(i) δβI roughly bottom equals, symbolically A∼̄δβIB, if RδβI(A) = RδβI(B).

(ii) δβI roughly top equals, symbolically A ≃δβI B, if RδβI(A) = RδβI(B).

(iii) δβI roughly equals, symbolically A ≈δβI B, if A∼̄δβIB and A ≃δβI B.

Example 4.8. In Example 4.1 and Table 6.3, we have {d}∼̄δβI{a, d} and {a, d, e} ≃δβI

{c, d, e}.

Definition 4.8. Let (X,RδβI) be δβI-approximation space and I be any ideal
on X . Then, a subset A of X is called

(i) RδβI -definable or RδβI-exact, if RδβI(A) = RδβI(A) or δβIb(A) = Ø.

(ii) RδβI -rough, if RδβI(A) 6= RδβI(A) or δβIb(A) 6= Ø.

Example 4.9. As in Example 4.1 and Table 6.1, let (X,RδβI) be δβI-approximation
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space, we have the sets {a, e}, {c, d}, {a, b, e} and {b, c, d} are RδβI-exact and other
sets are RδβI-rough.

Lemma 4.5. Let (X,RδβI) be δβI-approximation space. Then,

(i) every δβI-exact is δβ-exact.

(ii) every δβ-rough is δβI-rough.

Proof. Follows directly from Theorem 4.2.

The converse of Lemma 4.5 may not be true in general as seen in the following
example.

Example 4.10. In Example 4.1 and Table 6.1, then the set {c} is δβ-exact, but it
is not δβI-exact.

Definition 4.9. Let (X,RδβI) be δβI-approximation space. Then, for any ideal I
a subset A of X is called

(i) Roughly RδβI -definable, if RδβI(A) 6= Ø and RδβI(A) 6= X .

(ii) Internally RδβI -undefinable, if RδβI(A) = Ø and RδβI(A) 6= X .

(iii) Externally RδβI-undefinable, if RδβI(A) 6= Ø and RδβI(A) = X .

(iv) Totally RδβI-undefinable, if RδβI(A) = Ø and RδβI(A) = X .

Example 4.11. In Example 4.1 and Table 6.1, then the sets
{a}, {b}, {c}, {b, c}, {a, b}, {a, c},
{a, b, c} are internally RδβI -undefinable. The sets
{d, e}, {a, d, e}, {c, d, e}, {b, d, e}, {a, c, d, e}, {a, b, d, e}, {b, c, d, e}
are externally RδβI -undefinable. The sets {a, e}, {c, d},
{a, b, e}, {b, c, d} are RδβI -definable. All other non empty proper subset are roughly
RδβI-definable.

Corollary 4.2. For any δβI-approximation space (X,RδβI). The following state-
ments are hold:

(i) Roughly RδβI -definable is roughly Rδβ-definable.

(ii) Internally Rδβ-undefinable is internally RδβI-undefinable.

(iii) Externally Rδβ-undefinable is externally RδβI -undefinable.

(iv) Totally Rδβ-undefinable is totally RδβI -undefinable.
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Table 5.1:

A RδβI(A) RδβI(A) αδβI Rδβ(A) Rδβ(A) αδβ

{a} Ø {a} 0 {a} {a} 1
{b} Ø {b} 0 Ø {b} 0
{c} Ø {c} 0 {c} {c} 1
{d} {d} {c, d} 1

2 {d} {d} 1

{e} {e} {a, e} 1
2 {e} {e} 1

{a, b} Ø {a, b} 0 {a, b} {a, b} 1
{a, c} Ø {a, c} 0 {a, c} {a, c} 1
{a, d} {d} {a, c, d} 1

3 {a, d} {a, d} 1
{a, e} {a, e} {a, e} 1 {a, e} {a, e} 1
{b, c} Ø {b, c} 0 {b, c} {b, c} 1
{b, d} {b, d} {b, c, d} 2

3 {b, d} {b, d} 1

{b, e} {b, e} {a, b, e} 2
3 {b, e} {b, e} 1

{c, d} {c, d} {c, d} 1 {c, d} {c, d} 1
{c, e} {e} {a, c, e} 1

3 {c, e} {c, e} 1
{d, e} {d, e} X 2

5 {d, e} {d, e} 1
{a, b, c} Ø {a, b, c} 0 {a, b, c} {a, b, c} 1

{a, b, d} {b, d} {a, b, c, d} 1
2 {a, b, d} {a, b, d} 1

{a, b, e} {a, b, e} {a, b, e} 1 {a, b, e} {a, b, e} 1

{a, c, d} {c, d} {a, c, d} 2
3 {a, c, d} {a, c, d} 1

{a, c, e} {a, e} {a, c, e} 2
3 {a, c, e} {a, c, e} 1

{a, d, e} {a, d, e} X 3
5 {a, d, e} {a, d, e} 1

{b, c, d} {b, c, d} {b, c, d} 1 {b, c, d} {b, c, d} 1

{b, c, e} {b, e} {a, b, c, e} 1
2 {b, c, e} {b, c, e} 1

{c, d, e} {c, d, e} X 3
5 {c, d, e} {c, d, e} 1

{b, d, e} {b, d, e} X 3
5 {b, d, e} {b, d, e} 1

{a, b, c, d} {b, c, d} {a, b, c, d} 3
4 {a, b, c, d} {a, b, c, d} 1

{a, b, c, e} {a, b, e} {a, b, c, e} 3
4 {a, b, c, e} {a, b, c, e} 1

{a, b, d, e} {a, b, d, e} X 4
5 {a, b, d, e} {a, b, d, e} 1

{a, c, d, e} {a, c, d, e} X 4
5 {a, c, d, e} X 4

5

{b, c, d, e} {b, c, d, e} X 4
5 {b, c, d, e} {b, c, d, e} 1

5. Tables
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Table 5.2:

A δβI-b(A) δβ-b(A)
{a} {a} Ø
{b} {b} {b}
{c} {c} Ø
{d} {c} Ø
{e} {a} Ø
{a, b} {a, b} Ø
{a, c} {a, c} Ø
{a, d} {a, c} Ø
{a, e} Ø Ø
{b, c} {b, c} Ø
{b, d} {c} Ø
{b, e} {a} Ø
{c, d} Ø Ø
{c, e} {a, c} Ø
{d, e} {a, b, c} Ø
{a, b, c} {a, b, c} Ø
{a, b, d} {a, c} Ø
{a, b, e} Ø Ø
{a, c, d} {a} Ø
{a, c, e} {c} Ø
{a, d, e} {b, c} Ø
{b, c, d} Ø Ø
{b, c, e} {a, c} Ø
{c, d, e} {a, b} Ø
{b, d, e} {a, c} Ø
{a, b, c, d} {a} Ø
{a, b, c, e} {c} Ø
{a, b, d, e} {c} Ø
{a, c, d, e} {b} {b}
{b, c, d, e} {a} Ø
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Table 5.3:

δβI roughly bottom equals δβI roughly top equals
{a}, {b}, {c}, {a, b},
{a, c}, {b, c}, {a, b, c} {d}, {c, d}

{d}, {a, d} {d, e},{a, d, e}, {c, d, e},{b, d, e}, {a, c, d, e},{a, b, d, e},{b, c, d, e}
{e}, {c, e} {e}, {a, e}

{b, d}, {a, b, d} {a, d}, {a, c, d}
{b, e}, {b, c, e} {b, d}, {b, c, d}
{a, e}, {a, c, e} {b, e}, {a, b, e}
{c, d}, {a, c, d} {c, e}, {a, c, e}

{a, b, e}, {a, b, c, e} {a, b, d}, {a, b, c, d}
{b, c, d}, {a, b, c, d} {b, c, e}, {a, b, c, e}
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