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Abstract: For the design of functional molecules and nanodevices, it is very useful to utilize
nanorecognition (which is governed mainly by interaction forces such as hydrogen bonding,
ionic interaction, π–H/π–π interactions, and metallic interactions) and nanodynamics (in-
volving capture, transport, and release of electrons, photons, or protons). The manifestation
of these interaction forces has led us to the design and realization of diverse ionophores/re-
ceptors, organic nanotubes, nanowires, molecular mechanical devices, molecular switches,
enzyme mimetics, protein folding/unfolding, etc. In this review, we begin with a brief dis-
cussion of the interaction forces, followed by some of our representative applications. We
discuss ionophores with chemo-sensing capability for biologically important cations and an-
ions and explain how the understanding of hydrogen bonding and π-interactions has led to
the design of self-assembled nanotubes from calix[4]hydroquinone (CHQ). The binding
study of neutral and cationic transition metals with the redox system of hydroquinone (HQ)
and quinone (Q) predicts what kind of nanostructures would form. Finally, we look into the
conformational changes between stacked and edge-to-face conformers in π-benzoquinone-
benzene complexes controlled by alternating electrochemical potential. The resulting flap-
ping motion illustrates a promising pathway toward the design of mobile nanomechanical de-
vices.

Keywords: nanorecognition; computer-aided molecular design; functional molecules; func-
tional materials; nanosensors; nanodevices.

INTRODUCTION

Molecular-level functional materials and devices are of great importance because of possible applica-
tions in the fields of information storage, communication and computation, and material and biological
sciences. Much of our recent success in de novo design of materials [1] is attributed to the understand-
ing of the nanorecognition phenomena [2] of molecules and materials involving self-assembly and self-
engineering. This understanding helps us investigate chemical and physical properties of novel nano-
materials. Of course, experimental synthesis and measurements based on intuition and experiences have
made many important contributions in designing functional molecules and nanomaterials over the past
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years. However, as the systems become smaller and smaller, the quantum nature of molecules and ma-
terials is important, and so the exploitation of the commonsense alone has been limited in designing
novel nanosystems. It is necessary to create a new paradigm for the design approach, because the sys-
tems involved in quantum phenomena are hardly comprehensible by intuition and simple experiences.
Theoretical methods have been instrumental in their ability to help understand the variation of chemi-
cal and physical properties as single atoms or molecules coalesce to form larger functional entities
[3–9]. In this regard, computational methods, apart from providing unique insights into experimental
data, have guided experimentalists toward the design of new materials with unique and important prop-
erties [4]. For practical utility, functional materials need to be self-assembled, and nanodevices would
be self-engineered. To this end, the nanorecognition should play an important role. The chemical and
physical properties of most nanomaterials are a manifestation of several types of interatomic, intra-
molecular, and intermolecular interactions, which can be either cooperative or competitive. A judicious
combination of various types of intermolecular interactions would lead to self-assembly process of
given molecular systems including self-synthesis, which would result in ideal molecular engineering
process toward smart self-engineered functional molecular systems and nanomaterials.

In the course of this review, we examine how an effective combination of diverse theoretical
methods has helped elucidate the nature of intermolecular interactions in a number of selected exam-
ples. At the onset, we will discuss briefly the different types of interaction forces whose relevance is of
importance to the de novo design of nanosensors, nanomaterials, and nanodevices. Thus, the manifes-
tation of these intermolecular forces is the computer-aided design of novel nanomaterials such as
ionophores/receptors, endo/exohedral fullerenes, fullerides, nanotori, nanotubes, nanowires, and mo-
lecular devices. Here we discuss some of the representative examples of the applications manifested
based on the principles of nanorecognition. 

INTERMOLECULAR INTERACTIONS 

Computational methods

The nature of the intermolecular interactions in dimeric complexes or larger clusters can be ascertained
by using a judicious combination of supermolecular (SM) variational and perturbational methods [8].
The former method is employed to carry out geometry optimizations and evaluate vibrational frequen-
cies. Presently, SM calculations are broadly based on Hartree–Fock theory, density functional theory
(DFT), and a high level of ab initio theory such as Møller–Plesset (MP) perturbation, configuration
interaction (CI), complete active-space self-consistent field (CASSCF), coupled-cluster singles and
doubles (CCSD), etc. Since the inclusion of electron correlation is vital to obtain an accurate descrip-
tion of most of the calculated properties, most of the SM calculations were carried out at either the sec-
ond-order Møller–Plesset perturbation (MP2) or the coupled-cluster theory with single, double, and
perturbative triple excitations [CCSD(T)] using basis sets composed of polarization and diffuse func-
tions.

Even though the SM method is conceptually and computationally simple, it does not provide a
clear picture of the interaction forces responsible for the interaction. On the other hand, the perturba-
tion method enables one to obtain a physical picture of the interactions prevailing between monomers
involving complexation. This is because of the fact that in the SM method, the interaction energy is
evaluated as the difference of the energy of the complex and the energy of the isolated monomers.
However, in the perturbational method, the interaction energy is obtained as a sum of individual elec-
trostatic, exchange, dispersion, and induction energies [10].

As the size of the system increases, it is impossible to carry out calculations at the levels of the-
ory employed in the investigation of the smaller systems. Therefore, DFT methods have been widely
employed in a large number of studies because of the smaller computational resources needed to de-
scribe very large systems. In particular, they have been found to be effective in the description of sys-
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tems dominated by hydrogen-bonding interactions, but their use in the description of weak inter-
molecular complexes is limited by the inability of most current functionals to describe dispersion ener-
gies. In these cases, the calculations based on MP2 and CCSD(T) are required.

Types of intermolecular interactions

In order to have a theoretical understanding of the so-called nanorecognition, we need to have a detailed
understanding of various types of intermolecular interactions. Though a large number of intermolecular
interactions prevail in chemical and biological systems, it could be broadly classified into five different
types: (i) hydrogen bonding, (ii) ionic interactions, (iii) intermolecular interactions involving π-systems,
(iv) metallic interactions, and (v) interactions involving quantum species. The physical properties of
most nanomaterials are a manifestation of several of these intermolecular interactions, which can be ei-
ther cooperative or competitive. As a result, the magnitude of each intermolecular interaction in the
nanomaterial of interest is either enhanced or depleted. Thus, judicious combination of these interaction
forces would be essential for the design of smart self-engineered functional molecular systems and
nanomaterials. Detailed discussion of these interaction forces is not possible within the scope of this
overview; however, we provide the main essence of these interaction forces based on our theoretical in-
vestigations in the past years. Though metallic interaction is also an important force associated with re-
gard to nanorecognition, we do not consider this interaction force within the scope of this overview.
However, the details could be found elsewhere [11–13]. 

Hydrogen bonding

Hydrogen bond (H-bond) is the most vital interaction force both in biology and chemistry [14–18]. For
instance, water (which is the most abundant and essential substance on our planet) and proteins and
DNA (which are the most important substances in biosystems) are held basically by networks of
H-bonds. The H-bond energy ranges from 2 to 20 kcal/mol, while the most typical H-bond energy is
~5 kcal/mol in zero-point energy uncorrected binding energy and ~3 kcal/mol in zero-point energy cor-
rected dissociation energy [19]. Since H-bonds can be easily formed and broken depending on the given
environment, they are considered to have “on or off” functions in biology. Hydrogen bonding also finds
relevance in nanomaterial design because (i) the interaction is of intermediate strength and therefore re-
versible; (ii) the interaction is directional and therefore one-, two-, three- dimensional structures can
readily be assembled by hydrogen bonding; and (iii) the assembly is often fast and specific. 

In general, hydrogen bonding is characterized by a dominant contribution from electrostatic en-
ergies. However, as the attractive electrostatic contribution is to a large extent cancelled by the repul-
sive exchange energy, the sum of induction and dispersion energies is nearly equivalent to the total
interaction energy. When a system possesses multiple H-bonds, cooperativity is a particularly charac-
teristic manifestation, which has important consequences in nanomaterial design. For example, in water
clusters, the average energy of a H-bond progressively increases with an increase in the cluster size
[20,21]. This enhancement of interaction energies leads to a progressive decrease in the intermolecular
H-bond distance, and, hence, significant geometry changes can also be noted.

In addition, we should mention special types of H-bonds such as ionic H-bonds [22], positively
charged H-bonds [23,24], negatively charged H-bonds [25,26], short H-bonds [27], short strong
H-bonds [28–33], and aromatic H-bonds (π–H interactions) [34–44].

Ionic interactions

Since electrostatic energies dominate intermolecular interactions between cations and anions involving
ionic species, these interactions are specially considered as ionic interactions. Since this cation–anion
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interaction is almost ubiquitous, and easy to understand, the details of this well-known interaction are
not discussed here. Nevertheless, a significant difference is noted in the solvation of cationic and an-
ionic species as a result of the fact that these intermolecular interactions binding the ions to the solvent
are dominated by electrostatic and inductive energies. Electrostatic interactions involving anions are
less effective because they have a lower ratio of charge to radius than isoelectronic cations, while the
polarization effect in anions becomes significant. In particular, the non-valence-type excess electron
around the anion (except for F–, which has partially valence-like excess electron) needs a large empty
space to be stabilized simply due to the uncertainty principle [45]. Thus, the anion needs an empty space
on one side, while it interacts with ligands on the other side (Fig. 1). Furthermore, while cations prefer
to interact with heavy non-hydrogen atoms (such as oxygen and nitrogen) [46–49], anions interact with
the smaller-sized hydrogen atoms [50–55]. As a consequence, the electron clouds of the anion are
anisotopically and directionally polarized toward the electron acceptor sites (in most cases, H-atoms).
Full coordination is therefore difficult to achieve in the case of anion solvation, as the columbic repul-
sion between H-atoms of solvents or ligands prevents them to come to close to each other. In general,
the geometries and interaction energies of cationic-water clusters are nearly independent of the level of
theory at which the calculations are carried out. Of course, the calculations involving the large alkali
cations [56,57] as well as organic and heavy metal cations [58–60] yield more accurate results when
electron correlation is explicitly included. In sharp contrast, calculations on anion-containing systems
should explicitly include electron correlation. This inclusion of electron correlation becomes more im-
portant in intermolecular interactions involving π-systems, because these interactions are mediated
through the more diffuse π-electron cloud. The ionic interaction is useful in the fields ranging from nan-
oclusters to the guest–host complexes [61–63].
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Fig. 1 Structures of the M�(H2O)1–6, (M = Li+, Na+, K+, Rb+, Cs+, NH4
+, H3O

+ as cationic species and M = e–,
F–, Cl–, Br–, I–, OH– as anionic species) complexes.



Intermolecular interactions involving �-systems

Interactions involving π-systems are most relevant in the context of nanomaterial design [1,64–67].
These interactions are perceptibly weak to be observed experimentally, and their accurate description
requires very high levels of theory [8,68–85]. A large number of nanosystems ranging from fullerenes
to ionophores exhibit these interactions, hence it is important to theoretically investigate the nature of
these interactions. Interactions involving π-systems can be utilized in the fabrication of nanodevices,
because subtle changes in the electronic characteristics of the π-systems can lead to dramatic effects in
the structure and properties of the nanosystem [86,87]. 

A broad classification of the nature of the interactions involving these π-systems can be based on
the nature of the countermolecule involved in the interaction. A combination of electrostatic and in-
duction energies dominate the interaction when the countermolecule is a metal cation. For the inter-
action of a positively charged organic cation with the negatively charged π-electron cloud, an accurate
estimate of the interaction energies requires the inclusion of other factors like the polarizability of the
π-system. The importance of dispersion energies in the binding of the tetramethyl ammonium and am-
monium cation to benzene is well demonstrated [88–90]. Dispersion energies predominate when the
countermolecule is either a rare gas atom or a nonpolar molecule (gas dimers, hydrocarbons) [91].
When the countermolecule is either a polar molecule or Lewis acid, both electrostatic and dispersion
energies govern the interaction [92,93]. The magnitude of the repulsive energies plays a vital role in
governing the observed geometry of clusters containing π-systems [90]. It can be noted here that the
magnitudes of the electrostatic and induction energies in the case of the organic cation complexes of
these π-systems are much smaller than those observed in the case of the π-alkali metal cation com-
plexes, while the contribution of dispersion energies becomes vital. 

While comparing the cation–water interactions with cation–π interactions [90,94–111], the dis-
tinction between them is the magnitude of the electrostatic energies, which are dominant contributors
to the total interaction energy in the case of the former [90] (Fig. 2). In the context of nanomaterial de-
sign, these findings are significant because a greater electrostatic contribution implies that the magni-
tudes of the interaction energies are more susceptible to the dielectric of the environment. Nearly sim-
ilar interaction energies of the benzene with the ammonium and potassium cations result from a balance
of dispersion and induction energies because the electrostatic and exchange energies are nearly similar
and hence mostly cancel out. However, the ammonium cation complexes exhibit a larger contribution
of dispersion energies [88–90]. In a subsequent section, we show how suitable receptors specific for the
ammonium cation could be designed by enhancing the contribution of the dispersion energies. In the
context of the cation–π interactions, it is interesting to note that many anion receptors are found to have
augmented anion binding affinity due to the presence of aromatic ring moieties which interact with the
anions (anion–π interactions [112–117]) in addition to other binding arms. Even though the total inter-
action energies of anion–π complexes are comparable to those of the corresponding cation–π com-
plexes, the largest contributions to the total interaction energy in the former complexes are the electro-
static and the induction energies. However, in contrast to the cation–π interaction, the contribution from
the dispersion energies is substantial, and in complexes involving organic anions, their magnitudes are
comparable to electrostatic and induction energies. Apart from increases in both the induction and dis-
persion energies, the anion–π interactions are also characterized by a substantial increase in the magni-
tude of the exchange-repulsion energy. 

Complexes exhibiting the π–H interaction are of interest because this interaction is also a hydro-
gen bond. In going from CH4 to NH3, to H2O, to HF, the increase in the repulsive exchange energies is
more pronounced in the ethene than in the benzene complexes [78]. This leads to a smaller variation in
the intermolecular distances in the benzene complexes. Consequently, the magnitude of the dispersion
energies is nearly independent of the nature of the hydride, because the magnitude of the dispersion en-
ergies is nearly proportional to the number of electrons participating in the interaction and the inter-
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molecular distance. We also note an increase in the magnitude of the induction energies of the hydride
complexes of both ethene and benzene upon inclusion of electron correlation. 

The π–π interactions are one of the most intriguing noncovalent interactions, in the sense that the
negatively charged and diffuse electron clouds of the π-systems exhibit an attractive interaction. This
interaction is predominated by dispersion interactions, when the π-systems possess nearly similar elec-
tron densities. However, when one of the systems is electron-rich (benzene) and the other electron-de-
ficient (hexafluorobenzene), the resulting complexes are bound by induction interactions with the neg-
ative charge being transferred from benzene to hexafluorobenzene [118,119]. The acetylene dimer is
one of the simplest systems exhibiting a π–π interaction [120,121]. Though a parallel displaced con-
former involving a stacking of the two acetylene π-systems exhibit a π–π interaction, the most stable
conformer is a T-shaped structure, which involves the interaction of hydrogen of acetylene with the
π-system of the other. In the case of the ethene dimer, the most stable structure has a D2d symmetry,
which involves the formation of a quadruple hydrogen bond [122]. The interaction of two benzene rings
(benzene dimer) has been widely investigated both experimentally and theoretically. The experimental
estimates of the interaction energy is of the order of ~2 kcal/mol [123,124], which indicates that the at-
traction is appreciable and significantly influences the interaction of phenyl rings in solution or other
environments, in addition to other factors such as solvophobic effects. The interaction is predominated
by dispersion interactions [77,78–82]. As in the case of the acetylene dimer, the benzene dimer can
manifest itself in T-shaped or parallel-displaced conformers. The available evidence seems to indicate
that the edge-to-face conformer is the most stable, but nearly isoenergetic to parallel displaced confor-
mation. The isolated benzene dimer is extremely floppy and can coexist in both forms. On the other
hand, while considering the facial or axial substitution effect on the edge-to-face aromatic interaction,
we observed that for the axially substituted aromatic systems, the electron density at the para position
is an important stabilizing factor, and thus the stabilization/destabilization by substitution of an aro-
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Fig. 2 Comparison of cation–π and cation–water interactions. Notice the distinct differences in various interaction
energy components as a result of changes in the nature of the cation and the π-system. Reproduced by permission
of American Chemical Society [90].



matic ring is governed mostly by the electrostatic energy [77]. In a while, the dispersion energy is
mostly canceled out by the exchange repulsion. Thus, the stabilization/destabilization by substitution is
governed mainly by electrostatic energies. On the other hand, the facially substituted aromatic system
depends on not only the electron-donating ability responsible for the electrostatic energy, but also the
dispersion interaction and exchange repulsion. The dispersion energy, together with the exchange re-
pulsion, augments the electrostatic energy in the facially substituted aromatic systems. In a subsequent
section, we take advantage of the fact that the interconversion between different conformers or the ori-
entations of the two interacting π-systems can be exquisitely controlled [86]. In order to have maximum
control on this interconversion, we use the electrochemically and photochemically active π-systems
(Q and HQ) [87].

Interactions involving quantum species

While most of the previous discussion on intermolecular interactions was involved in molecules, atoms,
or stable closed-shell cations or anions, the interactions involving quantum species like single electrons
[125–129], protons [49,90], photons [130–132], and paramagnetic atoms [133] have been found to be
of importance in understanding the modulation of properties by external stimuli. These stimuli could be
from the photochemical (involving photons) [130–132] and chemical (involving changes in ion and pH
concentrations) [86] to electrical (involving electrons) [13,129,134] and spintronic [12,133] origins.
Most of the current work on intermolecular interactions involving quantum species has implications in
nanomaterial design because it paves the way to several desirable goals like responsive and intelligent
materials, smart sensors, molecular devices, etc. It should, however, be mentioned that the theoretical
methods which can be used to tackle these problems are still in their infancy.

Cooperative and competing interactions

Since a vast majority of intermolecular interactions are weak, they are reversible. However, molecules
possessing multiple complementary binding sites provide a means to magnify the effect of very weak
individual interactions. This effect is more commonly known as cooperativity and is responsible for the
physical characteristics of a vast majority of chemical and biological systems. In most cases, the en-
tropic effects need not be invoked to explain this phenomenon in nanoscale systems, due to their small
contributions at low and non-high temperatures. In general, the existence of multiple binding sites in
natural or synthetic receptors leads to greater efficiency and selectivity in complexation. What is inter-
esting about cooperativity is that conformational changes occurring during the course of complexation
can be harnessed for the design of functionally important systems.

One of the widely known manifestations of cooperative effects which is of relevance to our dis-
cussion is self-assembly. A number of studies on hydrogen bonding in organic molecular assemblies
have revealed that certain classes of functional groups always form H-bonds when complementary
donors or acceptors are available, while other classes of functional groups only occasionally participate
in hydrogen bonding [135]. This discussion on the concept of best donor- and acceptor-forming
H-bonds provides a cogent tool for controlling the composition and structure of molecular assemblies.
Thus, novel molecular assemblies can be designed using complementary sets of strong and weak
H-bonds. It is interesting to note that this competition between H-bonds in solid state mirrors those
found in solution or in the gas phase.

APPLICATIONS

There are two aspects of nanomaterial design, which is addressed in this section. These include theo-
retical investigations of known nanomaterials and de novo theoretical design of new nanomaterials.
Apart from an awareness of intermolecular interactions, investigations of the properties of known nano-
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materials provide useful information on the level of theory required to investigate nanomaterials. Thus,
for example, systems containing a number of π-systems would require the use of theoretical methods,
which explicitly include electron correlation. On the other hand, Hartree–Fock or density functional
methods suffice in the investigation of systems dominated by hydrogen bonds. Though we examined
each of the interaction forces in isolation in the previous section, the structure and subsequent proper-
ties of most of the nanosystems are the consequence of the cooperativity and competition of several in-
teraction forces. With the aid of understanding of these individual interaction forces and their coopera-
tive and competitive effect, we were able to design novel materials as well as to understand the existing
functional nanomaterials.

Ionophores/receptors

The endeavors in ionophore and receptor design had its origins in developing novel receptors having
potential utilities in environmental and biological systems [22,136–145]. The theoretical challenge is to
describe the affinity and selectivity of the synthetic ionophore/receptors toward ions. The situation is
complicated because the affinity and selectivity have to be displayed in the presence of a number of
competing factors like counterions, solvents, etc. However, in order to design receptors with high affin-
ity for a specific ion, we need to consider the enthalpy-driven interactions. In this case, the binding en-
thalpy is highly correlated with the binding internal energy, and so ab initio characterized interaction
energies for an ion interacting with diverse receptors are very useful. Since we have discussed the in-
teraction of various ions with water molecules, it is possible to replace the water molecules of the hy-
drated ion clusters by energetically most favorable organic moieities as the binding arms of receptor.
Indeed, we have investigated the interaction energies of various ions with diverse synthetic organic re-
ceptors.

One of our initial endeavors in ionophore/receptor design was to tackle one of the seemingly in-
tractable problems of contemporary biochemistry: the selective recognition of the ammonium cation
(NH4

+). Much of the problem is due to the nearly equivalent sizes of NH4
+ and the potassium cation

(K+). The first step in the receptor design was that high selectivity for NH4
+ could be achieved with

cation–π interactions, if the receptors have an optimal space to capture NH4
+ and exhibit strong inter-

actions toward NH4
+. However, the ionic radius of K+ is nearly similar to that of NH4

+, so spatial dif-
ferentiation is not useful. On the other hand, the difference in coordination numbers can be utilized. K+

favors coordination number of six, while NH4
+ favors only four. Furthermore, one has also to take into

account the directional H-bonds involving NH4
+ cations, to describe the higher selectivity for NH4

+

over K+. Our initial calculations indicated that a benzene-based tripodal system with dihydro-imidazole
moieties (Fig. 3a) possessed vacant sites for the interaction with only one solvent molecule, while the
K+ ion has three vacant sites for three solvent molecules. In order to maximize the affinity and selec-
tivity of these receptors for NH4

+, it becomes important to maximize the π-electron density of the re-
ceptor. Indeed, receptors with enhanced π-electron density by trimethylated phenyl ring with the strong
proton-withdrawing subunits exhibit much higher affinities and selectivities [146].

Given this background, an extended concept has been applied to the receptor design for a bio-
logically important molecule, acetylcholine [147]. The receptor should have higher affinity and selec-
tivity for acetylcholine over NH4

+. This requires enhanced dispersion interactions and diminished ionic
interactions, which is met by replacing the imidazole arms of the NH4

+ receptors by pyrrole (Fig. 3b).
These theoretical inferences were confirmed by experiments.

Interactions involving anions are very different from those of cations. Since anions are more po-
larizable and hence more susceptible to polar solvents than cations, it becomes important to take into
account solvent effects. Based on ab initio calculations, highly selective anion ionophores have been de-
signed [148,149]. Enhanced dipole moments (Fig. 3c) were employed by attaching an electron-with-
drawing group. This approach would also aid design of novel functional molecular systems and bio-
logically important chemosensors. Utilizing the CH+

⋯X– ionic H-bonds, fluorescent photoinduced
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electron-transfer chemosensors for the recognition of halide anions, H2PO4
–, and pyrophosphate have

also been designed and synthesized (Fig. 3d) [150–153]. Recently, this concept has been extended to
the design of receptors (R1: trimethyl-[4-(3-methyl-imidazol-1-ium)-butyl]-ammonium substituted at
1,8 anthracene position) specific for the biologically important phosphates (guanosine 5'-triphosphate,
GTP, and adenosine 5'-triphosphate, ATP) (Figs. 3e,f) [154] and calix-[4]-imidazolium compounds
(Figs. 3g,h) [155] for selectively sensing flouride anion. Various amphi-ionophores with cyclopeptides
[156,157] and cationophores with collarenes [98,158–160] have also been designed.

Organic nanotubes

There are several advantages of using H-bonds to design nanomaterials, and in particular organic nan-
otubes [161–163], because these nanotubes have potential applications as artificial biological channels,
drug delivery, nanochemical reactors, nanosensors, etc. One of the interesting aspects of a recent report
on the self-assembly of an organic nanotube from nontubular units of calix[4]hydroquinone (CHQ) was
that the theoretical design preceded and was done in parallel with the actual experiment of synthesis and
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Fig. 3 Receptors for NH4
+ (a), acetylcholine (b), Cl– (c), H2PO4

– (d), R1-GTP (e), and R1-ATP complexes
(R1 as defined in the text) (f), crystal structure of F–-Calix[4]imidazolium[2]pyridine (g), and
Cl–-calix[4]imidazolium[2]pyridine (h). Reproduced by permission of Springer-Verlag GmbH [45].



investigation of the X-ray structure. Apart from highlighting the robustness of the theoretical approach,
this study also provided several insights into the mechanism of self-assembly of CHQ nanotubes.

In the absence of water, for each CHQ monomer, the number of dangling H-atoms is 4, while in
the presence of water, these dangling H-atoms of CHQs form chains HQ-(water-HQ-HQ-)n-water. As
the strength of 1D short hydrogen bonding interaction (~10 kcal/mol) is stronger than the strength of
the π–π stacking interaction, the assembling along the 1D short H-bonds relay is much more favorable.
Indeed, in experiments with water, CHQs are assembled to form long tubular structures with four infi-
nitely long short strong H-bond arrays. The CHQ tubes assemble to form long tubular structures in the
presence of water, which in turn form bundles with intertubular π–π stacking interactions, resulting in
crystals with well-ordered 2D arrays of pores. A needle-like nanotube bundle exhibits the infinitely long
1D hydrogen bonding network between hydroxyl groups of CHQs and water molecules and well-or-
dered intertubular π–π stacking pairs (Fig. 4).

As mentioned earlier, CHQ nanotube arrays can be utilized in promising templates for nanosyn-
thesis. Redox reaction of the nanotube in the presence of silver nitrate leads to the formation of silver
nanostructures, including nanoclusters, nanowires, and nanofilms. The driving force for the formation
of these nanostructures is the free-energy gain due to the reduction–oxidation process [164].

The theoretical characterization of the reduced form of the CHQ nanotube was carried out using
plane-wave pseudopotential methods. Our calculations indicated that upon reduction with silver nitrate,
the CHQ nanotubes get transformed to the corresponding calix[4]quinone-hydroquinone (CQHQ)
nanotubes, whose band gaps of 0.3 eV indicate that they are semiconducting in nature. The gross struc-
tural feature of CQHQ nanotubes is similar to that of CHQ nanotubes, with well-ordered H-bond arrays

© 2007 IUPAC, Pure and Applied Chemistry 79, 1057–1075

Molecular design based on nanorecognition 1067

Fig. 4 CHQ nanotubes: structure, longitudinal 1D H-bond relay vs. intertubular π–π stacking, the HREM image of
a single nanotube, and the water-accessible surface of the tubes. Each tube has four pillar frames of short H-bonds,
and the pore size is 8 × 8 Å2 (in yellow). The unit cell is drawn by the dashed lines. Reproduced by permission of
American Chemical Society [161,163].



and intertubular π–π stacking pairs. In the CQHQ nanotubes, there are only two infinitely long 1D
H-bond arrays per nanotube because two hydroxyl groups are transformed to the corresponding reduced
forms, resulting in nanostructures. 

Our recent investigation on the binding pattern of neutral and cationic transition metals with the
redox system of hydroquinone (HQ) and quinone (Q) predicts what kind of nanostructures (clusters,
wires, films) would form during the self-assembly process of HQ and CHQ. We could envisage that dur-
ing the formation of metal nanowires from the corresponding metal salt, several competing factors are
decisive for efficiency or even for mere occurrence of the redox reaction and self-synthesis. During the
process, a transition-metal (TM) cation may approach either an HQ or Q moiety. To initiate the redox
process, the cation must bind to HQ. Once they are interacting, HQ is oxidized to Q, while the metal
cation is reduced to the neutral state. Thus, even if the necessary condition regarding Eo [Eo(TMn+) <
–0.70 V] is met, self-synthesis will only take place efficiently, as those metal cations show binding pref-
erence toward HQ over Q. More importantly, the binding of TMn+ with HQ is much greater than that
of TM with either HQ or Q, which ensures continuous progress in the self-synthesis. In addition, the in-
teraction energies of the neutral metals either are very weak for both ligands or clearly favor binding to
Q. Hence, once the neutral metal is formed, it will not block the interaction sites of the reduced form
of the ligand (i.e., HQ), such that the HQ sites are available for the remaining metal cations to be re-
duced to the corresponding neutrals. Furthermore, to form 1D nanowire structures, the BE of TM–Q
should be smaller than (or at least comparable to) that of a 1D TM nanowire, such that aggregation is
favored over formation of isolated TM atoms coordinated to Q. During the growth process, different
stages of dimensionality are passed along the way from the initial dimerization step. The resulting co-
hesive energy per metal atom generally increases from an isolated dimer via a 1D wire and a 2D layer
to the 3D bulk (Fig. 5). Therefore, an initially weak bimetallic interaction may be overcome in a final
1D or 2D metallic array, but encompasses a barrier en route to the metallic product. 

The above condition for wire formation is met for five metals Ag, Pd, Au and Pt and Hg, which
satisfy the redox potential condition. In the case of Hg, we expect that the nanowire formation would
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Fig. 5 Comparison of binding energies per TM for TM–Q, (TM)2, 1D, 2D, and 3D structures of the TM.
Reproduced by permission of Wiley-VCH [164].



be more likely to be nanorod-like with a few atoms in the cross-section, as suggested by experiment. In
the case of the Ag/Au system, the TM–Q binding energy is very weak, while the dimerization energy
as well as the 1D-TM nanowire formation energy is large. This indicates that the formation of a metal-
lic nanostructure is favored over formation of isolated metal atoms coordinated to Q moieties, resulting
in effective nanowire formation. On the other hand, for the Pd system, the Pd–Q binding energy is much
larger than the 1D nanowire formation energy, which forbids the nanowire formation. As a conse-
quence, metal nanowire growth is expected to occur efficiently for Ag and Au, but not for Pd, while Pt
and Hg will exhibit competing behavior between aggregation to nanowires or nanorods and attachment
to the ligand. These findings were very crucial for the understanding of the self-assembly process of the
TM nanowires self-synthesized by HQ and CHQ by electrochemical redox processes.

Organic nanodevices

The quest for nanodevices implies that one has to induce motion in a system using external or internal
means. The external means could include changes in pH, radiation, etc. We discuss one such device (a
molecular flipper), which has been designed, synthesized, and characterized [86]. The flipping/flapping
motion is due to the changes of edge-to-face and face-to-face aromatic interactions. It is interesting to
note that this conformational change can be electrochemically controlled by reduction/oxidation of the
Qe moiety in the molecular system.

The strategy for the design of nanodevices is to harness the subtle changes in the π-electron den-
sities of a Q moiety as results of changes in the electronic environment. Quinones are particularly suited
for this endeavor because their electronic characteristics can be electro- or photochemically controlled.
Based on a theoretical investigation of the conformational characteristics of p-benzoquinone-benzene
complexes, we found that the energy difference between the stacked and edge-to-face conformations of
cyclophane molecules is substantial. Thus, if one could subtly control the conformational characteris-
tics of 2,11-dithio[4,4]metametaquinocyclophane (MQC) (stacked conformer is 7 kcal/mol more stable
than the edge-to-face conformer) and 2,11-dithio[4,4]metametahydroquinocyclophane (MHQC) (edge-
to-face is 9 kcal/mol more stable than the stacked conformer) by electrochemical and/or photochemical
means, we can have a very interesting model of a potential molecular device. The cyclic voltammo-
grams of MQC exhibits two clear reversible redox reactions (Fig. 6). In aprotic media, Qs exhibit two
reduction peaks separated by 0.7 V, which corresponds to the formation of a radical anion species and
a dianion species of Qs, respectively. This is in agreement with the reduction characteristics of MQC.
Two well-separated reduced states of MQC are formed in the aprotic solvent of acetonitrile upon re-
duction. Therefore, the electronic states of MQC and MHQC can be easily transformed into each other
by simple electrochemical control of the redox reaction, which results in large conformational flapping
motions due to a preference for the stable conformation caused by the change in the electronic state of
the Q moiety.

Thus, a cyclophane system composed of Q and benzene rings exhibits a flapping motion involv-
ing squeezing and thrusting motions in the presence of solvent molecules by electrochemical redox
process. This case illustrates a promising pathway of harnessing the differences in the relative magni-
tudes of different kinds of intermolecular interactions to design a nanomechanical device. The large
flapping/flipping motion from the edge-to-face and stacked conformations and vice versa is a first step
toward a propelling molecular vessel or a molecular flipper that can be electrochemically or photo-
chemically controlled. It could be applied to the design of molecular hinges, molecular switches, and
eventually to the design of mobile nanomechanical devices for drug delivery and nanosurgery.
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CONCLUSION

In this review, we have illustrated our efforts toward understanding the theoretical principles of
nanorecognition, and de novo design approach toward the nanomaterial design using a wide variety of
examples. Apart from stressing the strengths and weaknesses of several theoretical methodologies, our
extensive studies also highlight that an understanding of intermolecular interactions is very useful in
nanomaterial design. Theoretical calculations involving nanomaterials should explicitly take into ac-
count electron correlation. Apart from providing accurate estimates of dispersion energies, which are
widely prevalent in nanomaterials, the inclusion of electron correlation also influences the magnitude
of other interaction energy components like induction energies. In systems involving a large number of
atoms, it is computationally not feasible to use very high-level theoretical methodologies. In such a
case, the use of density functional or semi-empirical methods is advocated. However, adequate care
should be taken while interpreting the results. The magnitude of repulsive energies is very important in
that the equilibrium structures of most nanomaterials are the ones wherein the interaction energies (the
sum of attractive energies and repulsive energies) are maximized. Quantitative estimates of the magni-
tudes of various intermolecular interactions and energy components are very useful in determining their
relative importance. However, weak interactions are of importance in the sense that they steer and pro-
mote much stronger interactions. Given the success of our approach in designing experimentally viable
nanomaterials, we believe that the coming years would see the use of this approach in the development
of novel nanosystems with potential applications in pharmaceuticals, optics, opto-electronics, informa-
tion storage, sensors, biotechnology, nanomedicine, nanofluidics, and nanoelectronics. Furthermore, it
would also provide vital information on the methods needed to harness these nanosystems as machines
and devices and provide an increased understanding of the science behind most nanoscale processes.

ACKNOWLEDGMENT

This work was supported by GRL (KICOS) and BK21.

N. J. SINGH et al.

© 2007 IUPAC, Pure and Applied Chemistry 79, 1057–1075

1070

Fig. 6 Cyclic voltammogram of MHQC(left)/MQC(right) (1 mM) in acetonitrile with tetrabutylammonium
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