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De novo generation of hit-like molecules from gene
expression signatures using artificial intelligence
Oscar Méndez-Lucio1,2*, Benoit Baillif 1, Djork-Arné Clevert3, David Rouquié1,5* & Joerg Wichard4,5*

Finding new molecules with a desired biological activity is an extremely difficult task. In this

context, artificial intelligence and generative models have been used for molecular de novo

design and compound optimization. Herein, we report a generative model that bridges sys-

tems biology and molecular design, conditioning a generative adversarial network with

transcriptomic data. By doing so, we can automatically design molecules that have a high

probability to induce a desired transcriptomic profile. As long as the gene expression sig-

nature of the desired state is provided, this model is able to design active-like molecules for

desired targets without any previous target annotation of the training compounds. Molecules

designed by this model are more similar to active compounds than the ones identified by

similarity of gene expression signatures. Overall, this method represents an alternative

approach to bridge chemistry and biology in the long and difficult road of drug discovery.
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T
he difficulty of the drug discovery process stems from the
fact that only a small fraction of the theoretically possible
1060 drug-like molecules are therapeutically relevant1,2.

One of the most challenging tasks in this scenario is the hit
identification, namely the identification of small molecules with
an adequate (but usually weak) activity on a specific target that
could then be used as a starting point for the chemical optimi-
zation process. Hit identification can be achieved by knowledge-
based approaches that use previous information coming from
endogenous ligands, patents, scientific literature or even struc-
tural information of the biomolecule3. This task is even more
difficult when little or no previous information is available, which
usually happens when working with a novel target family or the
so called orphan targets. These cases are restricted to serendipity-
based (also known as brute-force) methods such as the use of
combinatorial libraries or high-throughput screening (HTS)3.
Although these methods generate copious bioactivity data, they
are not very efficient as the amount of resources required is
disproportionally large compared to the small number of hits
discovered4.

One alternative is to use computational methods and data-driven
approaches to aid hit identification4,5. Techniques such as virtual
screening aim to identify hits from virtual libraries containing large
number of molecules, usually by similarity-based searches or by
molecular docking4,6,7. Another technique is automated molecular
generation or automated de novo design where new molecules with
specific properties are automatically generated by methods such as
structure-based de novo design8,9, inverse QSAR10, particle swarm
optimization11, or genetic algorithm12,13. Recently, artificial intelli-
gence, in particular generative models, has been extensively used for
molecular de novo design, compound optimization and hit iden-
tification14–16. Generative models are very attractive since they can
learn the properties of specific real training examples and then
automatically generate new synthetic entities with similar char-
acteristics. Several groups in industry and academia have reported
the use of recurrent neural networks combined with reinforcement
learning as a generative model to design focused compound
libraries for HTS with particular physicochemical properties or
activity towards a specific target17–21. Other generative models such
as variational autoencoders (VAE) have been used to automatically
optimize molecules to improve their physicochemical and drug-
likeness properties22. In a similar way, generative adversarial net-
works (GAN) have been used to produce sets of new molecules with
similar properties to known active molecules or photovoltaic
materials23,24.

Until now, molecular generative models have been designed as
chemocentric approaches that barely take into account the resulting
biology of the ligand-target interaction. Herein, we report a gen-
erative model that bridges systems biology and molecular design. By
doing this we can automatically design molecules that have a high
probability to induce a desired transcriptomic profile. For this we
combine a generative adversarial network with transcriptomic
data25, which already has been shown to be useful in the identifi-
cation of new active molecules26–28, drug repurposing29,30, mode of
action deconvolution31,32, and prediction of side-effects33–35 among
other applications. This approach presents several advantages such
as the generation of hit-like molecules without the need of previous
knowledge of active compounds, biological activity data, or target
annotations. In addition, it can be considered as multifunctional
since the same model can design molecules for several targets or
biological states.

Results
Conditioning generative adversarial networks (GANs) with
gene expression signatures. GANs are powerful generative

models that produce new data points with a similar distribution
to that of the real data36. These specific networks are composed of
two models, namely generator G0(z) and discriminator D0(x),
which compete with each other. The generator is optimized to
produce new data points similar to those in the real data dis-
tribution. In contrast, the discriminator is optimized to distin-
guish between synthetic data points produced by the generator
and those data points coming from the real data distribution.
Consequently, at each training step, as the generator tries to
produce synthetic data points more similar to the real ones, the
discriminator becomes better in distinguishing real data points
from synthetic ones.

Due to the great range of applications of GANs, many other
extensions to this architecture have been reported. In this work, we
used a combination of two of them, namely conditional GANs37

and the Wasserstein GAN with gradient penalty (WGAN-GP)38,39.
In the former one, the generator is conditioned by a variable
c (G0(z,c)), meaning that the synthetic entities created by the
generator will fulfill this condition. In contrast, the WGAN-GP is a
variation which minimizes an approximation of the Earth-Mover
distance (or Wasserstein-1 distance), instead of minimizing the
Jensen–Shannon divergence as in normal GANs. In this particular
implementation, the 1-Lipschitz continuity is enforced by using a
gradient penalty as an alternative of the gradient clipping scheme
(see original paper39 for more details). In this way, the final loss
functions for G0(z,c) and D0(x) are:

LD0
¼Ex�preal

�D0 xð Þ½ � þEz�pz ; c�preal
D0 G0 z; cð Þð Þ½ �

þ λEx̂�px̂
k∇x̂D0 x̂ð Þ2�1k
� �2
h i

;
ð1Þ

LG0
¼ Ez�pz ; c�preal

�D0 G0 z; cð Þð Þ � αlog f 0 G0 z; cð Þ; cð Þ
� �� �

;

ð2Þ

where x and c are a molecule representation and a gene expression
signature, respectively, sampled from the real data distribution preal,
z is a vector with random noise sampled from a Gaussian
distribution (pz) and f0 is a function (in this case, a neural network)
that measures the probability of a gene expression signature
corresponding to a molecular representation. The λ and α terms are
regularization parameters, where the former one balances the
influence of the gradient penalty term into the discriminator loss.
Similarly, the α term weights the influence of the f0 function in the
generator loss. Both, the λ and α terms were empirically set to a
value of 10.

Recent reports suggest that stacking two or more GANs
produce synthetic data with higher definition compared to just
using a single GAN40–42. In this work we stacked two conditional
GANs, where the second one (Stage II) refined the results of the
first one (Stage I). The setup of Stage II is similar to Stage I, i.e., it
is also composed of a generator (G1(s0,c)) and a discriminator
(D1(x)). The only difference is that instead of taking random
noise as input, G1 takes the output of G0 (s0=G0(z,c)) and the
gene expression signature (c). In this sense, the loss functions for
G1(s0,c) and D1(x) can be written as in Eqs. (3) and (4),
respectively.

LD1
¼ Ex�preal

�D1 xð Þ½ � þEs0�pG0 ; c�preal
D1 G1 s0; cð Þð Þ½ �

þλEx̂�px̂
∇x̂D1 x̂ð Þk k2�1

� �2
h i

;
ð3Þ

LG1
¼ Es0�pG0 ; c�preal

�D1 G1 s0; cð Þð Þ � α log f 1 G1 s0; cð Þ; cð Þð Þ½ �;

ð4Þ

All molecular structures were encoded into a vector of
continuous values using an approach similar to the one developed
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by Winter et al.43 based on molecular translation. For this we
used a SMILES—to—grammar model, which encodes the
canonical SMILES representation of a molecule into a latent
representation that can be later decoded into the set of grammar
production rules needed to reconstruct the original SMILES code
(Fig. 1a). This latent representation of the molecule was used to
feed real and synthetic molecules into D0 and D1, whereas G0 and
G1 generate this latent representation of synthetic molecules
(Fig. 1b).

Generating molecules from compound-induced gene expres-
sion. Molecule generation is challenging, especially when gener-
ated molecules are required to meet specific properties. In this
case generated molecules were required to induce a particular

gene expression signature when exposed to a cell. We evaluated
our method with a 10-fold cross validation approach. Specifically,
we generated 1000 molecular representations for every
~3000 signatures in each of the validation splits, which were then
decoded into SMILES strings. The number of gene expression
signatures in the training data (~31,800) is notably larger than the
number of compounds (~20,000) as some of these were profiled
in more than one condition (i.e., in more than one cell line or
concentration). On average, each signature produced ~8.5% of
valid molecules, most of them (~8.2% of the total) corresponded
to unique SMILES representation, but only a small fraction
(~1.6%) were considered easy to synthesize (presenting a syn-
thetic accessibility score44 <4.5). Not surprisingly, similar per-
centages of valid molecules were obtained when sampling points
from a latent space using a grammar or character variational
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Fig. 1 Graphical representation of the models and pipeline used in the study. Molecules were encoded using a model that transforms the canonical

SMILES of a molecule into a latent representation that can be later decoded into the set of grammar production rules needed to reconstruct the original

SMILES (a). The generative adversarial network in b has a Stage I where the generator (G0 in blue) takes the desired gene expression signature together

with a vector of random noise to produce a molecular representation that can be decoded into SMILES using the decoder (in red). The discriminator (D0 in

purple) calculates the probability of the molecular representation to be a real molecule and the conditional network (f0 in green) calculates the probability

of the molecular representation to match the gene expression signature. In Stage II, the generator (G1 in blue) takes as input the desired gene expression

signature together with a molecular representation (e.g., the one produced by G0) to repeat the process. The general pipeline is represented in c where the

generative adversarial network is trained with ~20 K compounds from the L1000 dataset25 (see Methods for details) to be able to generate compounds

from a desired gene expression signature during the prediction phase.
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autoencoder (7.2% and 0.7%, respectively)45. Interestingly, no
improvement in the number of generated molecules was observed
in stage II compared to the results in stage I of the stacked GAN.
Figure 2a shows the distribution of valid and synthesizable
compounds generated for each of the 31,821 gene expression
signatures used in the 10-fold cross validation. The individual
distributions for each cross validation split are also shown in
Supplementary Fig. 1.

Following the similarity principle46,47 we would have expected
that molecules inducing similar gene expression signatures would
have, to some extent, similar molecular structures or at least share

some pharmacophoric features. Figure 2b shows examples of the
generated molecules for each cross validation split and their
respective reference compounds i.e., the compound that produced
the gene expression signature used as a condition. After
measuring the similarity between the reference compounds and
their nearest neighbors in the training set (in both molecular and
gene expression space) for each cross validation split, we did not
find clear evidence that having similar compounds in the training
resulted in molecules similar to the reference compound (i.e., the
model was not only copying molecules in the training set).
Nevertheless, we noticed that the molecular generation, using
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gene expression profiles of reference compounds with large
Euclidean distance to the gene expression profiles used in the
training set, usually resulted in molecules with low similarity to
the reference compound (Supplementary Fig. 2).

Designing inhibitor-like molecules using conditioned GANs.
We evaluated if our approach was capable of generating
inhibitor-like molecules only using the gene expression signature
of the knocked-out target without any other previous information
of the molecular target. The hypothesis being that a knocked-out
protein would result in a gene expression signature similar to that
observed when the same target protein is inhibited by a potent
and selective inhibitor as both situations would, in theory, induce
analogous adjustments at the cellular level and therefore
equivalent changes in gene expression. Hence the generative
model must be able to use the information contained in the
knock-out gene signature to generate inhibitor-like molecules.
For this, we trained the conditional stacked GAN using all 31,821
compound-induced gene expression profiles and their corre-
sponding compound structures. Then, we generated 1000 mole-
cular representations for each of 148 gene expression signatures
induced by the knock-outs of ten protein targets of pharmaceu-
tical interest. As before, there is more than one gene expression
signature for each knock-out protein target due to the use of
different single guide RNA (sgRNA) for CRISPR knock-outing25.
All generated molecular representations were filtered to keep only
those corresponding to valid and synthesizable molecules. The
similarity between the resulting molecules and their nearest
neighbor inhibitor contained in the ExCAPE database48 was
evaluated for each target. Figure 3a shows the distribution of
structural similarities between all the generated molecules and
their closest known active neighbor not included in the training
set. Overall, generated molecules shared similar chemical groups
(mean MACCS49 similarity= 0.64 ± 0.09) and similar molecular
fragments (mean Fraggle similarity= 0.61 ± 0.16) with a known
active compound. In fact, the distribution of similarity scores
shown by comparing generated molecules to known inhibitors
(mean MACCS49 similarity= 0.64 ± 0.09) was close to that
observed when comparing molecules active on the same targets
(mean MACCS49 similarity of 0.47 for difficult targets and
0.60 for easy targets) and higher than the one presented when
comparing active molecules to random picked compounds (mean
MACCS49 similarity= 0.4)50. It is worth mentioning that 24% of
the generated molecules presented a MACCS similarity above 0.7
(but only ~1% above 0.8) to a known inhibitor. Figure 3b shows
examples of generated molecules and their closest known active
molecules for each of the ten targets. It is surprising to see that in
many cases the generated molecule shares functional groups and
even a similar molecular scaffold with the active molecule. As
seen from these examples, the knock-out gene expression sig-
nature of the target was able to direct the molecular generation to
specific areas of the chemical space associated with active
molecules.

We performed the scaffold analysis to evaluate the potential of
the model to generate molecules with known active scaffolds.
Only a few scaffolds from the generated molecules (0–14 scaffolds
or 5–54 generic scaffolds depending on the target) were also
present in active molecules from the ExCAPE database48

(Supplementary Table 1). Nevertheless, a high percentage of
these (>55% for scaffolds and >65% for generic scaffolds) were
not part of the training compounds that are known to be active
for these specific targets based on information from the Drug
Repurposing Hub51. In this sense, the model is doing what it is
meant to do: connecting chemistry and biology through gene
expression without the need of previous activity labels.

Optimizing scaffolds towards a gene expression signature.
Although that stage II of the stack GAN was designed to refine
results from Stage I, it can also be used to refine any other
molecule or scaffold. As a proof of concept, we evaluated if the
Stage II of our approach was able to optimize the benzene ring
(the most common scaffold in the dataset) towards active-like
compounds for different targets. For this, we encoded the SMILES
of the benzene ring into a latent space representation using the
encoder of the SMILES—to—grammar model which then was fed
into the Stage II generator (G1) together with the desired gene
expression signature (Fig. 4a). As a result, the model generated an
optimized molecule for every scaffold—gene expression signature
combination. We repeated this procedure for each of the 148 gene
expression signatures corresponding to the ten protein targets
previously mentioned. Figure 4b shows some examples of the
molecules optimized toward a specific target and their closest
active nearest neighbor in the ExCAPE database (not used in the
training data). Interestingly, 46% of the resulting molecules kept a
benzene ring with the appropriate side chains added by the
generative model. Nonetheless, in some cases the generative
model also slightly modified the benzene ring producing 11% of
the molecules with a pyridine ring. Overall, the generated mole-
cules showed similar molecular fragments to their nearest known
active molecule (mean Fraggle similarity= 0.59 ± 0.15), which
was a good achievement considering that molecular generation
was constrained to a benzene ring as starting point.

Comparing conditioned GANs with similarity search. Previous
studies have performed similarity searches between gene
expression signatures induced by different compounds to find
molecules that can produce similar effects (e.g., drug repurposing)
or between the signatures induced by a compound and a
knocked-out target protein in order to find new active mole-
cules26–28,30,52. Although there are several success stories using
only similarity search, the major constraint of this approach is
that the chemical space is restricted to the initial pool of com-
pounds with measured gene expression signatures. In this sense,
using a generative model can help to overcome the limitations of
the chemical space by generating new compounds tailored to
match the query gene expression signature.

To evaluate the possible advantages of the generative model
over the classical similarity search, we compared the ability of
these methods to find (or generate) active-like molecules using
only the gene expression signature of a target knock-out. For this
we used 148 gene expression signatures corresponding to ten
target knock-outs. First, we selected the nearest neighbor molecule
from the training set by calculating the Euclidean and cosine
distances between each knock-out gene expression signature and
all compound-induced signatures in the training set. Then, we
evaluated the maximum structural similarity between each of the
148 selected molecules and a set of >1000 active molecules for the
specific target extracted from the ExCAPE database48. At the same
time, 1000 molecular representations were produced with the
generative model for each of the 148 target knock-out gene
expression signatures. After decoding the molecular representa-
tions into SMILES and filtering them by validity and synthetic
accessibility we chose the most structurally similar generated
molecule to one of the >1000 active molecules. Figure 5a shows
the distribution of structural similarity between generated
molecules or compounds selected from the training set using
similarity search (Euclidean or cosine distance) and their closest
active molecule in ExCAPE database48. The generative model
produced molecules which were significantly more similar to
active compounds than the ones found by a similarity search using
Euclidean distance and the gene expression signature of a target
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knock-out (p-value < 0.001 from a one-sided Mann–Whitney
U-test for the three different molecular representations). Interest-
ingly, generated molecules also performed significantly better than
molecules selected by cosine distance (p-value < 0.001 from a one-
sided Mann–Whitney U-test) when similarity was calculated with
MACCS or Fraggle, but not with Morgan fingerprints. Never-
theless, it is important to keep in mind that the better performance
of the generative model in these tasks might be due to the fact that
similarity search is restricted to the molecules in the training set.

Conditioned GAN focus on specific areas of the chemical space.
An interesting property of the conditioned GAN is that it can
guide molecular generation to specific areas of the chemical space
that fulfill a specific condition. In this case, generated compounds
are conditioned to match a specific gene expression profile and

this is measured by the conditional network (f0) in the form of a
classification score i.e., the higher classification score, the better
the condition is fulfilled. We used this classification score to
compare molecules generated by our conditioned GAN for each
of the ten knock-out gene expression signatures (see above) to a
set of 450,000 SMILES strings, generated by Segler et al.17 using a
long short term memory (LSTM) network53, that has previously
been used as a benchmark54. Although the LSTM network was
trained on a larger data set (1.4 million compounds from
ChEMBL database55) and produced a higher number of valid
molecules (97.7%), most of them had a low classification score
(median value below 0.61) for each of the ten knock-out gene
expression signatures (Fig. 5b and Supplementary Table 2). This
is not surprising since non-conditioned generative models, like
this LSTM network, are trained to produce new data that present
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a distribution similar to that of the training set. This also explains
the wide range of classification scores, where some of them could
be higher than 0.8 due to the presence of inhibitors for each of the
ten targets in the training set. Similar results were observed
when molecules ware generated using a non-conditioned GAN
and the L1000 dataset. In contrast, molecular representations
obtained from the conditioned GAN showed significantly higher
classification scores than the non-conditioned LSTM network
for all target knock-outs (p-value < 0.001 using a one-sided
Mann–Whitney U-test). In this case, median classification scores
were above 0.85 for all targets. This example shows how con-
ditioning the generative adversarial network can direct the
molecular generation process to specific areas of the chemical
space that fulfill a condition. It is worth noting that the biological
relevance of the targeted region of the chemical space will always
depend on the conditional network design and accuracy

Discussion
In conclusion, we reported a method based on conditional gen-
erative adversarial networks that proposes new molecules from a
particular gene expression signature. Our method offers some
advantages over current molecular generative approaches as well
as an alternative way to exploit all the information contained in
compound-induced gene expression data, in particular the one in
L1000 database. Firstly, this method allows the generation of
active-like molecules using just the gene expression signature of
the target knock-out. Since no previous measurement of biolo-
gical activity or target annotations are needed for the training

data, this approach could potentially be applied to any target, as
we have shown herein. Further work is still needed to assess the
optimal biological models to generate the gene expression sig-
natures, especially in the light of the variability of drug responses
in cell lines as recently reported56. Secondly, we can use the
model to modify a chemical scaffold (or other molecule) in order
to generate active-like molecules, which is particularly useful for
scaffold hopping or compound optimization. Finally, we showed
that our method generates molecules more similar to known
active compounds than the ones that can be found by a similarity
search, which is currently the state-of-the-art method to navigate
the L1000 data. The fact that our method does not rely on target
annotations or activity data makes it very useful in cases where
such information is not available such as in target deorphaniza-
tion projects. It must be said that there is still room for improve
this method, for example evaluating if it can be applied lead
optimization or finding ways to generate compounds with known
structural features associated with activity on specific drug targets.
We expect to apply this method to design directed chemical
libraries in order to increase the chances of finding hits in HTS
campaigns and therefore, evaluating the performance of this
method in a real drug discovery setting. In addition, we are
planning to expand this method to automatically generate
molecules with multi target signatures or able to reverse tox-
icological related or disease related gene expression signatures.

Methods
Data set. In this study we used the L1000 CMap database recently reported25. This
database contains induced gene expression profiles of more than 25,200

c1ccccc1

Encoder

Encoded scaffold

G1

Decoder

O

OOptimized scaffold

Gene expression

CC(=O)COCc1ccccc1C

EGFR inhibitor

TP53 inhibitor

EGFR inhibitor

AKT1 inhibitor

ERG inhibitor

a

b
H
N

O

O

S

O

O

H
N

H
N

O

O

HO

N

OHN

ClN
OH

N

OH

NHO

Cl

H2N O

S
O

O

NH
SH

NH
O

N

N
H

HN

O

O

OHO

HO
N

N
N

F
FF

N

NH

N

N S

Cl

HO

Fig. 4 Examples of optimizing the benzene ring scaffold towards different targets using gene expression signatures. a The encoder (in yellow)

transforms the SMILES of the scaffold into a latent representation that is fed into the Stage II generator (G1 in blue) together with the desired gene

expression signature. The output of G1 is the latent representation of an optimized molecule that can be decoded into a compound with a high probability to

produce the gene expression signature. b Molecules generated by optimizing the benzene ring using the knock-out gene expression of AKT1, EGFR, ERG,

and TP53 are shown inside the dotted circle and their closest active nearest neighbor outside the circle.

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-019-13807-w ARTICLE

NATURE COMMUNICATIONS |           (2020) 11:10 | https://doi.org/10.1038/s41467-019-13807-w |www.nature.com/naturecommunications 7

www.nature.com/naturecommunications
www.nature.com/naturecommunications


perturbagens of which ~19,800 are small molecules, 314 biologics and ~5075 genes
with altered function by shRNA, cDNA, and/or CRISPR. These perturbagens were
assayed in different cell lines to produce around 1.3 million of individual gene
expression profiles corresponding to ~473,000 gene expression signatures. Each
profile/signature reports the expression of 978 genes (referred as Landmark genes)
which can be used to infer the expression of another ~12,000 genes in order to have
a better picture of the full transcriptome (see original paper for more details). The
complete L1000 CMap data can be downloaded from Gene Expression Omnibus
(GEO IDs GSE92742 and GSE70138). In this work we used consensus signatures of
Landmark genes coming from perturbagens tested at 5 or 10 µM either on MCF7
or VCAP cell lines after 24 h of exposure. These parameters were chosen in order
to maximize the number of data points whilst reducing the dependence on the
experimental setup. After applying these filters we ended with 31,821 Landmark
gene expression signatures corresponding to 19,768 single compounds, meaning
that each compound could have more than one gene expression signature. Finally,
the final model was trained on 19,768 compounds and 31,821 gene expression
signatures.

SMILES-to-grammar model. This is a neural machine translation (NMT) model
that reads the input SMILES of a molecule (as one-hot encoding), encodes it into a
latent representation (vector of continuous values) which can be decoded to the
appropriate set of grammar production rules57 (http://opensmiles.org/spec/open-
smiles-2-grammar.html) so as to reconstruct the original SMILES code. In this
case, the encoder is a recurrent neural network (RNN) using a single gated
recurrent unit (GRU) cell, the latent representation corresponds to the con-
catenated cell states of the encoder RNN (256 dimensions), and the decoder is a
single GRU followed by a dropout layer (rate of 0.2) and a dense layer (with a
softmax activation function), which generates a probability distribution over all
possible grammar production rules for each time step. The model was trained
following a teacher-forcing58 scheme on 1.25 million molecules extracted from
ChEMBL 2255. It is important to mention that the approach of decoding to

grammar production rules was chosen since this can reduce the reconstruction
errors when sampling a random molecule as suggested by Kusner et al.45

Generator stage I architecture (G0(z,c)). The generator receives as input the
condition, in this case a gene expression signature (of 978 genes), and a 1000-
dimmensional noise vector sampled from a normal distribution. The two inputs are
individually processed by a two-layer multilayer perceptron (MLP) with 512 and
256 nodes, respectively, where each layer uses LeakyRelu as activation function and
is followed by a batch normalization procedure. The two resulting tensors are
concatenated and used as input for another two-layer MLP, where the first layer
has 256 nodes and LeakyRelu activation function. The second layer acts as an
output layer (i.e., the number of nodes is equal to the dimensionality of the latent
space) and is followed by a tanh activation function.

Generator stage II architecture (G1(s0,c)). The generator in stage II of the GAN
was designed to refine molecules generated in stage I in two ways, to look more
similar to real molecules and to match in a better way the gene expression signature
condition. For this reason the architecture of the generator in stage II is based on
residual deep networks59. This generator receives as input both the gene expression
signature (978 genes) and the molecular representation coming from the generator in
stage I (s0). The gene expression data is processed by a two-layer MLP with [512, 256]
hidden units, where each layer is followed by a LeakyRelu activation function and
batch normalization. The output is then concatenated with the 256-dimensional
molecular representation coming from the generator in stage I and fed into a series of
residual blocks. In this work, a residual block is defined in the following way:

xiþ1 ¼ fi xið Þ þ xi where

fi xið Þ ¼ W2act W1xi þ b1ð Þ þ b2

where the initial xi is the concatenation of the molecular representation and the
processed gene expression signature, and W1 and W2 are trainable weights. The
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output of the residual block is xi+1, which is used as input of the next residual block.
Finally, after a series of residual blocks (n= 2 in this work), the output is fed into a
dense layer with tanh as activation function, which acts as output layer.

Discriminator architecture. The discriminator is composed of a four-layer MLP
of [256, 256, 256, 1] hidden units with LeakyRelu activation function in the first
three layers. In order to reduce overfitting, dropout with rate of 0.4 was used
between the second and third hidden layers and between the third and the last layer
of the MLP. The same architecture was used for discriminators in both stages (D0

and D1).

Conditional network architecture. The main task of this network was to evaluate
the likelihood of a compound (encoded in the latent space) to produce a specific
gene expression signature (condition). To this end, the gene expression signature is
processed by a MLP of two hidden layers with 512 and 256 units, respectively, and
regularized by a dropout layer with rate of 0.4 at the end. In a similar way, the
compound latent space coordinates of the compound are also fed into a two-layer
MLP with dimension [256, 256] and also finalized with a dropout layer. The
outputs of these two MLP, corresponding to the processed gene expression and
compound information, were combined using the SubMult+NN comparison
function as proposed by Wang and Jiang:60

Subtraction ¼ ðmi � giÞ � ðmi � giÞ;

Multiplication ¼ mi � gi;

hi ¼ act W Substraction; Multiplication½ � þ bð Þ;

where⨀ operator refers to elementwise multiplication, whereas mi and gi are the
compound and gene expression information after being processed by their
respective MLP. As stated by Wang and Jiang60, the subtraction function resembles
the calculation of the Euclidean distance before summing across dimensions. In a
similar way, the multiplication function is closely related to the cosine similarity
but preserving information about independent dimensions. The outputs of these
functions are concatenated and used as input of a dense layer followed by an
activation function (act, in this work LeakyRelu) to obtain the combined vector hi.
Finally, hi is fed to an output layer that uses a sigmoid activation function that
estimates the probability of molecule to produce a certain gene expression
signature.

Training. The conditional generative adversarial network was trained during 1000
epochs using a batch size of 256 (Supplementary Figs. 3–6). Here, an epoch was
composed by 125 steps where the weights of the discriminators were updated after
each step, whereas those of the generators every ten steps. The network was trained
using the RMSprop optimizer with learning rate of 5 x 10–5 for both the generator
and discriminator in both stages of the GAN. It is also important to mention that
stage I and II were trained simultaneously. All neural networks were built and
trained using Keras61 with a Tensorflow62 backend.

Model evaluation. During training, we generated a molecular representation for
each gene signature in the training set at the end of each epoch. These were used to
evaluate the similarity between the generated and real molecular representations
using Fréchet distance (see Supplementary Fig. 4). The Fréchet distance measures
the similarity between two distributions (in this case the real and generated) and
was recently proposed as an efficient way to evaluate the efficacy of generative
models54. This metric takes the mean and covariance of the real distribution (µr
and Cr, respectively), together with the mean and covariance of the generated
distribution (µg and Cg) in the following formulation:

d2ððμr;CrÞ; ðμg;CgÞÞ ¼ kμg � μrk
2
2 þ TrðCg þ Cr � 2ðCgCrÞ

1=2Þ

Generating molecules from gene expression signatures. As a validation pro-
cedure we challenged the model to generate molecules from a gene expression
signature coming from a knocked-out target protein. For this, we used 705 gene
expression signatures from the L1000 database25 corresponding to the knock-outs
of 53 target proteins in MCF7 generated by CRISPR technology. Known active
molecules for these targets were extracted from the Excape database48, where 28 of
the 53 protein targets were present and only ten had more than 1000 active
molecules. For these ten targets we generated 1000 molecular representation for
each gene expression signature (148 in total) and evaluated the model by com-
paring the generated molecules to the known inhibitors of these targets. We
evaluated the similarity between the generated compounds and the known active
molecules using Fraggle similarity and Tanimoto similarity using MACCS keys and
Morgan Fingerprints (radius= 3, 1024 bits) with RDKIT63. It is worth mentioning
that during these validation tasks both the number of valid molecules (validity
measure) and the number of unique molecules (uniqueness measure) were
recorded as sanity check for the generative model.

Reporting summary. Further information on research design is available in
the Nature Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available on request from the

corresponding author.

Code availability
The code used to generate results shown in this study is available from the corresponding

author upon request.

Received: 14 November 2018; Accepted: 27 November 2019;

References
1. Hert, J., Irwin, J. J., Laggner, C., Keiser, M. J. & Shoichet, B. K.

Quantifying biogenic bias in screening libraries. Nat. Chem. Biol. 5, 479–483
(2009).

2. Dobson, C. M. Chemical space and biology. Nature 432, 824–828 (2004).
3. Bleicher, K. H., Böhm, H. J., Müller, K. & Alanine, A. I. Hit and lead

generation: beyond high-throughput screening. Nat. Rev. Drug Discov. 2,
369–378 (2003).

4. Phatak, S. S., Stephan, C. C. & Cavasotto, C. N. High-throughput and in silico
screenings in drug discovery. Expert Opin. Drug Discov. 4, 947–959 (2009).

5. Paricharak, S. et al. Data-driven approaches used for compound library design,
hit triage and bioactivity modeling in high-throughput screening. Brief.
Bioinform. 19, 277–285 (2018).

6. Bajorath, J. Integration of virtual and high-throughput screening. Nat. Rev.
Drug Discov. 1, 882–894 (2002).

7. Schneider, G. Virtual screening: an endless staircase? Nat. Rev. Drug Discov. 9,
273–276 (2010).

8. Reddy, A. S., Chen, L. & Zhang, S. in De novo Molecular Design (ed. Schneider,
G.). 97–124 (Wiley, Hoboken, 2013). https://doi.org/10.1002/9783527677016.ch4.

9. Durrant, J. D. & Amaro, R. E. in De novo Molecular Design (ed. Schneider, G.)
125–142 (Wiley, Hoboken, 2013). https://doi.org/10.1002/9783527677016.ch5.

10. Schneider, P. & Schneider, G. De novo design at the edge of chaos. J. Med.
Chem. 59, 4077–4086 (2016).

11. Winter, R. et al. Efficient multi-objective molecular optimization in a
continuous latent space. Chem. Sci. 10, 8016–8024 (2019).

12. Wichard, J. D., Bandholtz, S., Grötzinger, C. & Kühne, R. in Artifical
Intelligence and Soft Computing (eds. Rutkowski, L. et al.) 132–139 (Springer,
Berlin, Heidelberg, 2010).

13. Bandholtz, S., Wichard, J., Kühne, R. & Grötzinger, C. Molecular evolution of
a peptide GPCR ligand driven by artificial neural networks. PLoS One 7,
e36948 (2012).

14. Butler, K. T., Davies, D. W., Cartwright, H., Isayev, O. & Walsh, A. Machine
learning for molecular and materials science. Nature 559, 547–555 (2018).

15. Sanchez-Lengeling, B. & Aspuru-Guzik, A. Inverse molecular design using
machine learning: generative models for matter engineering. Science 361,
360–365 (2018).

16. Elton, D. C., Boukouvalas, Z., Fuge, M. D. & Chung, P. W. Deep learning for
molecular design—a review of the state of the art. Mol. Syst. Des. Eng. 4,
828–849 (2019).

17. Segler, M. H. S., Kogej, T., Tyrchan, C. & Waller, M. P. Generating focused
molecule libraries for drug discovery with recurrent neural networks. ACS
Cent. Sci. 4, 120–131 (2018).

18. Ertl, P., Lewis, R., Martin, E. & Polyakov, V. In silico generation of novel,
drug-like chemical matter using the LSTM neural network. Preprint at
http://arxiv.org/abs/1712.07449 (2017).

19. Merk, D., Friedrich, L., Grisoni, F. & Schneider, G. De novo design of
bioactive small molecules by artificial intelligence. Mol. Inform. 37, 1700153
(2018).

20. Olivecrona, M., Blaschke, T., Engkvist, O. & Chen, H. Molecular de-novo
design through deep reinforcement learning. J. Cheminform. 9, 48 (2017).

21. Popova, M., Isayev, O. & Tropsha, A. Deep reinforcement learning for de
novo drug design. Sci. Adv. 4, eaap7885 (2018).

22. Gómez-Bombarelli, R. et al. Automatic chemical design using a data-
driven continuous representation of molecules. ACS Cent. Sci. 4, 268–276
(2018).

23. Guimaraes, G. L., Sanchez-Lengeling, B., Outeiral, C., Farias, P. L. C. &
Aspuru-Guzik, A. Objective-reinforced generative adversarial networks
(ORGAN) for sequence generation models. Preprint at http://arxiv.org/abs/
1705.10843 (2017).

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-019-13807-w ARTICLE

NATURE COMMUNICATIONS |           (2020) 11:10 | https://doi.org/10.1038/s41467-019-13807-w |www.nature.com/naturecommunications 9

https://doi.org/10.1002/9783527677016.ch4
https://doi.org/10.1002/9783527677016.ch5
http://arxiv.org/abs/1712.07449
http://arxiv.org/abs/1705.10843
http://arxiv.org/abs/1705.10843
www.nature.com/naturecommunications
www.nature.com/naturecommunications


24. Kadurin, A., Nikolenko, S., Khrabrov, K., Aliper, A. & Zhavoronkov, A.
DruGAN: an advanced generative adversarial autoencoder model for de novo
generation of new molecules with desired molecular properties in silico. Mol.
Pharm. 14, 3098–3104 (2017).

25. Subramanian, A. et al. A next generation connectivity map: L1000 platform
and the first 1,000,000 profiles. Cell 171, 1437–1452.e17 (2017).

26. Hieronymus, H. et al. Gene expression signature-based chemical genomic
prediction identifies a novel class of HSP90 pathway modulators. Cancer Cell
10, 321–330 (2006).

27. Wei, G. et al. Gene expression-based chemical genomics identifies rapamycin
as a modulator of MCL1 and glucocorticoid resistance. Cancer Cell 10,
331–342 (2006).

28. De Wolf, H. et al. High-throughput gene expression profiles to define drug
similarity and predict compound activity. Assay. Drug Dev. Technol. 16,
162–176 (2018).

29. Aliper, A. et al. Deep learning applications for predicting pharmacological
properties of drugs and drug repurposing using transcriptomic data. Mol.
Pharm. 13, 2524–2530 (2016).

30. Iorio, F., Rittman, T., Ge, H., Menden, M. & Saez-Rodriguez, J.
Transcriptional data: A new gateway to drug repositioning? Drug Discov.
Today 18, 350–357 (2013).

31. Iwata, M., Sawada, R., Iwata, H., Kotera, M. & Yamanishi, Y. Elucidating the
modes of action for bioactive compounds in a cell-specific manner by large-
scale chemically-induced transcriptomics. Sci. Rep. 7, 40164 (2017).

32. Wacker, S. A., Houghtaling, B. R., Elemento, O. & Kapoor, T. M. Using
transcriptome sequencing to identify mechanisms of drug action and
resistance. Nat. Chem. Biol. 8, 235–237 (2012).

33. Porreca, I. et al. Pesticide toxicogenomics across scales: in vitro transcriptome
predicts mechanisms and outcomes of exposure in vivo. Sci. Rep. 6, 38131 (2016).

34. Sutherland, J. J. et al. Toxicogenomic module associations with pathogenesis: a
network-based approach to understanding drug toxicity. Pharmacogenomics J.
18, 377–390 (2018).

35. Kohonen, P. et al. A transcriptomics data-driven gene space accurately
predicts liver cytopathology and drug-induced liver injury. Nat. Commun. 8,
15932 (2017).

36. Goodfellow, I. J. et al. Generative adversarial nets. in Advances in Neural
Information Processing Systems 3, 2672–2680 (Curran Associates, Inc., 2014).

37. Mirza, M. & Osindero, S. Conditional generative adversarial nets. Preprint at
http://arxiv.org/abs/1411.1784 (2014).

38. Arjovsky, M., Chintala, S. & Bottou, L. Wasserstein GAN. Preprint at http://
arxiv.org/abs/1701.07875 (2017).

39. Gulrajani, I., Ahmed, F., Arjovsky, M., Dumoulin, V. & Courville, A.
Improved training of Wasserstein GANs. Preprint at http://arxiv.org/abs/
1704.00028 (2017).

40. Zhang, H. et al. StackGAN: text to photo-realistic image synthesis with stacked
generative adversarial networks. in Proceedings of the IEEE International
Conference on Computer Vision 5907–5915 (IEEE, 2017).

41. Zhang, H. et al. StackGAN++: Realistic image synthesis with stacked
generative adversarial networks. in IEEE Transactions on Pattern Analysis and
Machine Intelligence 41, 1947–1962 (IEEE, 2019).

42. Xu, T. et al. AttnGAN: Fine-Grained Text to Image Generation with
Attentional Generative Adversarial Networks. in Proceedings of the IEEE
Computer Society Conference on Computer Vision and Pattern Recognition
1316–1324 (IEEE, 2018).

43. Winter, R., Montanari, F., Noé, F. & Clevert, D. A. Learning continuous and
data-driven molecular descriptors by translating equivalent chemical
representations. Chem. Sci. 10, 1692–1701 (2019).

44. Ertl, P. & Schuffenhauer, A. Estimation of synthetic accessibility score of drug-
like molecules based on molecular complexity and fragment contributions.
J. Cheminform. 1, 1–11 (2009).

45. Kusner, M. J., Paige, B. & Hemández-Lobato, J. M. Grammar variational
autoencoder. in 34th International Conference on Machine Learning, ICML
2017 1945–1954 (JMLR.org, 2017).

46. Kubinyi, H. Similarity and dissimilarity: a medicinal chemist’s view. Perspect.
Drug Discov. Des. 9–11, 225–252 (1998).

47. Willett, P. The calculation of molecular structural similarity: principles and
practice. Mol. Inform. 33, 403–413 (2014).

48. Sun, J. et al. ExCAPE-DB: an integrated large scale dataset facilitating big data
analysis in chemogenomics. J. Cheminform. 9, 1–9 (2017).

49. Durant, J. L., Leland, B. A., Henry, D. R. & Nourse, J. G. Reoptimization of
MDL keys for use in drug discovery. J. Chem. Inf. Comput. Sci. 42, 1273–1280
(2002).

50. Jasial, S., Hu, Y., Vogt, M. & Bajorath, J. Activity-relevant similarity values for
fingerprints and implications for similarity searching. F1000Research 5, 591
(2016).

51. Corsello, S. M. et al. The drug repurposing hub: a next-generation drug library
and information resource. Nat. Med. 23, 405–408 (2017).

52. Duan, Q. et al. L1000CDS2: LINCS L1000 characteristic direction signatures
search engine. npj Syst. Biol. Appl. 2, 16015 (2016).

53. Hochreiter, S. & Schmidhuber, J. Long short-term memory. Neural Comput. 9,
1735–1780 (1997).

54. Preuer, K., Renz, P., Unterthiner, T., Hochreiter, S. & Klambauer, G. Fréchet
ChemNet distance: a metric for generative models for molecules in drug
discovery. J. Chem. Inf. Model. 58, 1736–1741 (2018).

55. Gaulton, A. et al. The ChEMBL database in 2017. Nucleic Acids Res. 45,
D945–D954 (2017).

56. Ben-David, U. et al. Genetic and transcriptional evolution alters cancer cell
line drug response. Nature 560, 325–330 (2018).

57. Weininger, D., Weininger, A. & Weininger, J. L. SMILES. 2. Algorithm for
generation of unique SMILES notation. J. Chem. Inf. Comput. Sci. 29, 97–101
(1989).

58. Williams, R. J. & Zipser, D. A learning algorithm for continually running fully
recurrent neural networks. Neural Comput. 1, 270–280 (1989).

59. He, K., Zhang, X., Ren, S. & Sun, J. Deep residual learning for image
recognition. in Proceedings of the IEEE Computer Society Conference on
Computer Vision and Pattern Recognition 770–778 (IEEE, 2016).

60. Wang, S. & Jiang, J. A compare-aggregate model for matching text sequences.
Preprint at http://arxiv.org/abs/1611.01747 (2016).

61. Chollet, F. Keras. http://keras.io (2015).
62. Abadi, M. et al. TensorFlow: large-scale machine learning on heterogeneous

distributed systems. Preprint at http://arxiv.org/abs/1603.04467 (2016).
63. Landrum, G. A. RDKit: Open-source cheminformatics. http://www.rdkit.org.

Acknowledgements
Authors thank Helen Tinwell for proof reading the text and for her useful comments.

We are also grateful to Arwa Al-Dilaimi, Angela Becker, and Linus Goerlitz for sup-

porting the project and insightful discussions.

Author contributions
O.M.L. conceived and designed the study and performed the computational analysis.

D.A.C., D.R., and J.W. provided guidance and helped with the manuscript preparation.

O.M.L., B.B., D.A.C., D.R., and J.W. read and approved the manuscript.

Competing interests
D.A.C. and J.W. are employees of Bayer AG. O.M.L., B.B., and D.R. work directly or

indirectly for Bayer SAS.

Additional information
Supplementary information is available for this paper at https://doi.org/10.1038/s41467-

019-13807-w.

Correspondence and requests for materials should be addressed to O.M-L., D.R. or J.W.

Peer review information Nature Communications thanks Alexander Tropsha and the

other, anonymous, reviewer(s) for their contribution to the peer review of this work.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in

published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons

Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in any medium or format, as long as you give

appropriate credit to the original author(s) and the source, provide a link to the Creative

Commons license, and indicate if changes were made. The images or other third party

material in this article are included in the article’s Creative Commons license, unless

indicated otherwise in a credit line to the material. If material is not included in the

article’s Creative Commons license and your intended use is not permitted by statutory

regulation or exceeds the permitted use, you will need to obtain permission directly from

the copyright holder. To view a copy of this license, visit http://creativecommons.org/

licenses/by/4.0/.

© The Author(s) 2020

ARTICLE NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-019-13807-w

10 NATURE COMMUNICATIONS |           (2020) 11:10 | https://doi.org/10.1038/s41467-019-13807-w |www.nature.com/naturecommunications

http://arxiv.org/abs/1411.1784
http://arxiv.org/abs/1701.07875
http://arxiv.org/abs/1701.07875
http://arxiv.org/abs/1704.00028
http://arxiv.org/abs/1704.00028
http://arxiv.org/abs/1611.01747
http://keras.io
http://arxiv.org/abs/1603.04467
http://www.rdkit.org
https://doi.org/10.1038/s41467-019-13807-w
https://doi.org/10.1038/s41467-019-13807-w
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
www.nature.com/naturecommunications

	De novo generation of hit-like molecules from gene expression signatures using artificial intelligence
	Results
	Conditioning generative adversarial networks (GANs) with gene expression signatures
	Generating molecules from compound-induced gene expression
	Designing inhibitor-like molecules using conditioned GANs
	Optimizing scaffolds towards a gene expression signature
	Comparing conditioned GANs with similarity search
	Conditioned GAN focus on specific areas of the chemical space

	Discussion
	Methods
	Data set
	SMILES-to-grammar model
	Generator stage I architecture (G0(z,c))
	Generator stage II architecture (G1(s0,c))
	Discriminator architecture
	Conditional network architecture
	Training
	Model evaluation
	Generating molecules from gene expression signatures
	Reporting summary

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information


