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ABSTRACT
In the way they cope with variability, present-day methodologies
are onerous, pessimistic and risky, all at the same time! Deal-
ing with variability is an increasingly important aspect of high-
performance digital integrated circuit design, and indispensable for
first-time-right hardware and cutting-edge performance. This in-
vited paper discusses the methodology, analysis, synthesis and mod-
eling aspects of this problem. These aspects of the problem are
compared and contrasted in the ASIC and custom (microprocessor)
domains. This paper pays particular attention to statistical timing
analysis and enumerates desirable attributes that would render such
an analysis capability practical and accurate.

Categories and Subject Descriptors
B.7.2 [Hardware]: Integrated circuits—Design aids

General Terms
Algorithms, verification

Keywords
Statistical timing, parametric yield prediction, design methodology.

1. INTRODUCTION
For almost two decades, conventional static timing [1] has proved
to be a reliable and efficient method for timing sign-off of digital in-
tegrated circuits. Incremental static timing [2, 3] is a key enabler of
circuit optimization during logic synthesis and physical synthesis.
In recent years, the static timing paradigm has been enhanced to
accommodate such deep sub-micron effects as coupling noise, RC
and RLC interconnect models, simultaneous switching and more
accurate waveform propagation. Chip-to-chip variation has been
traditionally handled by case analysis, and across-the-chip varia-
tion by heuristic derating factors which slow down the data rel-
ative to the clock for late-mode analysis, and vice versa. This is
implemented as a linear combination of delays (as in IBM’s �����
�����) or the on-chip variation mode (or multiple operating con-
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dition mode or delay derating feature) of Synopsys’s 	��������

[4].
There are three main reasons why this paradigm is breaking down.

1. The first is that critical dimensions are scaling faster than our
control of them. Thus, the variability of physical dimensions,
such as the effective length of a transistor channel, is propor-
tionately increasing [5].

2. In previous technologies, variability was dominated by the
Front-End-of-the-Line (FEOL), or active transistors and gates.
It was reasonable to assume that the dominant sources of
variation were strongly correlated, and therefore case anal-
ysis with relatively few process corners provided high cov-
erage confidence. With recent technology generations, the
Back-End-of-the-Line (BEOL) or interconnect metalization
has shown large variability, too. These sources of variabil-
ity are relatively uncorrelated to the former, and relatively
uncorrelated from one metal level to another, so the number
of significant and independent sources of variation has dra-
matically increased. Concomitantly, the number of cases or
corners required for confident coverage has grown tremen-
dously.

3. Across-the-chip Linewidth Variation (ACLV), caused mainly
by reticle and proximity effects during lithography [6] and
by local density effects, is increasing with each new genera-
tion of technology. Of course, temperature and power supply
gradients can also be significant across regions of the chip.

If we accept the notion that timing verification will be performed
statistically, then we are presented with a unique opportunity to
treat other phenomena statistically as well.

1. Model-to-hardware correlation and other modeling and anal-
ysis errors have been long-known problems. The inaccuracy
of our models could be treated statistically in order to reduce
pessimism. Just one example is that if the same identical
gate is used in a data path and the corresponding clock path
that latches it, any modeling inaccuracy cancels out and the
design should be given “credit” instead of applying conser-
vative models in both cases.

2. Coupling noise and other types of noise analysis can be in-
tegrated into a unified timing verification environment in a
probabilistic manner, rather than assuming that every neigh-
boring net of every critical path switches in the worst-case
manner in the worst-case switching window in every cycle
of operation.

3. Timing the chip with aging and fatigue effects (such as Nega-
tive Bias Temperature Instability (NBTI), hot electron effects
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Figure 1: Block diagram of a statistical timer.

and electro-migration) as well as special timing runs to incor-
porate coupling noise are now mandatory for timing sign-off
of integrated circuits. We are presented with an opportunity
to reduce the number of sign-off timing runs by applying sta-
tistical techniques.

While none of this is particularly new, the number and magni-
tude of these effects is increasing, and worst-casing all of them
is simply not practical any more. Simultaneously, time-to-market
pressure is precluding exhaustive timing verification at an explod-
ing number of combinations of cases and static timer settings. Thus
we are at a situation in which not only is the timing verification ef-
fort too burdensome, it is both pessimistic and risky at the same
time. It is pessimistic as is the nature of bounding methods that
seek to deliver guarantees or bounds on the earliest and latest ar-
rival times. Yet it is risky because it is not possible to conduct
a bounding analysis at an exhaustive set of corners and cases. The
solution to this problem is statistical static timing analysis, which is
the main topic of this paper. Statistical timing will simultaneously
enable targeting of high-performance while providing quantitative
risk management. Implemented and applied correctly, it will re-
duce pessimism, improve verification turnaround time and provide
means for increasing parametric yield.

It is important to note that yield loss can be classified as catas-
trophic or parametric (also referred to as circuit-limited yield loss).
The former is due to dust particles and other contaminations dur-
ing manufacturing that render the chip non-functional. The latter
causes functioning chips to show a range of performance, and it is
this latter type of yield loss that we are interested in predicting via
statistical timing analysis.

When static timing methods evolved, they were primarily used
for sign-off before fast incremental methods were developed for
optimization purposes. In the case of statistical timing analysis, the
same will be true, with accurate sign-off techniques being devel-
oped first and leading to subsequent incremental and fast methods,
which in turn will enable statistical synthesis in the future.

2. WHAT IS A STATISTICAL TIMER?
A conventional static timing analysis program takes as input a cir-
cuit and builds a timing graph. The delay and slew (transition time)
characteristics of each gate are either provided by means of delay
models or computed on the fly by transistor-level time-domain sim-
ulation. The main output of the program is a final slack, from which
the fastest safe clock frequency can be inferred. Additionally, the
program can produce a timing report including lists of failed timing
tests, arrival times, slacks, lists of critical paths, and so on.

In contrast, a statistical timer (Fig. 1) accepts additional infor-
mation in terms of the sources of variation. The statistics of the
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Figure 2: Sample slack distribution.

sources of variation, including the type of probability distribution
and variances and co-variances thereof, are produced by modeling
the uncertainty in the integrated circuit manufacturing process. In
addition, the static timer is provided or has means to compute the
dependence of the delay and slew of each edge in the timing graph
on the sources of variability. The main output of the program is
the probability distribution of the slack. In cumulative distribution
function (CDF) form, such a slack is shown in Fig. 2. The dis-
tribution in this example indicates that at a slack of -300 ps, the
parametric yield of this circuit will be almost 100%, whereas at a
slack of +200 ps, the yield quickly drops to almost 0%. Addition-
ally, the statistical timer can provide probabilistic diagnostics such
as slacks, critical paths and probabilities of timing tests being met
at latches.

Having slack distribution information as in Fig. 2 has many bene-
fits. In the case of at-speed-tested and binned microprocessor prod-
ucts, it allows the prediction of the percentage of chips that will
fall in the high-speed high-profit bin. In the case of ASICs, it al-
lows for early decision making on risk management at the chip and
board levels. It also permits calculated targeting of higher clock
frequencies, with at-speed testing used to separate the faster chips
coming off the line, with a pre-computed guaranteed yield at the
faster frequency.

Statistical timers can operate on a block basis or a path basis.
Traditional propagation of arrival time and required arrival time
through a timing graph is said to be on a block basis, since all
the information required for the propagation is local to a particu-
lar gate. As we will see later in this paper, block-based algorithms
are inherently linear in complexity (like traditional static timing),
but constitute a poor platform for capturing correlations such as
between a clock path and a data path. Path-based algorithms, while
being in a much better position to capture such correlations, are
inherently exponential and must appeal to several artifices to be
tractable. Regardless of a block or path basis, there are two main
numerical methods employed by statistical timers.

2.1 Performance-space methods
These methods work in the space of performance variables such as
delays, arrival times, required arrival times and slacks [7, 8, 9]. In
its simplest incarnation, the method can be used to find the prob-
ability distribution of the longest path delay of a block of combi-
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Table 1: Key ASIC and microprocessor methodology differ-
ences

Attribute ASIC Microprocessor

Test Often no at-speed test Sorted/binned
Methodology Flat Hierarchical
Circuits Library-based Custom + library cells
Timing Focus on worst-case Focus on nominal

national logic. In this case, if there are N paths, the problem is
to find the probability of the longest of these paths having a delay
value η, for all values of η. Depending on the problem at hand,
we may be required only to compute the probability that all paths
simultaneously satisfy a single clock cycle requirement, or we may
be required to compute the entire curve as in Fig. 2. On a path
basis, this computation can be thought of as the integration of an
N-dimensional joint probability density function (JPDF) of path
delays in an N-dimensional hypercube of side η.

As a practical matter, these methods do not integrate functions in
a dimensionality equal to the number of paths, since that would be
computationally prohibitive. Instead, they often treat timing quan-
tities such as arrival time, delay and slack as probabilistic quantities
and (approximately) propagate them through the network in a man-
ner that is similar to traditional static timing analysis.

2.2 Parameter-space methods
Parameter-space methods work in the space of the sources of vari-
ation. Each circuit requirement such as delay is represented as a
constraint in the parameter space, on one side of which the circuit
is feasible and on the other side of which it fails. The intersection
of all these constraints defines a feasible region in which the JPDF
of the underlying sources of variation is integrated to come up with
a yield prediction (see, for example, [10, 11, 12]). This method is
illustrated in Fig. 3.

Mathematical techniques such as principal-component analysis
or SVD-based reduction [13] can be applied to reduce the dimen-
sionality of the sources of variation, with only a small loss in accu-
racy.

3. METHODOLOGY
Applying statistical methods is a four-pronged effort consisting of
modeling, analysis, methodology and synthesis. Some methodol-
ogy aspects will be briefly discussed in this section, and sections
devoted to analysis, synthesis and modeling will follow.

Table 1 outlines some of the methodology differences between
ASICs and microprocessors.

ASIC methodology is quite different from microprocessor method-
ology in many ways. Often, ASICs undergo IDDQ and functional
test, but not at-speed test. In this case, one way to deal with para-
metric testing is to take measurements on strategically placed Perf-
ormance-Sensitive Ring Oscillators (PSROs), and declare the chip
to be useful if the ring oscillators satisfy certain pre-determined cri-
teria. Alternatively, PSRO screening criteria and analysis methods
must be simultaneously evolved to obtain the highest possible per-
formance while managing risk. In this situation, the ultimate goal
of a statistical timing methodology is to compute the conditional
probability that the chip meets its performance goals given that the
PSROs are within specifications. Thus ASIC sign-off is often based
on worst-case timing, and in the absence of at-speed test, risk man-
agement is deferred to the board or system-level. The library-based
timing models make it a little easier to produce statistical delay
models.

Microprocessors, on the other hand, are sorted and binned, with
the chips in the highest frequency bin being sold for the highest
profit. The sorting is on the basis of at-speed testing, which is
a difficult engineering task since we are simultaneously trying to
minimize time on the tester, maximize the frequency assigned to
each chip and minimize the probability that a chip is mis-binned.
Clearly, custom transistor-level circuitry must be accommodated in
the analysis of such integrated circuits. These chips are designed
hierarchically to manage complexity and to enable large develop-
ment teams to work in parallel. What this means is that parametric
yield predictions must also be conducted in a hierarchical manner.
Thus statistical timing of individual macros will produce statistical
abstractions including covariance information for use in the global
chip-level yield predictions.

In either case, it is tempting to treat environmental variables (like
temperature or power supply voltage) statistically. But such sources
of variation are inherently different in nature. This is because a
chip should be considered functional at a certain frequency only if
it meets that frequency target anywhere in the specified environ-
mental window. Thus environmental variables are ideally treated
in a semi-infinite or bounding fashion.

In either ASIC or custom digital design, the number of timing
runs required for sign-off is quickly growing prohibitive, which
leaves an opportunity for statistical methods to get a foot in the
door.

4. DESIRABLE ATTRIBUTES OF A STA-
TISTICAL TIMER

This section describes the required attributes of a statistical timer
in order for such a timer to be practical.

4.1 Correlations, correlation, correlations
Taking correlations into account is a crucial capability of a statisti-
cal timer [12]. A simple example will demonstrate this point. Sup-
pose the chip has 50,000 latches, each with a setup and hold test.
Assume that each of the 100,000 tests has a 99.99% probability
of passing. If all the tests are perfectly correlated, the parametric
yield of the circuit is 99.99%. If the tests are independent, the yield
is 0.005%! The truth, while somewhere in-between, is thankfully
closer to the former than the latter.

There are many kinds of correlations that must be considered.
The first is correlations that arise due to data paths sharing some
gates along the way, otherwise known as the reconvergent fanout
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problem. The approach in [14, 15] suggests a method of taking
such correlations into account on a block basis.

The second type of correlation arises due to commonality be-
tween data and clock. A launching and capturing path, for example,
may go through the same gates. In this case, it would be pessimistic
to assume a faster gate for the clock than the data in late mode, and
vice versa in early mode. The most obvious such forms of pes-
simism are currently removed by post-process limited path trac-
ing algorithms (called “Common Path Pessimism Removal” [16]
in IBM’s ��������� and “Clock Reconvergence Pessimism Re-
moval” in Synopsys’s 	��������). But there are other types of
commonality as well: being in the same geographical region of
the chip, sharing the same gate types, sharing the same metal lev-
els, sharing the same voltage island, etc. All of these correlations,
when taken into account correctly, will reduce the pessimism of the
analysis.

The third and most important source of correlation is dependence
on global parameters. The delay and slew of pretty much every
edge in the timing graph is correlated with every other edge’s delay
and slew. This is because the chip-to-chip, wafer-to-wafer and lot-
to-lot components of variability are not seen across a single chip.
Thus, there is a component of variability that says that if NFETs are
fast, they are likely to be fast all over the chip. Or if metal level 3 is
thicker than nominal, all interconnect on metal level 3 everywhere
on the chip will likely be affected in a similar manner.

The fourth type of correlation is related to proximity. This in-
cludes temperature gradients, power supply gradients and ACLV. It
is simply impossible for two gates right next to each other to have
the best and worst-case characteristics with respect to these sources
of variation, respectively. Any timer that allows such situations in
its quest to produce guaranteed timing bounds is being needlessly
pessimistic.

4.2 Bounded vs. statistical analysis
A good statistical timer should be able to treat each source of vari-
ation in either a bounded or statistical manner in a unified frame-
work. This type of flexibility results in many advantages. For ex-
ample, environmental variables may be better handled in a bound-
ing manner. Parameters that show a small amount of variation can
be handled in a bounding manner to reduce the dimensionality of
the full-blown statistical analysis, while incurring relatively small
amounts of pessimism. Further, a bounded analysis can be em-
ployed as a pre-filter to pose a smaller and more refined problem to
the statistical engine.

4.3 Slew and load dependence
We know that the delay of each edge in the timing graph is a func-
tion of input slew and output load. Unfortunately, input slew and
load also vary with process, environment and ACLV. While these
effects may seem to be of a second-order nature, they must be taken
into account for accurate sign-off purposes.

Slew and output load dependencies make the underlying prob-
lem harder to decouple and therefore more complicated. For exam-
ple, delay may be modeled as a separable function of the sources
of variation in a convenient analytic form. However, it is also a
nonlinear function of input slew and output load, which in turn are
(perhaps simple and separable) functions of the sources of varia-
tion. The nonlinear dependence, however, destroys the separable
or simple nature of the delay models.

In addition, the downstream propagation of slews, already com-
plicated in the deterministic case [17], is now even more difficult
since we must propagate a (probabilistic) slew downstream at each

timing point, composed from the upstream arrival time and slew
probability distributions!

4.4 Within-die variation
A statistical timer must be able to handle within-die variation. The
across-chip variation due to power supply voltage, for example,
may be random in the early stages of the design and become deter-
ministic during final sign-off when the power grid characteristics
and locations of gates are known. For algorithms which depend on
having a relatively small number of independent sources of vari-
ability, [18] provides a method for modeling ACLV with strong
local variations but looser correlation with increasing distance.

4.5 The tail matters!
Depending on the application at hand, the tail of the predicted slack
distribution has critical importance. For example, the sign-off cri-
terion on an ASIC may be the �3σ clock frequency. Thus the vari-
ance prediction of any algorithm that is used must be very good,
and the accuracy of the modeling and correlation must be precise
in order to have confidence in such a prediction. If Monte Carlo
analysis is used, various methods such as intelligent sampling and
importance sampling [19, 20] can be employed to improve the con-
fidence of the variance prediction without necessarily increasing
the number of samples required.

4.6 Flexibility and methodology interaction
As was discussed earlier, there is clearly a need for accurate sign-
off timing, as well as faster and less accurate timing in the inner
loop of optimization in, for example, a physical synthesis flow. In
the latter case, what matters is that the probabilistic information
communicated by the timer to the optimizer merely point the opti-
mizer in a “good direction” to improve the parametric performance
of the circuit. In both types of timing, the relevance of the diag-
nostics provided by the timer will determine the usefulness of the
tool. For example, a detailed timer may be able to provide infor-
mation to the manufacturing line about which parameters require
tighter control in order to achieve the most improvement of para-
metric yield. In the context of an incremental timer, diagnostics
such as the identity of the (probabilistically) most critical paths is
crucial in guiding the optimizer.

5. SYNTHESIS
While statistical synthesis is a topic of mere speculation at this
point, it is important to begin considering the means by which syn-
thesis can be tailored to consider parametric yield. One obvious
method is for synthesis to invoke the services of an efficient and
incremental statistical timer in its inner loop to determine the per-
formance impact of transforms and changes. Synthesis programs
can be urged to maximize sharing (of gate types, metal levels, volt-
age islands and geographic regions) between launching and captur-
ing paths so that the effects of variability are minimized. Various
methods such as error-correcting circuitry or dynamic adjustment
of reverse-bias will be used to make the best possible use of other-
wise faulty hardware. Synthesis will be encouraged to employ reg-
ular layouts where the concomitant performance loss is acceptable.
Synthesis methods will be required not only to put such circuitry
in place, but to estimate the impact of the risk reduction afforded
by such techniques. Finally, physical synthesis methods will be in
a position to make tradeoffs between catastrophic yield improve-
ment (by reducing congestion and spacing out wires, for example)
and parametric yield improvements (by reducing the distance be-
tween launching and capturing paths).
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6. MODELING & CHARACTERIZATION
All the methods discussed in this paper assume the existence of a
statistical model of the underlying transistors, gates and wires. It is
already a complicated and tedious task to produce adequate models
for a case-based timing sign-off methodology. Producing accurate
and self-consistent statistical models is even more difficult, and it
is a challenge to create models that are not needlessly complicated.
Often, the assumption is made that delays depend linearly on the
sources of variation. While such models are often reasonable and
useful, if the underlying source of variation is Le f f or Vdd , a lin-
ear model is known to be inaccurate. Of course, if the variations
are small, then a linear model is valid in a small excursion around
nominal.

While the details and difficulties of modeling and characteriza-
tion are not intended to be subjects covered in any detail in this
paper, it is clear that these are difficult but necessary tasks that rep-
resent a significant divergence from current practice.

7. CONCLUSIONS
Dealing with variability in a quantitative manner is essential for
timing verification of digital integrated circuits. Statistical timing
has the potential to improve turnaround time, reduce pessimism,
help manage risk and guarantee first-time-right hardware. How-
ever, it will have a profound impact on the modeling, analysis,
verification, synthesis and methodology of high-performance in-
tegrated circuits. This paper focused on the requisite attributes of
statistical timing algorithms and the ways in which they would im-
pact a successful design flow.
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