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Decay-Based DRAM PUFs
in Commodity Devices

André Schaller™, Wenjie Xiong", Nikolaos Athanasios Anagnostopoulos™, Muhammad Umair Saleem,
Sebastian Gabmeyer, Boris Skori¢"”, Stefan Katzenbeisser, and Jakub Szefer

Abstract—A Physically Unclonable Function (PUF) is a unique and stable physical characteristic of a piece of hardware, which
emerges due to variations in the hardware fabrication processes. Prior works have demonstrated that PUFs are a promising
cryptographic primitive that can enable secure key storage, hardware-based device authentication and identification. So far, most PUF
constructions have required an addition of new hardware or an FPGA implementation for their operation. Recently, intrinsic PUFs,
which can be found in commodity devices, have been investigated. Unfortunately, most of them suffer from the drawback that they can
only be accessed at boot time. This paper focuses on a new class of run-time accessible, decay-based, intrinsic DRAM PUFs in
commercial off-the-shelf systems, which requires no additional hardware or FPGAs. In order to enable secure key storage using DRAM
PUFs, this work presents a new Helper Data System (HDS) specifically tailored to the properties of the decay process inherent to
DRAM cells. The decay-based DRAM PUF and the new HDS are evaluated on commodity off-the-shelf devices to demonstrate their
practicality. Furthermore, a novel lightweight protocol is presented that allows for mutual authentication.

Index Terms—Physically unclonable functions, helper data schemes, device authentication

1 INTRODUCTION

INIATURIZATION and cost reduction of processors and

System-on-Chip designs have enabled the creation of
almost ubiquitous smart devices, from smart thermostats
and appliances, to smart phones and embedded car enter-
tainment systems. With the proliferation of smart devices,
new security vulnerabilities are constantly discovered, e.g.,
[1], [2], [3], [4]. One major concern is that these devices often
lack implementation of sufficient security mechanisms [5],
[6]. The lack of secure hardware components, as well as
constraints on memory and computational power concern
the security of these devices. Establishing means of provid-
ing robust device authentication and identification mecha-
nisms, and means to store long-term cryptographic keys in
a secure manner that minimizes the chances of their illegiti-
mate extraction or access are particularly demanding.

A common approach to device identification is to embed
cryptographic keys in each device by burning them in at
manufacturing time. However, this solution comes with
potential pitfalls, such as increased production complexity
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as well as rather limited protection against key extraction
attempts [7]. As an alternative, researchers have proposed
Physically Unclonable Functions (PUFs). PUFs leverage the
unique behavior of a device due to manufacturing varia-
tions as a hardware-based fingerprint. Since the exact varia-
tions present in one device are extremely difficult to
replicate in another device, even by the manufacturer, PUFs
cannot be easily cloned. Moreover, the variations are stable,
robust, and unique to each device. Hence, PUFs have been
proposed as cryptographic building blocks for security
primitives and protocols, such as authentication and identi-
fication [8], [9], [10], hardware-software binding [11], [12],
[13], [14], [15], remote attestation [16], [17], and secret key
storage [18], [19]. So far, most types of PUFs in digital elec-
tronic systems (such as arbiter PUFs [8], [20]) require the
addition of dedicated circuits to the device and thus
increase manufacturing costs and hardware complexity.
Consequently, there is great interest in so-called intrinsic
PUFs [11], which are PUFs that rely on hardware compo-
nents that are inherent to virtually any device. Two exam-
ples are Static Random-Access Memory (SRAM) based
PUFs, and Dynamic Random Access Memory (DRAM)
based PUFs. DRAM PUFs are focus of this work.

Intrinsic PUFs are an attractive, low-cost security anchor,
as they provide PUF instances within standard hardware
that can be found in commercial off-the-shelf devices [21],
[22], and thus do not require any hardware modifications.
The most prominent example of intrinsic PUFs are those
based on the aforementioned SRAM modules [13], [14],
[23], [24], [25], which draw their characteristics from the
startup values of bi-stable SRAM cells. SRAM PUFs are
known to have good PUF characteristics [26]. However,
PUF measurements must be extracted during a very early
boot stage (before the SRAM is written to). Consequently,
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the derived key can only be used at this time, or must be
saved in some external memory, which may itself cause
new security problems by exposing the key to malicious
extraction attempts. Recently, a new error-based SRAM
PUF, which can be accessed at run-time, was proposed [27].
However, to query the PUF, the supply voltage needs to be
lowered to induce errors in SRAM cells, requiring special
hardware in the processor.

Meanwhile, Dynamic Random-Access Memory PUFs
have been proposed recently [28]. One approach to extract
unique DRAM behavior induced by manufacturing varia-
tions relies on startup tendencies of DRAM cells [29], [30],
[31]. Another approach to extract DRAM PUFs is to leverage
the unique decay characteristics of DRAM cells and exploit
the fact that charges of individual DRAM cells, if not
refreshed, decay over time in a unique manner [31], [32].
PUF responses' can be generated by initializing DRAM cells
with a specific value, disabling DRAM refresh cycles, and
letting the cells decay for a defined decay time. As a result of
this decay, a DRAM chip exhibits bit flips at various loca-
tions within the memory. The unique distribution of loca-
tions of the bit flips can be used as a PUF response. Prior to
our recent work [33], state of the art required custom hard-
ware or FPGA-based platforms [28], [29], [30], [31], [32] in
order to modify the DRAM refresh mechanism such that
DRAM PUF extraction is possible.

1.1 Contributions to Decay-Based DRAM PUF
Design

Our research is the first to deal with decay-based DRAM

PUFs in commodity devices. This paper is an expanded ver-

sion of our conference publication [33], which introduced

intrinsic DRAM PUFs. This work extends the prior paper

with the following contributions:

e Enhanced evaluation of decay-based DRAM PUFs
compared to [33], with measurements using decay
times that are up 6x faster, covering larger memory
regions and wider temperature ranges on 9 devices
covering two different kinds of commodity off-the-
shelf platforms; extended time stability measure-
ments spanning 16 months in total.

e Design of a novel, lightweight, and compact Helper
Data System, specifically tailored towards decay-
based DRAM PUFs, enabling efficient key storage.

e Development of a lightweight authentication proto-
col that achieves mutual authentication.

1.2 Related Work on PUFs

A Physically Unclonable Function (PUF) has shown to be a
promising cryptographic primitive. Different PUF imple-
mentations have been proposed, e.g., delay-based PUFs and
memory-based PUFs. Delay-based PUFs often require dedi-
cated circuits, such as arbiters and ring oscillators [8], [20]. In
contrast, memory-based intrinsic PUFs leverage variations in
storage cells already present on the computing devices, such
as SRAM [23], [24], [25], [26], Flash memory [34], [35], and
DRAM. The earliest approach to exploit manufacturing var-
iations of DRAM cells for identification and random number

1. In the following we will use the terms PUF measurement and PUF
response interchangeably.
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generation was reported in [28], [36], where a DRAM chip is
designed to generate fingerprints to mitigate hardware coun-
terfeiting. In subsequent work, through a memory controller
synthesized in an FPGA, Keller et al. [32] proposed to use the
decay of external DDR3 modules for extracting random bits
and unique identifiers. Lui et al. [37] evaluated the unique-
ness, robustness, and min-entropy of external DRAM mod-
ules using an FPGA setup, and proposed a secure key storage
scheme. Hashemian et al. [38] designed a circuit exploiting
the varying reliability during write cycles of DRAM cells and
presented an authentication scheme based on such generated
signatures. Rehmati et al. [39] made use of the error patten in
approximate DRAM as a system fingerprint. Tehranipoor
etal. [29], [30] exploit startup values of DRAM cells to extract
a device signature. Sutar et al. [31] evaluated the DRAM PUF
with an FPGA setup and proposed an authentication scheme
with reduced authentication time by reconfiguring the
DRAM for different decay times.

Unlike this work, all previous research required dedi-
cated circuits to be designed or FPGAs to be used. To the
best of our knowledge, our work in [33] and the extended
work presented in this paper are the first contributions that
focus on intrinsic decay-based DRAM PUF instances in
commodity devices, accessible at run-time. We also provide
a system-level solution for querying the PUF while a Linux
OS is running on the same hardware and actively using the
DRAM chip wherein the PUF is located.

1.3 Decay-Based DRAM PUFs in Commodity
Devices

Our research shows that a run-time accessible PUF can be
constructed from the decay behavior of DRAM that is part
of unmodified commodity devices, including the Panda-
Board and the Intel Galileo platforms. Two approaches are
evaluated: (i) accessing the PUF at device startup using a
customized firmware, and (ii) querying the PUF using a ker-
nel module at run-time.

Through extensive experiments on multiple instances of
two types of commodity devices, we show that DRAM PUFs
exhibit robustness, uniqueness, and in particular allow usage
of the decay time as part of the PUF challenge. Especially,
evaluations of shorter decay times, which are up to 6 times
faster, and larger memory regions of 16 MB give extensive
insights into the practicality of decay-based DRAM PUFs.

In [33] we introduced new metrics for evaluating DRAM
PUFs, based on the Jaccard index, and showed that they
are, in contrast to classic Hamming distance-based metrics,
better suited regarding the particular properties of decay-
based DRAM PUFs. The inter and intra Jaccard index were
used to compare uniqueness and robustness of DRAM
PUFs. We further estimated the entropy contained in the
PUF measurements by means of the Shannon entropy.

In this work, we present a novel Helper Data System
(HDS) tailored to the properties of decay-based DRAM
PUFs, which incorporates an enrollment phase that uses a
few quick measurements to locate fast-decaying cells, and
one long-timescale measurement to locate slowly decaying
cells. Only exceptionally fast and slow cells are selected as
input to the HDS. Our selection method solves the problem
of large biases towards ‘0" or ‘1’ in the PUF measurements
that occur due to the vast discrepancy between the number
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Fig. 1. A single DRAM cell consists of a capacitor and a transistor,
connected to a word-line (WL) and a bit-line (BL or BL*); arrows indicate
leakage paths for dissipation of charges that lead to PUF behavior.

of fast cells and the much higher amount of slow cells. We
further optimize the proposed HDS towards the properties
of the devices under test, to only require a single enrollment
measurement. The described HDS is very simple to imple-
ment and considerably compact, as the relevant helper data
require only minimal memory space to be stored. The HDS
is experimentally validated to work even for highly biased
PUF measurements.

We also present a new lightweight, mutual PUF-based
authentication protocol. It can be used in resource-
constrained devices which implement DRAM, but do not pos-
sess the processing power to run the costly cryptographic
algorithms, such as many of the smart devices found today.

1.4 Outline

The remainder of the paper is organized as follows. Section 2
presents background on DRAM, introduces our decay-based
DRAM PUF and discusses security assumptions. Implemen-
tation details of the DRAM PUF on two evaluation platforms
are given in Section 3. Section 4 contains our evaluation of
DRAM PUFs characteristics extracted from multiple devices.
In Section 5 we present a Helper Data System suitable for
key storage in DRAM PUFs. In Section 6 we present a novel
lightweight authentication protocol that uses the DRAM
PUF. We finally conclude our work in Section 7.

2 DRAM PUFs IN CommoDITY DEVICES

Fig. 1 shows an array of typical DRAM cells. A single
DRAM cell stores a charge in a capacitor and can be
accessed through a transistor. DRAM cells are grouped into
arrays, where each row of the array is connected to a hori-
zontal word-line and DRAM cells in the same column are
connected to the same bit-line. All bit-lines are coupled to
equalizers and sense-amplifiers that amplify voltages on
bit-lines to levels such that they can be interpreted as logical
zeros or ones. In order to access a row, all bit-lines will be
precharged to half the supply voltage Vpp/2. Subsequently
the connected word-line is enabled, activating every transis-
tor in that line and allowing charges form the capacitors to
flow to their associated bit-lines. The sense amplifier then
drives the bit-line to Vpp or 0V, depending on the charge
that was stored on the capacitor. The amplifiers are usually

DRAM
(a)
(b)
(C)
@ ey
(e)

Fig. 2. Five steps required for run-time access of a DRAM PUF. Only
during steps (b)—(d) the memory associated with the PUF is not usable
for any other processes.

shared by two bit-lines [40], of which only one can be
accessed at the same time. This structure makes the two bit-
lines complementary, which results in two kinds of cells:
true-cells and anti-cells. True-cells store the value ‘1"’ as Vpp
and ‘0" as OV on the capacitor, while anti-cells store the
value ‘0’ as Vpp and “1” as OV.

DRAM cells require periodic refresh of the stored
charges, as otherwise the capacitors lose their charge over
time, which is referred to as DRAM cell decay or leakage. The
hardware memory controller takes care of periodic refresh,
whose interval is defined by the vendor, and is usually
32 ms or 64 ms. Without this periodic refresh, the logical
value of true cells decay to ‘0", while anti-cells decay to ‘1’.
Because of the manufacturing variations among DRAM
cells, some cells decay faster than others. The unique decay
characteristics of individual DRAM cells can be exploited
for a decay-based DRAM PUF, as our research shows.

2.1 Decay-Based PUFs in DRAM

The process of exploiting the unique decay behavior of
DRAM cells in order to extract a PUF measurement is sum-
marized in Fig. 2. The starting point (a) comprises the
DRAM module being configured for ordinary use, where
the memory controller periodically refreshes all of the cells’
content. In a first step (b), the PUF memory region, defined
by starting address (addr) and size (size), is reserved such
that it does not contain any user-space or operating system
(OS) programs. This region is depicted as a shaded gray
rectangle in the figure. The reservation can be implemented
using memory ballooning introduced later in Section 2.2.
Furthermore, the refresh for the PUF region is disabled and
the initialization value (iv) is written to the region. Next, (c)
for a given decay time (¢), the memory region containing the
PUF is not accessed to let the cells decay. After the decay
time has expired, (d) the memory content is read in order to
extract the PUF measurement. At the end, (e) the normal
operating condition of the memory is restored and the
memory region is made available to the OS again.

Memory regions within a DRAM module that are used
for obtaining PUF measurements are called logical DRAM
PUFs. For a particular DRAM, each logical PUF is deter-
mined by: (i) addr, the starting address of the logical PUF,
and (ii) size, its size, as discussed above. A typical DRAM
memory module can then be divided into thousands or
more logical PUFs.
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Two additional parameters are needed to define a
DRAM PUF challenge, the initialization value (iv) that will
be written to the DRAM PUF cells before any decay pro-
cess starts, and the desired decay time (¢). After the decay
time has expired, enough charge has leaked from some
cells such that their stored logical bits have flipped. As the
positions of the flipped bits are unique for individual
DRAM regions, the “pattern” of decayed bits, also referred
to as flipped bits, for a given decay time ¢ serves as the
PUF response.

In order to derive a cryptographic key from the PUF
response using a minimum number of DRAM cells, the
entropy within a logical DRAM PUF response needs to be
maximized. The value stored in a DRAM cell before it
decays, iv, plays an important role, as some DRAM cells
decay to ‘0" and some to ‘1’. Thus, for example, if a cell
decays to ‘0", but its initialization value is set to ‘0’, the
decay effect cannot be observed. If the physical layout of the
DRAM module is known (@i.e., the distribution of true-cells
and anti-cells, and hence the individual decay directions), it
is possible to construct an initialization value that maxi-
mizes the number of observable bit flips in the PUF
response. However, the physical layout is rarely known.
Furthermore, the optimal initialization value would need to
be part of the challenge, or it would have to be stored on the
device. In our evaluation, we use a fixed initialization value
iv of ‘0" for all cells within the memory being used as PUF.
Thus, the entropy of our measurements can further be
improved if the initialization value is varied so that each
cell is initialized with a logical value that corresponds to a
state, where charge is stored on the cells’ capacitor (i.e., ‘1’
for true-cells, and ‘0’ for anti-cells).

Overall, the challenge of a DRAM PUF consists of PUF;4
and t, where PUF;; denotes the logical PUF instance (addr
and size) and ¢t denotes the decay time after which the mem-
ory content is read. In our experiments we fixed the value of
v, hence we do not specify the parameter explicitly.

Although SRAM and DRAM PUFs are both considered
weak PUFs [41], the DRAM PUF presented in this paper
offers multiple challenges due to the ability to vary decay
times t. Given two PUF measurements m, and m,,; from
the same logical PUF;,, taken at decay times ¢, and ¢,
(tz41 > tg), both m,1 and m, can serve as PUF responses.
We denote the set of addresses of decayed (i.e., “flipped”)
DRAM cells at decay time ¢ as s(t). With increasing decay
time ¢, the number of DRAM cells flipping is monotonically
increasing. In particular, m,; consists of a number of newly
flipped bits as well as the majority® of bits that already
flipped in m,. In general, if t, <t,; and addr, = addr,.,
size, = size,11, we observe s(t,) C s(t,4+1), up to noise.
However, note that it is not possible to measure responses
for several decay times ty,t;,...,t, at once. In particular,
reading the PUF response at one decay time will cause the
memory to be refreshed (the cells are re-charged, as data is
read from DRAM cells into row buffers). Querying a PUF
response with a different decay time thus requires to restart
the experiment.

2. Due to noise, the set of flipping cells for a fixed time ¢, will not be
completely stable. Nevertheless, our experiments in Section 4 show
very low amounts of noise.
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2.2 Run-Time DRAM PUF Access

Deactivating DRAM refresh for PUF access during device
operation is a non-trivial task: when DRAM refresh cycles are
disabled, critical data (such as data belonging to the OS or
user-space programs) will start to decay and the system will
crash. In our experiments, the Intel Galileo board running
Yocto Linux crashes about one minute after DRAM refresh is
disabled. Therefore, we present a customized solution, which
allows us to refresh critical code but leaves memory regions
dedicated to PUF usage untouched. This solution is based on
two techniques dubbed selective DRAM refresh and memory
ballooning. The former allows for selectively refreshing mem-
ory regions occupied by the OS and other critical applications
so that they run normally and do not crash. Memory balloon-
ing, on the other hand, safely reserves the memory region that
corresponds to a logical PUF without corrupting critical data
and also protects the memory region from accesses by OS and
user-space programs, to allow the DRAM cells to decay with-
out being disturbed during the PUF measurements.

Selective DRAM Refresh. On some devices, such as the
PandaBoard, DRAM consists of several physical modules or
logical segments, where the refresh of each module/seg-
ment can be controlled individually. In this case, the PUF
can be allocated in a different memory segment from the OS
and user-space programs. When challenging the PUF, only
the refresh of the segment holding the PUF is deactivated,
while the other segments remain functional.

On other devices, e.g., the Intel Galileo, the refresh rate
can onlgr be controlled at the granularity of the entire
DRAM.” Refresh at segment granularity is not possible.
However, memory rows can be refreshed implicitly once
they are accessed due to a read or a write operation. When a
word line is selected because of a memory access, the sense
amplifier drives the bit-lines to either the full supply voltage
Vpp or back down to 0V, depending on the value that was
in the cell. In this way, the capacitor charge is restored to
the value it had before the charge started to leak. Using the
above principle, even if refresh of the whole memory is dis-
abled, selective memory rows can be refreshed by issuing a
read to a word within each of the selected memory rows
periodically. This functionality can be implemented in a
kernel module by reading a word within each memory row
to be refreshed (Section 3).

Ballooning System Memory. To query a chosen logical PUF,
the DRAM portion given by addr and size is overwritten by
the respective initialization value (iv) and refresh is deacti-
vated. To prohibit applications from accessing the PUF and
thus implicitly refreshing them, we use memory ballooning
concepts developed for virtual machines [42]. Memory bal-
looning is a mechanism for reserving a portion of the mem-
ory so as to prevent the memory region from being used by
the kernel or any application. This approach allows to spec-
ify the physical address (addr) and size (size) of the PUF
memory region that will be reserved. Once PUF memory is
“ballooned”, DRAM refresh can be disabled and selective

3. Although the test boards do have multiple DRAM modules,
DRAM refresh cannot be disabled individually. In particular, on the
Galileo board, one DRAM chip is used to store the most significant 8
bits of every 16 bits, while the other chip is used to store the least signif-
icant 8 bits. Disabling refresh on a single chip is not possible, as half of
each memory word would be lost.
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refresh enabled for the non-PUF memory region. If access to
the PUF is no longer required, the balloon can be deflated
and the memory restored to normal use.

2.3 Security Assumptions

DRAM PUFs differ from classic memory-based PUFs, as they
can be evaluated during run-time. An attacker, who wants to
evaluate the PUF needs to disable DRAM refresh. This task
requires writing to hardware registers, which can only be
performed by the kernel. An attacker thus requires root priv-
ileges. Furthermore, accessing the memory dedicated to the
PUF itself is restricted to the kernel as well. Thus, a crucial
security assumption is that firmware and operating system
are trusted and an attacker does not gain root privileges.

An attacker may try to change the ambient temperature
in order to influence the bit flip characteristics. Neverthe-
less, a legitimate user can compensate the temperature
effect by adjusting the decay time, as discussed in Section 4.
The attacker could also try to adapt the “rowhammering”
approach presented in [43], i.e., inducing random bit flips
into DRAM cells by repeatedly accessing adjacent rows.
However, the attacker would not succeed, as DRAM PUFs
allocate a continuous chunk of memory. Rowhammering
would only apply at the borders of the PUF area. At the
same time, the rowhammer effect can be leveraged to obtain
DRAM PUFs with higher entropy [44].

Although voltage variations can affect PUF behaviour, as
shown in [28], [38], changing the voltage supply of DRAM
on commodity hardware, without affecting the supply of
other components, such as the MCU, is not trivial, even
when it is possible. We therefore consider the effects of volt-
age variations to be out of scope. Invasive attacks are also
considered out of scope.

Finally, we consider aging as a factor that could affect the
stability of DRAM [29], [30], [45] and therefore could be used
in attacks. Here, we examine naturally occurring aging, and
not accelerated aging, as on commodity hardware it is not
trivial to manipulate aging effects only for the DRAM unit
and not for the other components of the test platform.

3 IMPLEMENTATION & PERFORMANCE

We implemented and tested our DRAM PUF construction
on two popular platforms, the PandaBoard ES Revision B3
and the Intel Galileo Gen 2. The PandaBoard houses a TI
OMAP 4460 System-on-Chip (S0C) module that implements
1 GB of DDR2 memory from ELPIDA in a Package-on-Pack-
age (PoP) configuration, which operates at 1.2 V. The Intel
Galileo is equipped with an Intel Quark SoC X1000 SoC and
two 128 MB DDR3 from Micron, operating at 1.5V. The two
physical DRAM modules are accessed in parallel and
located on the same PCB as the processor.

We implemented two different approaches to query the
PUF. The first approach uses a modified firmware in order
to obtain PUF measurements during the boot phase. Second,
we implemented a kernel module-based solution that ena-
bles PUF queries during run-time of a Linux operating sys-
tem. The firmware solution can be implemented in a
straight-forward fashion and was used to take most of the
measurements from the Intel Galileo. The kernel module-
based solution was used for obtaining measurements on
the PandaBoard platform and for gathering temperature

stability measurements on both platforms. The kernel mod-
ule thus also serves as a general proof-of-concept of the run-
time accessibility of the proposed DRAM PUF. We present
implementation details of both approaches in the following.

3.1 Firmware-Based PUF Access
The firmware is the first code to be executed upon device
start. During the DRAM initialization phase, the firmware
itself does not require the use of DRAM, as it is executed
from on-chip SRAM. This makes it ideal for accessing PUF.
In the case of the Galileo platform, we modified the
Quark EDKII firmware. Code that measures the PUF was
inserted just before DRAM refresh, comprising the follow-
ing steps: writing the initial value (iv) to the specific logical
PUF (as defined by addr and size), waiting for the decay
time ¢ to elapse, and then reading back the PUF response
via the console. After the PUF response is retrieved, normal
firmware execution and eventual boot of the OS can resume.
The firmware patch consists of about 60 lines of C code. The
majority of the code implements initialization of the PUF
parameters and accessing the PUF memory region. The PUF
response is read and printed to the console for later analysis.
On the PandaBoard, the implementation is similar: the
DRAM region corresponding to the PUF is initialized, the
auto-refresh of the memory controller is disabled, and after
decay time ¢, the memory content is sent over UART to a
workstation. Our firmware patch for the PandaBoard con-
sists of about 50 lines of C code.

3.2 Linux Kernel Module-Based PUF Access

In order to be able to access the DRAM PUF during run-
time, we implemented a kernel module for each platform,
which can be inserted at run-time. The kernel module is
designed to work in three phases: (1) Upon loading, the ker-
nel module overwrites the contents of the DRAM cells in
the desired logical PUF region with iv. (2) The kernel mod-
ule then modifies the memory controller via writes to con-
figuration registers to disable DRAM refresh, while
memory locations occupied by the OS and applications are
selectively refreshed, as explained in Section 2.2. (3) After
the decay time of ¢ seconds has elapsed, memory refresh is
enabled again and the PUF response is read out.

On the PandaBoard, DRAM can be accessed using two
individual external memory interfaces (EMIF), with each
EMIF covering 512 MB. In our implementation, memory
interfaced by the first EMIF can be used by the kernel and
user space applications, while memory covered by the sec-
ond EMIF can be used exclusively as DRAM PUF. In order to
implement this configuration, the interleaving mechanism of
the PandaBoard that alternately maps subsequent logical
addresses to physical addresses from both modules must first
be disabled within the bootloader. Next, measurements can
be obtained by turning off the refresh rate of the module that
implements the logical PUFs and reading the memory con-
tents after the decay time ¢, while the kernel and user space
applications remain functional on the other DRAM module.
The kernel module takes about 100 lines of C code in total.

On the Intel Galileo, refresh of the whole DRAM has to
be disabled as it is not possible to control refresh at a smaller
granularity than a DRAM module. Consequently, the kernel
module must selectively refresh memory used by the kernel
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TABLE 1
Time Needed to Perform Memory Reads, to Selectively
Refresh Varying Sizes of Memory Regions on the (Single-Core,
Single-Threaded) Intel Galileo Board with DDR3 Memory

system selective %CPU time %CPU time
memory refresh time (64 ms refresh) (200 ms refresh)
32 MB 7.6 ms 12% 4%

64 MB 12.1 ms 19% 6%

128 MB 21.2ms 33% 10%

and applications. The kernel module schedules selective
refresh tasks® every N ms, where N is the desired refresh
rate. For selective refresh, the module loops over all mem-
ory addresses that need to be refreshed, issuing a read to a
memory word in every DRAM row. The kernel module
takes about 300 lines of C code in total.

During a PUF query, the OS and other applications can
operate normally, but some CPU resources must be spent
on selective memory refresh. If the size of the memory
region is too large, the CPU will spend the majority of its
time refreshing the defined memory area, leaving little
resources to user space applications. Furthermore, if the
time required to refresh the whole memory region is longer
than the required refresh period, critical portions of code
and data may have decayed before they can be refreshed by
the kernel module, causing a system crash.

Table 1 shows the time required to perform selective
refresh of system memory regions of various sizes, ranging
from 32 MB up to 128 MB. We see that selective refresh
takes between 7.6 ms and 21.2 ms for a single run. The last
two columns in Table 1 show the CPU time spent on selec-
tive refresh, assuming 64 ms and 200 ms refresh rates.
For an active memory size of 128 MB, the system will spend
33 percent of CPU time on selective refresh when a target
refresh period of 64 ms is selected. However, at room tem-
perature, the 64 ms refresh period, picked by most vendors,
is very conservative, and our experiments suggest that even
with a refresh rate of 200 ms DRAM content remains stable.
Previous work on DRAM retention time supports our
results [46]. Thus, depending on the operating conditions
and required stability guarantees, the selective refresh
period can be increased, allowing larger DRAM to be
refreshed, or leaving more CPU resources for computation.
In our setup, we were able to reduce the memory footprint
of Yocto Linux, commonly used on Intel Quark devices,
down to 32 MB without any special modifications.”
At 32 MB, only 7.6 ms are needed for selective refresh every
64 ms, making more than 87 percent CPU time available
for other applications. These numbers demonstrate that
selective refresh is viable for realistic code sizes.

4 EVALUATION OF DECAY-BASED DRAM PUFs

We measured DRAM PUF instances on the Intel Galileo and
PandaBoard, as described in Section 3. We performed

4. A key feature of Linux, the so-called workgueues, allowing tasks
to be scheduled at specific time intervals, is used for this purpose.

5.0One required change is disabling or limiting the journaling
service. Other options available are to reduce the size of the journal, or
using persistent storage for the journal.
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measurements using 4 different PandaBoards and 5 Intel
Galileo devices. Furthermore, given the large amount of
memory present, we measured two logical PUFs on each
device, resulting in eight different logical PUFs for the
PandaBoard as well as ten logical PUFs for the Intel Galileo.
Each logical PUF was measured at different decay times,
with 50 measurements each. We used two groups of con-
figurations. One group resembles the experimental setup
presented in [33] with decay times 75 = {120 s,180 5,240 s,
300 8,360 s} and a smaller PUF size of 32 KB. The other
group uses new decay times 7; = {10s,20,305,40s,50 s,
60 s}, which are up to six times faster and further covers a
larger PUF size of 16 MB. Based on these measurements we
evaluated robustness, uniqueness, randomness, time and tem-
perature dependency, as well as stability of the DRAM PUFs.
In order to present a realistic scenario, we tested our devices
under conditions that naturally vary over time, in order to
resemble ambient properties during real-world usage.

The characteristics of the DRAM PUFs are different com-
pared to SRAM PUFs. Rather than being considered as an
array of bits, a DRAM PUF response consists of the posi-
tions of decayed cells in a memory region. Thus, the standard
metrics commonly used to evaluate memory-based PUFs
(usually fractional Hamming distances) are not suitable for
DRAM PUFs. This is particularly noticeable when evaluat-
ing uniqueness. In SRAM PUFs the fractional Hamming dis-
tance between the startup arrays of two different PUFs is
large, whereas for DRAM PUFs the distance is small, even if
PUFs are highly unique. This effect is caused by the fact that
the majority of DRAM cells does not decay within typical
timescales of PUF challenges.

We propose new robustness and uniqueness metrics that
ignore the ‘uninteresting’ majority of cells, i.e., those cells
that did not decay. We use these metrics to evaluate multi-
ple instances of DRAM decay-based PUFs as shown in
Table 2. Our metrics are based on the Jaccard index [47],
which is a well known metric to quantify the similarity
of two sets of different size. It results in a value of zero if
the sets share no common elements and a value of one if
the sets are identical. The Jaccard index of two sets A, B is
defined as
def AN B

JAB) S T

(1)

Unigueness. Consider two DRAM PUFs, PUF;;, and PUF,q,,
which are given time ¢ to decay. Let s(¢) be the set of
addresses of the decayed cells in PUF;4, and similarly s, (t)
for PUF;q,. The similarity between PUF;4;, and PUF,4, is
expressed as

Jue (8) = J(s1(1), s2(t)). @)

A small value of J'iln’tzer indicates high uniqueness. Our
DRAM PUFs exhibit almost perfect behavior, with Jiter
values for decay times up to 60 s that do not exceed 0.001
for the Intel Galileo and 0.003 for the PandaBoard. At higher
decay times, up to 6 minutes, Intel Galileo exhibits a maxi-
mum of Jier = 0.007 at ¢ = 360 s. The PandaBoard shows
larger values with a maximum of 0.041 at ¢t = 300 s, which is
still close to the optimal value of zero. Those comparably
low values at shorter decay times are due to the fact that
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TABLE 2
Metrics for Logical PUF Instances Measured at Different Decay Times 7, and 7, as Well as for Different PUF Sizes
T1=1{10s,20s,30s,40s,50 5,60 s}, size = 16 MB T = {120,180 5,240 s,300 s, 360 s}, size = 32 KB
decay device min. max. H,; avg. number decay device min. max. H,; avg. number
times 74 type Jintra Jinter (bits) decayed cells times 7 type Jintra Jinter (bits) decayed cells
PandaBoard 6.870 x 107! 0.000 7.062 x 10°  5.250 x 10° PandaBoard 4.630 x 107! 1.000 x 1072 1.362 x 10*  1.069 x 10%
10s IntelGalileo  3.850 x 10~ 0000  3810x10° 2300x100 1205 IntelGalileo 7.710 x 1071 4.000 x 10 3382 x 10°  2.450 x 102
) PandaBoard 7.120 x 107! 3.000 x 10~* 6.741 x 10*  6.132 x 10° 1 PandaBoard 4.380 x 107! 1.700 x 1072 3.163 x 10" 2.675 x 10°
0s IntelGalileo  4.750 x 107! 0.000 3.837 x 10°  2.720 x 10? 80S  IntelGalileo 8.360 x 10-! 4.000 x 103 8.482 x 10°  6.400 x 102
20 PandaBoard 7.260 x 10" 1.000 x 1073 2.294 x 10°  2.380 x 10* 240 PandaBoard 4.090 x 107" 2.600 x 1072  4.736 x 10" 4.161 x 10°
s IntelGalileo  4.650 x 10°!  1.000 x 10~% 1.508 x 10*  1.194 x 10° S IntelGalileo 6.260 x 1071 5.000 x 1073 1.381 x 10*  1.085 x 103
20 PandaBoard 7.380 x 107! 1.000 x 107% 5.099 x 10°  5.835 x 10* 2300 PandaBoard 4.220 x 107! 4.100 x 1072 5911 x 10*  5.307 x 10%
s IntelGalileo  5.140 x 107" 4.000 x 10~*  4.266 x 10*  3.711 x 10° s IntelGalileo  7.940 x 10~'  6.000 x 1073 1.960 x 10*  1.588 x 10°
PandaBoard 7.620 x 107! 2.000 x 107% 8.973 x 10°  1.108 x 10° PandaBoard 3.480 x 107! 3.400 x 1072 6.738 x 10" 6.129 x 10%
S IntelGalileo  5.500 x 10°1 2.000 x 1074 8.658 x 10" 8078 x 10° 905 IntelGalileo 8.280 x 101 7.000 x 10 2912 x 10'  2.444 x 10°
0 PandaBoard 7.690 x 107! 3.000 x 1073 1.374 x 10°  1.805 x 10°
s IntelGalileo 5.880 x 10! 4.000 x 10~ 1.478 x 10°  1.459 x 10*

Left: results for decay times T1 = {10s,20s,30 s,40 5,50 8,60 s} and size =
and size = 32 KB.

many fewer DRAM cells have had the chance to decay
within these short time periods (see Fig. 4). As given in
Table 2, the values for both configurations suggest that both
device types exhibit high uniqueness, with the Intel Galileo
showing inherently smaller Ji, values compared to the
values from the PandaBoard.

Robustness. Consider again the experiment where a
DRAM-PUF is given time ¢ to decay. Let s(t¢) be the set of
addresses of decayed cells in one run of this experiment,
and s'(t) in a subsequent run of the experiment on the same
PUF;,;. We characterize the robustness of the PUF as

Jinira(t) = J(s(t), 8'(1))- 3)
Large values of Ji,u, indicate high robustness. Fig. 3 shows
the distributions of Jiy, and Jiyer for different decay times.
A wide gap between the two distributions indicates that
individual devices can be distinguished perfectly. Note that
at shorter decay times we observe minimum Ji,,, values of
0.385 for the Intel Galileo, whereas for the PandaBoard noise
values are smaller with the minimal J,,,, value 0.687 at
t =10 s (see Table 2). The differences in the Ji. values
among the two groups of configurations reflect variations of
ambient conditions (i.e., temperature) over time. Neverthe-
less, we note that in both cases, the Ji. values are high
enough to allow the devices to be used successfully. We can
therefore conclude that our devices constitute robust PUF

16 MB. Right: results for decay times T, = {120 s,180 s,240 s, 300 s, 360 s}

behavior in a realistic usage scenario, where ambient condi-
tions, such as temperature, are expected to naturally differ.

Entropy. If we want to generate cryptographic keys from
the PUF responses, the PUFs must exhibit sufficient
entropy. We estimate the entropy of DRAM PUFs in the fol-
lowing manner. We again consider the observed set s(t) of
indices of DRAM cells that have decayed by time ¢. The car-
dinality of s(¢) is denoted as I; = |s(t)|, and N is the total
number of DRAM cells. We assume that each DRAM cell
independently has a probability p(¢) of having a decay time
smaller than t (such that it usually decays in time less
than t). We estimate p(t) as I;/N. The PUF entropy associ-
ated with time ¢ is given by

4)
where h(p) = p log 110 + (1 = p)log ﬁ is the binary entropy

H, = Ni(p(t)) ~ Nh(i,/N),

function. A single observation of s(t) may not be sufficient
for determining p(¢) because of short-term noise. Thus, we
are estimating p(t) by averaging 50 observations of /;, i.e., we
are computing multiple measurements. Table 2 lists the
entropy H, as bits per measured logical PUF (i.e., 16 MB and
32 KB). We observe that the entropy is significantly higher
on the PandaBoard, correlating with the higher number of
bit flips of this device type. This is most likely due to the
different technologies used to implement DRAM cells.
In particular, the results show that the minimum entropy of
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Fig. 3. Histograms of Ji,. and Ji. values for multiple instances of the PandaBoard and the Intel Galileo, (left two graphs) for decay times
T1=1{10s,20s,30s,40 5,50 5,60 s} and size = 16 MB and (right two graphs) for decay times 7, = {120 s, 180 s, 240 s, 300 s, 360 s} and size = 32 MB.
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Fig. 4. Proportion of decayed DRAM cells as a function of time for multiple instances of the PandaBoard and the Intel Galileo, (left two graphs) for
decay times 77 = {10s,20s,30 5,40 5,50 5,60 s} and size = 16 MB and (right two graphs) for decay times 7, = {120 s, 180 s,240 s, 300 s, 360 s} and

size = 32 KB. Possible challenge times are indicated by vertical lines.

the PandaBoard can be up to one order of magnitude larger
compared to the Intel Galileo, i.e., at t = 240 s the PandaBoard
provides 25949 bits per 32 KB of DRAM, versus 9692 bits for
the Intel Galileo. At larger t more DRAM cells get a chance to
decay, increasing [, and hence the entropy. However, large
values of t make PUF handling too slow to be practical.

Regarding the fractional entropy, the values of the pro-
posed DRAM PUF are orders of magnitude smaller, com-
pared to SRAM PUFs, which usually have 0.7 to 0.9 bits of
entropy per cell. However, DRAM is usually orders of mag-
nitude larger than SRAM, and can provide enough entropy
in total.

Decay Dependency on Time and Temperature. Fig. 4 shows
the average proportion of decayed cells, [;/N, as a function
of time t. All measurements were taken at (ambient) room
temperature with DRAM chips operating at around 40 °C.
Every point in the plot represents an average taken over
all logical PUFs. We see that the number of decayed cells
significantly increases with time.
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Fig. 5. Proportion of decayed DRAM cells as a function of temperature for
multiple instances of the PandaBoard and the Intel Galileo, (top) for decay
times 7, = {10 5,20 5,30 5,40 8,50 8,60 s} and size = 16 MB and (bottom)
fordecay times 7, = {120 s, 180 s, 240 s, 300 s, 360 s} and size = 32 KB.

This plot allows us to estimate the number of time-depen-
dent challenges that a logical PUF can support. In order to
allow for unique identification at different decay times, the
set of decay times 7 = {¢y,1,...,t,} must be chosen such
that the corresponding measurements taken at decay time
ty+1 show a minimum number of new bit flips ¢;, = I;, | — Iz,
with respect to the previous one t¢,, which must be greater
than the inherent noise. Given the noise values and ¢;, the set
of viable decay times and thus the challenges of a logical
PUF can be determined accordingly. We computed a conser-
vative, minimum number of possible challenges per logical
PUF, by using the maximum noise (i.e., minimum Jiq
value) and the minimum number of bit flips, previously
observed at each decay time ¢t. We experimentally deter-
mined the maximum number of challenges for decay times
7, and PUF size = 16 MB to be n = 5 for the Intel Galileo
and n = 6 for the PandaBoard, as well as n =7 and n = 2,
respectively for 7, and PUF size = 32 KB. Possible chal-
lenge times are indicated by vertical red lines in Fig. 4.

A second factor influencing the number of decayed
DRAM cells is temperature. Fig. 5 shows the proportion of
decayed cells as a function of temperature. Temperatures
lower than room temperature were achieved using a thermal
chamber. All other temperatures were stablized using a
ceramic heater circuit. We observed that heating (or cooling)
the DRAM affects all cells in the same way: the decay is accel-
erated (or slowed down) by the same factor. For example, at
temperature 7" > T it is possible to find a decay time ¢’ < ¢
such that s(t'),» = s(t);, i.e., from a heated DRAM, operating
at temperature 77, a similar response can be obtained in time
t’ as from a cooler DRAM in time ¢. The adapted decay time ¢’
at an increased temperature 7” that results in a similar decay
behavior as using decay time t at temperature 1" (with
T' > T),can be computed as
=t e,

' (5)
Based on our measurements, we estimated « to be 0.068 for
the Intel Galileo platform and 0.066 for the PandaBoard.

Fig. 6 shows the Jaccard index Ji. between measure-
ments s(t), at (ambient) room temperature with DRAM oper-
ating at 7' = 40°C for ¢t = {120 s, 180 s, 240 s, 300 s, 360 s} and
measurements s(t');» performed on the same DRAM PUF, at
temperatures 7" = {10°C, 20°C, 30°C, 40°C, 50°C, 60°C, 70°C,
80°C} for adjusted t’ = {t1, 12, t3,t4,t5}. For TV = 40°C, ¢’ =1,
whereas a distinct set ¢’ of adjusted time points exists for each
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Fig. 6. Jiwa values (i.e., similarity) of enrollment measurements taken
at T =40°C and reconstruction measurements at temperatures 7’ =
{10°C, 20°C, 30°C, 40°C, 50°C, 60°C, 70°C, 80°C}, with adjusted
decay times ¢ for multiple instances of the PandaBoard (top) and the
Intel Galileo (bottom).

different temperature of the set 7", such that s(t');» = s(¢) sp0c-
Jintra Temains higher than 0.65, indicating reconstruction at
different temperature is feasible. Especially, when the recon-
struction temperature is close to the enrollment temperature,
the noise is small. This confirms that differences in tempera-
ture can effectively be accommodated by adjusting ¢ and that
the PUF behavior at different temperatures can be predicted.

Stability Over Time. During extended lifetime of devices,
DRAM aging effects will begin to take place. Existing work
on SRAM PUFs has explored aging effects [24], [25], [48],
[49]. We are only aware of limited work on aging-related
effects in DRAM cells with regard to security [50]. Fig. 7
shows the histogram of Ji, values for measurements of
both evaluation boards, taken roughly 16 months apart.
Note that the measurements also include the noise intro-
duced by temperature changes in our lab. The values for the
Intel Galileo and the PandaBoard are similar to the Ji;a
results shown in Table 2, suggesting sufficient stability of
DRAM PUFs over a long-term usage time period.

5 A HELPER DATA SYsTEM FOR DRAM PUFs

5.1 Helper Data System Construction

In order to use a PUF for key storage a Helper Data System,
also known as Fuzzy Extractor [51], [52], [53], [54], is
required. The HDS takes care of the noise in the PUF meas-
urements and ensures that a cryptographic key can repro-
ducibly be generated from the PUF. An HDS consists of an
enrollment algorithm Enroll and a reconstruction algo-
rithm Rec. The algorithm Enroll probes the PUF and out-
puts a secret key K and helper data w. The helper data is
stored in nonvolatile memory. It must be assumed that an
adversary has access to w as it is stored publicly on the
device. Therefore, the Enroll algorithm is crafted such
that w does not leak information about K. At reconstruction
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Fig. 7. Distribution of .Ji,. values computed between measurements
pairs, taken at enrollment and reconstruction from the same logical PUF
instances, over ~ 16 months apart. Values are shown for the Panda-
Board left and Intel Galileo right.

time, algorithm Rec does a fresh measurement of the PUF,
reads w and computes a best guess K for the key from those
two inputs. If the HDS is properly designed and the noise
was below a certain threshold, then K = K.

We construct an HDS that is similar to HDSs for SRAM
PUFs [55]. The main difference is that the decay behavior of
DRAM cells is an analog property, while SRAM startup
states are discrete. We discretise the decay properties by
giving DRAM cells a label ‘F’ (fast) or ‘S’ (slow) or no label.
The F cells lose their charge quickly, the S cells slowly, and
form sets F and S respectively. Our Enroll algorithm cre-
ates two layers of helper data: (i) pointers to memory cells
which (during enrollment) were either extremely fast or
extremely slow; (ii) helper data for the Code Offset Method
(COM) [52], [53], [56], [57], [58]. The first layer improves
noise resilience by selecting only those cells that are unlikely
to change their decay speed significantly when environmen-
tal conditions change. Using pointers which identify a simi-
lar number of stable F and S cells also avoids the problem
of high bias, as there are many more S cells than F cells in a
DRAM module. In particular, the Code Offset Method, one
of the simplest and most popular Helper Data Systems,
becomes ineffective when its input has a large bias towards
either 0 or 1, as shown in [59], [60]. In the case of large bias,
PUF measurements exhibit decreased entropy, and in turn
the COM's helper data w leaks information about the key K.
In contrast, our use of pointers was introduced in [60] and is
similar to ‘Index Based Syndromes’ [61], which avoids leak-
age problems due to bias. The details of the HDS follow.

5.2 System Setup

We present our enrollment algorithm in Algorithm 1 and
our reconstruction algorithm in Algorithm 2. A linear error
correcting code is chosen that encodes k-bit messages in
n-bit codewords. The syndrome function of the code is
Syn: {0,1}" — {0,1}" ", Syndrome decoding is denoted
as SynDec : {0,1}" " — {0,1}". A key derivation function
KeyDeriv : {0,1}" x {0,1}* — {0,1}" is chosen, which takes
as input an n-bit secret string and public randomness, and
outputs an ¢-bit secret key. System parameters n; and n,,
with ng +ny =n, and parameters N, t;, ty, t3 are fixed.
The parameters ¢;, t» and t¢3 are decay times, chosen such
that ¢; <t3. In particular, values N, t;, t3 are chosen such
that the enrollment can be performed in a limited amount of
time Nt; + t3 while still accurately labeling cells as F and S
cells. Time ¢, is chosen such that (a) reconstruction is suffi-
ciently fast and (b) noise is small: a fast cell has had more
time to discharge than at the enrollment timescale ¢;, and a
slow cell has had less time to discharge than at enrollment
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timescale ¢3. In Section 5.3 we provide values for the param-
eters, based on the decay characteristics of our evaluation
platforms. The parameter ¢ is set such that any information
about z that the adversary may have (due to bias or non-
uniform distributions of F and S cells, correlations between
memory cells, etc.) is squeezed out by KeyDeriv’s compres-
sion and does not end up in K. The KeyDeriv algorithm can,
for example, be a universal hash function [62], [63] or a
g-wise independent hash function [64].

Algorithm 1. Enroll

1 Fori € {1,..., N} do the following experiment:

Charge the DRAM. Let it decay for time ¢,. Let F; be the
set of addresses of the decayed cells;

2 F=FiNn---NFn;

3 Charge the DRAM. Let it decay for time t3;

4 Let S be the set of addresses of the cells that have not
yet decayed;

5 Randomly pick n; elements from F and n, elements from S,
with ny + ny = n. Construct a vector r by putting the n
elements in a random order.

Construct x € {0,1}" such thatz; = 1ifr; € Fand z; =0
if r 0 € S ;

6 w=Syn(x);

7 Generate random p. Compute K = KeyDeriv(z,p);

8 Store (r,w, p) in memory.

In the reconstruction procedure, the device may perform
a temperature measurement and then adjust ¢, to the tem-
perature using a formula similar to Equation (5).

There are well known methods by which Rec can verify
if the reconstructed key is correct and if the stored data has
been manipulated [54]. They are omitted here for the sake
of brevity. In step 1 of Algorithm 2 we write (r/,w/',p’)
because the stored data may have been manipulated.

Step 4 of Algorithm 2 uses the linearity of the error correct-
ing code. The expression w' & Syn (z') equals Syn(z & '),
i.e., the syndrome of the error vector. The SynDec outputs the
error vector, which is then xor’ed into z’ to reconstruct x.

Algorithm 2. Rec

1 Read (v, v/, p');

2 Charge the DRAM. Let it decay for time t»;

3 Construct 2’ € {0,1}" such that 2} = 1 if the cell at address
r; is decayed and 0 otherwise;

= 2’ @ SynDec(w' @ Syn (z'));

K = KeyDeriv(i,p).

5.3 Experimental Validation of the HDS

To find realistic reference values for the parameters of the
HDS, we validated the proposed Helper Data System for its
practicability, based on the device types which we used in
Section 4. The parameter ¢, should be chosen such that only
with small probability F cells will not decay at ¢, and simi-
larly, that the decay of S cells at ¢, is unlikely. In order to
estimate the noise, we evaluated fractional bit error rates
(BER): BER; for F cells observed at t; and BER; for S cells
observed at t3, respectively. The maximum of BER,; and
BER» indicates the noise in the reconstruction. While both
bit error rates can take values ranging from zero to one,
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Fig. 8. Fractional bit error rates BER; and BER; (in %) computed
between subsequent decay times for PandaBoard (top) and Galileo
(bottom).

preferable BERs are close to zero. BER, indicates the pro-
portion of F cells, which only decayed at ¢; but not at ¢, nor-
malized by the total amount of cells, which decayed until ¢,

pER, = 15 \ st ©
ly,

In contrast, BER, gives the proportion of S cells, which

decayed at ¢, but did not decay at enrollment decay time ¢3,

normalized by the number of all the cells that comprise

a measurement, except those ones flipped at t3. BER; is

computed as

BER, — Lf/) E'Z(tg)‘ . )
"3

In the rest of this section, we evaluate a more efficient
enrollment procedure, which requires only one enrollment
measurement, by setting ¢; =3 =20 s and N =1 to esti-
mate bit error rates. In particular, we compared enrollment
measurement m, taken at ¢; = ¢t3 = 20 s with various recon-
struction measurements m, obtained at decay times
ty = {30s,40s,50s,60s}. We obtained values for BER; and
BER,; between (m,, m,) pairs. Both bit error rates, computed
for different ¢, decay times and for both evaluation plat-
forms, are given in Fig. 8. The very small number of frac-
tional bit errors, with a maximum of 0.8 percent for the
PandaBoard and 2.9 percent for the Intel Galileo, support
the computation of helper data as described in Section 5.1.
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The observed numbers of bit flips for a 16 MB memory
region at different decay times, in combination with the low
bit error rates presented above, allow for using only a single
enrollment measurement, i.e., setting ¢; = ¢3. In particular,
we observed several orders of magnitude more S cells than F
cells, up to decay time ¢3. Moreover, the small error rates
shown in Fig. 8 suggest that only a small percentage of cells
in N\ F decay faster than expected (with N being the set of
all DRAM cells), which allows us to label the fast cells with a
single enrollment and safely assume that all the other cells
are slow. For example, if a 128 bit key was to be reconstructed,
based on the evaluation results, we can set t; = t3 = 20 s on
the Intel Galileo, resulting in an average of 272 F cells, with a
worst-case bit error of 3 percent. On the PandaBoard, we can
sett; = t3 = 10 s, which leads to an average of 525 F cells and
a maximum bit error rate of 2 percent.®

In order to robustly derive a cryptographic key on the
basis of the error rates given in Fig. 8, we employ a linear
error-correcting code, such as a (n, k,t) BCH code. For exam-
ple, considering a maximum error rate of 3 percent and a
message length of m = 128 bit (i.e., a typical AES key), a
(31,26,1) BCH code, which operates on 5 concatenated
blocks, requires 155 flipped DRAM bits as input. For all the
16 MB PUF regions we measured, enough bit flips appear in
the enrollment with decay time ¢; = 20 s on Intel Galileo and
t; = 10 s on PandaBoard. After the enrollment measurement,
the PUF size can be adjusted to have just enough bit flips,
thus allowing for multiple PUF instances within one DRAM.
As an example, given the average number of decayed
cells of the Intel Galileo at decay time ¢; = 20 s and PUF
size = 16 MB, listed in Table 2, one requires only ~ 9 MB to
store a 128 bit key. In contrast, the PandaBoard requires
~ 4.7 MB when using an enrollment decay time of ¢; = 10s.
As the number of bit flips varies across different DRAMs in a
product line, to enroll DRAMs in a product line, the number
of bit flips versus decay time should be measured on a few
samples, and the enrollment decay time should then be
chosen accordingly, such as 20 s for Galileo. Then the PUF
size can be further chosen after the enrollments are done, to
ensure there are enought bit flips.

The described HDS introduces a novel solution regarding
error correction for the DRAM decay PUF examined in [33].
It is considerably compact, as the helper data employed
requires only minimal memory space. Additionally, it is
very simple to implement and can work for a biased PUF,
as proven by our experimental validation.

6 A LIGHTWEIGHT AUTHENTICATION PROTOCOL

If a device supports the computation of helper data, as
described in Section 5, it can immediately provide stable
PUF keys for use in any symmetric or asymmetric crypto-
graphic protocol. In this section we consider the case of a
highly resource-constrained device which does have DRAM,
but not the processing power to run the key reconstruction
phase of the Helper Data System. Especially the SynDec func-
tion can be computation-intensive.

6. Note that these values are only valid for the average case, using
the evaluated device types. Using other device types may lead to differ-
ent minimum number of bit flips that must be taken care of when set-
ting values for the parameters of the HDS.

In this lightweight scenario, the PUF device is also
unable to perform any cryptographic operation. If we want
to construct an authentication scheme based on PUF
responses, then the parties will inevitably have to transmit
information about PUF responses in plaintext. This makes
all lightweight protocols susceptible to Man-In-The-Middle
(MITM) attacks. Nevertheless it makes sense to implement
lightweight authentication, as it presents a cost-effective
hurdle against ‘casual’ attacks.

We present a lightweight PUF-based mutual authentica-
tion protocol for this scenario in Algorithm 3. The protocol
is based on the mutual comparison of sets s, which contain
indices of decayed cells at increasing time scales ¢,. One
party reveals the set s,, randomly contaminated with indi-
ces pointing to undecayed cells. The other party demon-
strates its ability to identify which indices belong to s,.

Requirements. A prover device P needs access to some
resource offered by a verifier V, and has to prove that it pos-
sesses a specific logical PUF (PUF,;). Furthermore, P trusts
the resource only if V too knows the responses of PUF},.

Consider an active attacker whose aim is to obtain PUF
responses by pretending to be one of the parties. We want
to build our scheme in the following way. If the attacker
impersonates the PUF device P, the protocol should force
him to be the first party to provide information about the
PUF response. Thus the attacker does not easily get access
to the resources that V is protecting; i.e., the attacker first
needs to learn PUF responses. If on the other hand the
attacker impersonates V), it should not be easy for him to
quickly extract all the PUF responses from P. In order to sat-
isfy this requirement, we make sure that the initiative to
start the protocol lies with P. In this way the attacker has to
wait until P initiates contact.

Attacker Model. We consider an adversary who is able to
observe the communication between P and V, and also to
engage in a protocol exchange with either P or V. We do not
consider man-in-the-middle attacks or message modifica-
tion. The protocol is publicly known, including all the sys-
tem parameters.

System Setup. A vector T = {{y,t1,...,t,} of decay times
(with ty) < t; < --- < t,) is carefully chosen such that
Vel — L, = €,,1.€., at every time step the number of newly
decayed cells always equals the security parameter ¢;.

The set of enrollment times 7 ¢yon = {2, 5, . .., 1} is cho-
sen to evaluate the BER and set system parameters
A; and Ay. Here, BER; and BER; are calculated according
to Equations (6) and (7) by setting ¢, = t{ and t; = t3 = t;.
Furthermore, thresholds are set as A; = BER;, Ay =
max(BER,, BERy). For example, for ¢; =20 s, if ¢ =30 s,
BER,; = 1% for PandaBoard and 3 percent for Intel Galileo;
if ¢ = 20 s, BER; = 6% for PandaBoard and 53 percent for
Intel Galileo.

Enrollment. Enrollment is conducted by a trusted party
SYS, such as a manufacturer or a system integrator. SYS
queries the PUF at decay times 7 ¢,o1 and gets a set of meas-
urements for each PUF,4: Mg = {s!(ty), s!%(t1), ..., s (t,)}-
The sets M;; are distributed over multiple verifiers,
considering that different verifiers must not share the
same id. For each PUF;; the prover device initializes the
counter ¢;; to zero, and the verifier initializes the counter ¢},
to zero.
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Prover P Verifier V
(PUF, ¢iq) (chgy 82(t0), . . ., 824(tn))
hi there
id
X = Cid
s'(t,) = PUF(id, ts)
Random B C Nig \ s°%(ts)
z = perm(s'4(t,) U B)
Increase c;q Z,z
Abortif z < ¢,
Check length of z
a: a; =1if z; € s°%(ts) a :oal =1if z; € s1(ty)
Check weight of a’
a’ 1d =z +1
Check if a’ ~ a

Fig. 9. The lightweight mutual authentication protocol.

Algorithm 3. Mutual Authentication Let Ny
Denote the Set of all Memory Cells in PUF;,.

1 P initiates contact;
2 Vsends id to P;
3 P performs the following actions:
Set © = ¢;q. Perform a measurement of PUF;, at decay time
t,. The result is a set of addresses s"(t,) of decayed cells.
Randomly select addresses into a set B C NV \ s (t,) of
size |B| = 2¢,(x + 1) — li" and construct a vector z by
randomly permutmg s'(t,) U B. Construct a bit string
a € {0, 1}2“ **1 guch that a; = 1 if z € s(t,) and a; =0
otherwise. Increase ¢;; and send z, z to V;
4 VY performs the following actions:
Continue only if z > ¢/, and z has length 2Et(7‘ +1); else
abort. Construct @’ € {0,1}**“" such that a, = 1 if
2z € s'(t,). If the fractional Hammmg welght of d' is
larger than 1 (1 — A;), then set ¢}, = 2 + 1 and send @/,
else abort;
5 P checks if the fractional Hamming distance between
a and o is smaller than A,. If not, P aborts.

Mutual Authentication. After P and V establish contact in
the first two steps of Algorithm 3, the prover constructs the
address vector z from the addresses (s'(t,)) of decayed cells
and a random set (B) of addresses that have not yet
decayed. Given that P has knowledge about the tempera-
ture behavior of his DRAM-PUF, he can use a temperature-
scaled decay time ¢’ (see Equation (5)) in order to retrieve z.
The random permutation ensures that attackers cannot
derive s(t,) from z. The selection of the random set B
ensures that the protocol is not hindered by the potentially
large number of erroneous bit flips, even if the probability
of such an error is small per cell (see Section 5.3), the huge
number of cells in a logical PUF may drive up the number
of bit errors. Note that P adjusts the size of B so that z has
size 2¢;(z + 1).

Due to the tuning of the string length, the string a is bal-
anced, i.e, it contains approximately as many ‘0’s as ‘1’s,
ensuring large entropy of a given z. Letting multiple instan-
ces of the protocol run, we assume the attacker to know the
locations of flipped bits at previous decay times. In particular,

an eavesdropper Eve knows [/’ | ~ ¢; - x addresses that also
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appear in s(t,). Hence, the number of addresses unknown
to Eve is = ¢. The entropy of a given z is then the entropy of
€, positions out of (z + 1)2¢; — xey, i.e., log ( a+2)e;
be approximated as ¢ (z 4 2)h(-15) > .

Note that P keeps track of c¢;jq, otherwise an attacker
could impersonate a verifier and learn the complete mem-
ory state for each id,t, by communicating with P many
times. Furthermore, V also has to keep track of ¢, otherwise
an attacker could replay a z from the past. The check if
x < ¢, is meant to detect replays. In step 4 of Algorithm 3,
the verifier performs a check on the Hamming weight of a'.
This verifies if P is authentic. If z is sent by an impostor
then with very high probability z will not contain (1 — A)
addresses that are also in the enrollment s'(t,). In step 5, P
checks the Hamming distance between a and ', concluding
the mutual authentication protocol.

The prover device uses every pair (id,z) only once. As
soon as P sends a string z, it increases its counter ¢;4. This is
independent of the a versus o’ verification at the verifier
side. Note that an attacker can pretend to be P and make
many attempts to authenticate to V without affecting ¢},

Moreover, there is a straightforward denial of service
attack. The attacker can repeatedly pretend to be a verifier
and abort at step 4 of the protocol. With each aborted run, P
is forced to increase the counter x. At some point PUF;, is
exhausted. However, as P is the party that initiates the pro-
tocol, the attacker cannot set the pace of his denial of service
attack. Furthermore, P can be programmed to (temporarily)
stop communicating if it observes consecutive failures.
A sequence diagram of the protocol is depicted in Fig. 9.

, which can

7 CONCLUSION

In this work we presented intrinsic PUFs that can be
extracted from Dynamic Random-Access Memory in com-
modity devices. An evaluation of the DRAM PUFs found
on unmodified, commodity devices, in particular the Pan-
daBoard and Intel Galileo, showed their robustness, unique-
ness, randomness, and stability over period of several
months. Moreover, in contrast to existing DRAM and
SRAM PUFs, decay-based DRAM PUFs can be queried
directly during run-time. We further presented an HDS
scheme tailored towards DRAM PUFs as well as a light-
weight protocol for device authentication that draws its
security from time-dependent decay characteristics of our
DRAM PUF. Our intrinsic DRAM PUFs overcome two limi-
tations of the popular intrinsic SRAM PUFs: they have
the ability to be accessed at run-time, and have an expanded
challenge-response space due to the use of a decay time ¢
that is part of the challenge. Consequently, our work
presents a new alternative for device authentication by
leveraging DRAM in commodity devices.
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