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Abstract

We have employed the highly accurate complex absorbing potential based ioniza-

tion potential equation-of-motion coupled cluster singles and doubles (CAP-IP-EOM-

CCSD) method to study the various intermolecular decay processes in ionized metals

(Li+, Na+, K+) microsolvated by water molecules. For the Li atom, the electron is

ionized from the 1s subshell. However, for Na and K atoms, the electron is ionized from

2s and both 2s and 2p subshells, respectively. We have investigated decay processes for

†Decays in cationic alkali metals
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the Li+-(H2O)n; (n=1-3) systems as well as Na+-(H2O)n; (n=1,2), and K+-H2O. The

Lithium cation in water can decay only via electron transfer mediated decay (ETMD) as

there are no valence electrons in Lithium. We have investigated how the various decay

processes change in the presence of different alkali metal atoms and how the increasing

number of water molecules play a significant role in the decay of microsolvated systems.

To see the effect of the environment, we have studied the Li+-NH3 (in comparison to

Li+-H2O). In the case of Na+-H2O, we have studied the impact of bond distance on

the decay width. The effect of polarization on decay width is checked for the X+-H2O;

X=Li, Na. We have used the PCM model to study the polarization effect. We have

compared our results with the existing theoretical and experimental results wherever

available in the literature.

Introduction

There are various ways in which an excited/ionized atom/molecule can relax. It can relax

either via radiative processes or non-radiative decay processes. A radiative decay like fluo-

rescence or a non-radiative process like Auger decay has been exceptionally well known for a

long time. Auger spectroscopy1 has various applications in material and surface science. In

1997, Cederbaum et al.2,3 proposed a new decay mechanism for inner valence ionized/excited

states, called interatomic/molecular Coulomb decay (ICD). This non-local complex relax-

ation process happens in atomic/molecular clusters. In the original formulation of this

process, a single inner-valence hole state in an atom or molecule, which cannot decay locally

via the Auger mechanism due to energetic considerations, decays through energy transfer to

the neighbouring atom. This knocks out an outer valence electron from the adjacent atom

or molecule. Contrary to the Auger decay process, ICD is driven by the correlation between

electrons located on different species, often a few nanometers apart. The ejected ICD elec-

trons have low energy, whose value strongly depends on the initial state and chemical nature

of the neighbour. In the ICD process, two positive charges are produced in close proximity
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of each other, leading to a Coulomb explosion.

Electron transfer mediated decay (ETMD)4 is another interatomic decay process initiated

by ionizing radiation. In this process, not energy but electron transfer between two sub-units

acts as a mediator. In ETMD, a neighbour donates an electron to an initially ionized atom or

molecule, while excess energy is transferred either to the donor or to another neighbour, which

emits a secondary electron to the continuum. Li+ has only electrons in its core orbital, so it

is the best example to study the ETMD process. Being an electron transfer process, ETMD

is usually considerably slower than energy transfer driven ICD process. However, it becomes

a vital decay pathway in a medium if ICD is energetically forbidden. Since its original

formulation, ICD has been investigated theoretically5–7 and experimentally8–11 in a variety

of systems such as rare-gas12,13 clusters, hydrogen bonded clusters14 and water solutions.15,16

It has been found that not only inner-valence ionized states may undergo ICD, but any

localized electronic excitation whose energy lies above the ionization potential of a neighbour

can undergo ICD. Thus, the ICD of ionized-excited, doubly ionized, or neutral-excited states

of clusters have been observed and investigated theoretically. Moreover, it turns out that this

decay process can be initiated not only by photons but also by energetic electrons and positive

heavy ions. Experimentally, the ETMD process has been observed in rare gas clusters17–20

and alkali doped helium droplets.21–24 Recently, Unger et al.25 have investigated the ETMD

process in LiCl aqueous solution. The ETMD process has been studied theoretically in

hydrogen bonded clusters.26,27 Recently, Ghosh et al.28 have investigated the ETMD process

in the HeLi2 cluster. Their investigation, has shown that the multi-mode nuclear dynamics

play a significant role in the ETMD process. The ETMD process has also been investigated

theoretically in microsolvated clusters.29

The high efficiency of interatomic decay processes (i.e. ICD, ETMD) makes it imper-

ative to take these interatomic decay processes into account for proper understanding of

physico-chemical phenomena induced in biological systems by ionizing radiation and related

to radiation damage. First, ICD and ETMD result in the production of low energy electrons
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(LEEs) through ionization of the medium. LEEs are known to be very effective in caus-

ing DNA strand breaks through the resonant dissociative attachment mechanism.30 Second,

the ionization of the medium produces genotoxic radicals such as the hydroxyl radical OH.

Third, both LEE and radicals are produced locally close to where an ionizing particle ini-

tially deposits energy. If this happens close to the DNA molecule, the probability of the

complex being damaged significantly increases. The feasibility of ICD and ETMD among

biologically relevant species was investigated theoretically.31,32 Microsolvated clusters with

alkali metal cations serve as a model system for a natural biological system because ions

can impact the intracellular and extracelluar activities, i.e. the movement of enzymes33

and activities and conformers of proteins.34 Na+ and K+ ions are the key component of the

sodium-potassium pump in the human body. These ions also help to transmit the signals

inside the brain.35 The proper functioning of Na+ and K+ ions helps us to avoid neurological

diseases.36 Therefore, the investigation of interatomic or intermolecular decay processes in

microsolvated clusters will shed light on chemistry related to radiation damage. The de-

cay rate of the interatomic decay process specifically depends on the energy of the initially

ionized or excited state. Therefore, the proper treatment of the initially ionized or excited

state is necessary to calculate the lifetime of the interatomic decay process. The ioniza-

tion potential equation-of-motion coupled cluster method augmented by complex absorbing

potential (CAP-IP-EOM-CC) method37–43 provides proper treatment of ionized states or

excited states with the inclusion of correlation effects (dynamic and non-dynamic) as well as

continuum ones. Therefore, the CAP-IP-EOM-CCSD method is promising to describe the

interatomic decay process efficiently.

In this paper, we have reported the implementation of the highly correlated CAP-IP-

EOM-CCSD method, which is a combination of the CAP approach and equation-of-motion

coupled cluster44–50 approach to study the ETMD decay mechanism in microsolvated Li+-

(H2O)n (n=1,3) systems, ICD in Na+-(H2O)n;n=1,2 and Auger decay in K+-(H2O). To

see the effect of the environment on the decay of Li 1s state, we have chosen two iso-
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electronic systems, i.e. Li+-NH3 and Li+-H2O. We compare our results with the available

theoretical/experimental results wherever available. This paper is organized as follows; in

Section 2, we briefly discuss the equation-of-motion coupled cluster theory along with the

CAP approach. Results and discussion on them are presented in Section 3. In Section 4, we

conclude our findings.

Figure 1: Various non-radiative decay processes: 1a Auger decay, 1b ICD, both 1c and 1d
ETMD processes. 3 and 2 represents the number of atoms in 1c and 1d, respectively.

Theory

Complex absorbing potential based equation-of-motion coupled clus-

ter

To calculate the position and lifetime of the decaying state, we have used the CAP-IP-

EOM-CCSD method. In this section, we discuss the CAP-IP-EOM-CCSD method briefly.

The decaying states are associated with the complex eigenvalues within the formulation of

Siegert.51

Eres = ER − i
Γ

2
(1)

where ER represents the resonance position and Γ is the decay width. The relation
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between decay width and lifetime τ is given by

τ =
h̄

Γ
(2)

The meta-stable states are not square-integrable. They can also be seen as discrete

states embedded into the continuum. Hence to describe the metastable states, we require

a method that can simultaneously treat electron correlation and the continuum. CAP and

complex scaling52–54 are two well-known methods used for the calculation of resonance ener-

gies. Complex absorbing potential (CAP)54–59 along with quantum chemical methods is one

of the simplest and the favoured approach. CAP has been implemented in many of the quan-

tum chemical methods for the calculation of resonance states.6,7,37–43,60,61 CAP along with

EOM-CCSD has been used very successfully for the study of ICD and the shape resonance

phenomena.

In the CAP approach, a one-particle potential −iηW is added to the physical Hamilto-

nian, making the original Hamiltonian complex symmetric and non-hermitian (i.e. H(η) =

H-iηW). As a result, we obtain complex eigenvalues from the CAP augmented Hamiltonian

(H(η)). The real part denotes the resonance position, and the imaginary part gives half

of the decay width. In H(η) = H-iηW, η represents the CAP strength, and W is a local

positive-semidefinite one-particle operator. With the appropriate choice of CAP, the eigen-

functions of the complex symmetric Hamiltonian becomes square-integrable, and eigenvalues

are discrete. (H(η)) is solved for various values of η. The resonance energy is obtained by

diagonalizing the complex Hamiltonian matrix H(η) for multiple values of η. The η trajec-

tory is obtained by plotting the real part vs imaginary part of energy. The local minimum

of trajectory is associated with the position and half decay width of the decaying state.

νi(η) = η
δEi
δη

(3)
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The value of η for which νi(η) is minimum gives the optimal CAP strength. We have

used a box shape CAP. CAP is applied in the peripheral region so that the target remains

unperturbed, yet scattered electrons are absorbed.

In the equation of motion coupled cluster approach, the target state is generated by the

action of a CI-like linear operator onto the initial reference state (closed shell coupled cluster

reference state). The wavefunction for the kth ionized state |Ψk〉 is expressed as

|Ψk〉 = R(k)|Φcc〉 (4)

where R(k) is an ionization operator. The form of the linear operator for the electron

ionized state can be written as

R(k) =
∑
i

ri(k)i+ (1/2)
∑
ija

raij(k)a†ji (5)

The reference CC wave function, |Φcc〉 can be written as

|Φcc〉 = eT |Φ0〉 (6)

where |φ0〉 is the N-electron closed shell reference determinant (restricted Hartree-Fock

determinant (RHF) ) and T is the cluster operator. In the coupled cluster singles and doubles

(CCSD) approximation, the T operator can be defined as follows:

T =
∑
ia

tai a
+
a ai + 1/4

∑
ab

∑
ij

tabij a
+
a a

+
b aiaj (7)
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The indices a,b,...represent the virtual spin orbitals and the indices i,j,.. represent the oc-

cupied spin orbitals. In the IP-EOM-CCSD framework, the final ionized states are obtained

by diagonalizing the coupled cluster similarity transformed Hamiltonian within a (N − 1)

electron space.

HNR(k)|Φ0〉 = ωkR(k)|Φ0〉 (8)

Where

HN = e−THNe
T − Ecc (9)

HN is the similarity transformed Hamiltonian and ωk is the energy change connected

with the ionization process. In the IP-EOM-CCSD approach, the matrix is generated in the

1hole and 2hole 1particle (2h-1p) subspace. Diagonalization of the matrix gives us ionization

potential values.

In principle CAP can be implemented at the self consistent field (SCF)/ Hartree-Fock,

coupled cluster (CC) or EOMCC level. Adding CAP at the coupled cluster level makes

the cluster amplitudes complex and hence all the further calculations are complex. The N

electron ground state should be unperturbed. Adding CAP at the CC or SCF level perturbs

the N electron ground state itself. Then to get the correct decay width, we need to correct

the N electron ground state by removing the perturbation.

|Φcc(η)〉 = eT (η)|Φ0〉 (10)

HN(η) = eT (η)HN(η)eT (η) − 〈Φ0|eT (η)HN(η)eT (η)|Φ0〉 (11)
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The resonance energy is obtained as

Eres(η) = ωk(η)− Ecc(η)− Ecc(η = 0) (12)

Thus, we lose the advantage of computing resonance energy as the direct energy difference

obtained as eigenvalues of HN(η) using the IP-EOM-CCSD approach. Our previous study

of resonance,62 shows that the results are not affected when we implement CAP at the IP-

EOM-CCSD level. In our calculation for the decay width, we have added the CAP potential

in the particle-particle block of the one-particle HN matrix, leaving our N electron ground

state unaffected. Therefore, the HN(η) can be written as

HN(η) = eT (η=0)HN(η)eT (η=0) − 〈Φ0|eT (η=0)HN(η = 0)eT (η=0)|Φ0〉 (13)

To generate the η trajectory for locating the stationary point, we need to run the CAP-

IP-EOM-CCSD calculations thousands of times. We start with η = 0 and then proceed with

small incremental η values. Since IP-EOM-CCSD scales as N6, it makes our calculations

computationally intensive. Convergence of the equations for various η values may be difficult

as we are interested in the inner valence state, and the presence of metal ion may add to the

problem. Hence we have used the full diagonalization of the matrix using BLAS routines.

The dimension of the matrix usually is NH +NH ∗NH ∗NP in a given basis for a system

where NH and NP represent the number of occupied and unoccupied orbitals.

Results and discussion

This paper has studied the decay mechanism of the microsolvated clusters of small cations

like Li+, Na+, K+ with water. The bond distance, different environments and number of

neighbours play an important role in the decay process. So, we have studied the behaviour

of the decay width in microsolvated clusters as a function of the following parameters:
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a) Effect of different molecular environments on decay width for ETMD: We have studied

the decay of the Lithium 1s state in Li+-water and Li+-ammonia. Ammonia resembles the

amino group found in bio-molecules and it is iso-electronic with water also. This is the main

reason to choose these systems to study the effect of different environments on the ETMD

process. b) To check the impact of an increasing number of surrounding molecules on the

decay width for ETMD: We have studied the decay of the Li+ 1s state in Li+-(H2O)n; n=1,3.

c) To see the effect of bond distance on the decay width for ICD: We have studied the decay

of the 2s state of Na+ in Na+-H2O at various bond lengths. The distance between sodium

and oxygen is varied. d) To study the effect of polarization on the decay width, we have

studied Li+-water and Na+-water systems in the gaseous and liquid phases. We have used

the PCM model63 to study the liquid phase.

We have studied ICD of the Sodium 2s state in Na+-(H2O)n; n=1,2 and Auger decay of

potassium 2s and 2p states in K+-(H2O). The details of the geometries used in this paper

are available in the supporting information along with the basis set and method used for

the geometry optimization. Geometries were optimized using the Gaussian0964 software

package. For the rest of the calculations, the codes used are homegrown.

Table 1: Effect of variation of basis set on decay width of the Li 1s state in Li+-H2O for
ETMD process

Basis Energy (eV) Width(meV) lifetime(fs)
aug-cc-pVDZ 72.36 11 60

aug-cc-pVDZ+F(O) 72.32 12 56
aug-cc-pVTZ 71.89 6.6 98

aug-cc-pVTZ+F(O) 72.16 7 96

Choice of basis set for ETMD process of 1s state of Li+ in Li+-H2O

We have studied Li+-water in four different basis sets. Basis-A is an aug-cc-pVDZ basis set.65

Basis-B is constructed by adding an extra Rydberg type f function on the oxygen atom of the

water molecule in Basis-A. In the Li+-water system, after ionizing the electron from the 1s
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orbital of lithium, an electron will be transferred from oxygen to fill the 1s vacancy created

on lithium. The excess energy will be used to knock out a secondary electron from oxygen.

Thus, it is important to have Rydberg type function on oxygen to get the continuum effect.

The exponent of the f function are constructed according to the method of Kaufmann et

al.66 Basis-C is an aug-cc-pVTZ basis set.67 Basis-D is constructed using the aug-cc-pVTZ

basis set on lithium and oxygen atoms and the cc-pVTZ basis set for the hydrogen atom.

In basis-D, an extra Rydberg f function is added to the oxygen atom similar to the basis-B.

The CAP box side lengths are chosen to be Cx = Cy = δc and Cz = δc + R/2 a.u. The δc

value is chosen to be 5.0 a.u for the aug-cc-pVDZ basis set and 6 a.u for the aug-cc-pVTZ

basis set. Table 1 reports the resonance position and decay width (lifetime) for the Lithium

1s state in all four basis sets. The triple zeta (TZ) quality basis reduces the decay position

by 0.5 eV. The addition of the Rydberg f function on oxygen has minimal effect on the decay

position (i.e. ionization potential) and the decay width in double zeta and triple zeta basis

sets. For the Li+-water dimer and trimer study, we have used basis-A (i.e. aug-cc-pVDZ

basis65) as the method scales N6, making it computationally expensive with the higher basis

set.

Effect of different molecular environments on the ETMD process

To see the impact of different molecular environments on the decay of the lithium 1s state, we

have chosen Li+-NH3 and Li+-H2O as study systems. Since they are iso-electronic systems,

they are relevant systems to study the effect of different molecular environments on the decay

width of lithium 1s state for the ETMD process. We have used the aug-cc-pVTZ + Rydberg

1f function on oxygen and nitrogen. The δc value chosen to be 6.0 a.u. We have presented

our results in Table 2.

The ionization potential of the Li 1s state is 71.89 eV and 71.18 eV in Li+-H2O and

Li+-NH3, respectively. The decay widths are 7 meV and 8 meV, respectively. The decay

is faster in Li+-NH3 (lifetime of 81 fs) than the Li+-H2O (lifetime of 96 fs). It means that
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Figure 2: a) Orientation of lone pair in Li+-NH3 is toward Li atom, making electron transfer
easier, hence a shorter lifetime. b) The direction of lone pair in Li+-H2O is perpendicular to
the molecular plane, making electron transfer difficult, thus more significant lifetime. Above
picture is generated for isosurface value 0.02 eÅ−3. Atom colour code Pink: Lithium, Blue:
Nitrogen, Red: Oxygen, and White: Hydrogen.

the transfer of the electron to the 1s vacant position of the Li atom is faster in the case

of ammonia than water. It can be explained on the following basis a.) Electronegativity:

Oxygen is a more electronegative atom than nitrogen, making the electron transfer slower in

case of water than ammonia. b.) Position of lone pair electron: The position of the lone pair

electron in the Li+-NH3 is between Li+ and nitrogen. In Li+-H2O, the position of lone pair

is perpendicular to Li+-H2O molecular plane (not in between Li+ and oxygen); see figure-2.

Because of the directional nature of the p-orbital and lone pair’s orientation toward lithium,

electron transfer is much faster in case of ammonia than water. Orbitals of figure-2 are

generated by Gaussian0964 software package using density functional theory with B3LYP

functional68–71 and aug-cc-pVTZ basis set.67 The error bar of the IP-EOM-CCSD method

is larger than 1meV. However, the trend should remain the same. To confirm this, we have

calculated the ionization potential (IP) for both systems using CCSD(T) method. The IP

values are 71.81 eV and 71.18 eV for Li+-H2O and Li+-NH3 with partial inclusion of triples,

respectively. We hope that the qualitative trend for decay width will be similar. Hence

concluding that the Li+-NH3 decays faster than the Li+-H2O should remain the same.
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Table 2: Effect of different molecular surroundings on ETMD process for Li 1s state in
Li+-H2O and Li+-NH3 using aug-cc-pVTZ+1f basis set.

System Energy (eV) Width (meV) lifetime(fs)
Li+ −H2O 71.89 7 96
Li+ −NH3 71.18 8 81

Li+-water clusters: Effect of the increasing number of water molecules

in surrounding on the ETMD process

We have used the aug-cc-pVDZ basis set for the Li+-water dimer and trimer. The CAP box

size used for the dimer is Cx = 8 a.u; Cy = Cz = 5 a.u. and Cx = Cy = 10 a.u; Cz = 5 a.u

for the trimer. The Li+ ion is a good example to study the ETMD process since it has only

core electrons. Therefore, ICD and Auger decay process can not take place in this system.

If the Li+-water cluster is ionized by removing an electron from the 1s subshell of the Li+

ion, then the molecule relaxes via the ETMD process. The ETMD process of Li2+(1s−12s−1)

state in Li+-water clusters can be described as follows. After removing an electron from the 1s

orbital of Li+ ion in Li+-H2O (i.e. formation of Li2+-H2O), the 1s vacancy of Li2+(1s−12s−1)

ion is filled up by a 2p outer valence electron of the oxygen atom of one of the water

molecules. Then the released energy emits a secondary outer valence electron from the same

water molecule or another water molecule. Therefore, the final state (Li+-H2O2+ or H2O+-

Li+-H2O+) of the ETMD process is a double ionized state (with respect to our initial system,

i.e. Li+-H2O). The Li+-H2O2+ final state is produced via an ETMD(2) process, where both

the positive charges are present on one water molecule. The H2O+-Li+-H2O+ double ionized

final state (with respect to our initial system, i.e. Li+-H2O) is produced via ETMD(3).

The ETMD channel is open for the 1s ionized state of Li+ ion because the energy of the

Li2+(1s−12s−1) state lies above the double ionized final states (i.e. Li+-H2O2+ or H2O+-

Li+-H2O+). Thus, the positively charged water molecules will repel the positively charged

Lithium ion leading to a Coulomb explosion. The different variants of ETMD (i.e. ETMD(2)

or ETMD(3)) may be possible with an increasing number of water molecules surrounding

13



the Li+ ion. The 1s ionization energy of the Li+ ion in Li+-water cluster varies from 72.35

to 67.45 eV depending on the number of water molecules present in the surroundings of Li+

ion. Here, we have calculated the lifetime of 1s ionized state of Li+ ion in various Li+-water

clusters.

In figure-3, we have plotted the decay values for the Li+-(H2O)n;n=1,3 system. In this

case, we have used the aug-cc-pVDZ basis set for the study. As we move from the monomer

to the trimer, the decay position reduces from 72.35 eV to 67.45 eV. On the other hand, the

decay width increases from 11 meV to 63 meV. There are two factors that can affect the decay

width: first, the bond distance between the Li+ and H2O molecules and second, the number

of surrounding water molecules. The bond length does not seem to have much effect as we

move from the monomer (1.867 Å) to the dimer (1.86 Å). Therefore, the number of decay

channels play a significant role in increasing the decay width as we move from monomer

to dimer. From figure-3, we have noticed that the decay width increases nonlinearly. The

possible reason for the nonlinear growth of the decay width is that the number of decay

channels increases nonlinearly with an increasing number of water molecules surrounding

the Li+ ion. Cederbaum and Müller26 have studied Li+-H2O with up to five water molecules

using a perturbation theory ansatz with SCF integrals. They estimated lifetimes in the range

of 100-20 fs. Our results give the decay time in the range from 60 fs to 10 fs from monomer

to trimer in the aug-cc-pVDZ basis.65 In the aug-cc-pVTZ basis set,67 we obtained a lifetime

of 98 fs which is in good agreement with the Cederbaum and Müller. See reference72 for

details of the IP and DIP spectra of the Li+-(H2O)n complex.

Na+-water cluster: Effect of distance and increasing number of water

molecules on the ICD process

The 2s ionized state of the Na atom in the Na+-H2O system can relax via the ICD process.

The ICD process of the 2s ionized state of the Na atom in the Na+-H2O system can be

described as follows: after removing an electron from the 2s subshell of Na atom, the 2s
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Figure 3: Effect of the increased number of surrounding water molecules on ETMD process
using an aug-cc-pVDZ basis set.

vacancy of the Na atom in the Na2+-H2O is filled up by a 2p outer valence electron of the

Na atom. Then the released energy is transferred to the neighbouring H2O molecule which

emits a secondary electron. Therefore, the final state of the ICD process is characterized

by the Na2+ (2p−13s−1) O+H2 (2p−1) triple ionized state. Energetically, the ICD process is

possible in the Na+-H2O system because the energy of the 2s ionized state of the Na atom

lies above the energy of the Na2+ (2p−13s−1) O+H2(2p−1) final state.

The decay of the Sodium 2s state in the Na+-H2O system is studied in a modified maug-cc-

pV(T+d)Z73 basis set and augmented by 3s3p1d functions for Oxygen atom only(taken from

the basis set exchange library,74 then modified) for sodium and oxygen and cc-pVDZ65 for

hydrogen. The detailed basis set used for the system is described in supporting information.

To see the effect of bond length on the decay width, we have studied the Na+-water system

for various bond lengths, i.e. 2.24988 Å to 5.0 Å between the sodium and the oxygen atom.

The geometry was optimized using the CCSD method in the aug-cc-pVDZ basis65 and the

bond distance between sodium and oxygen was found to be 2.24988 Å. Thus, we have used
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this bond distance. The CAP box size used in our calculation is Cx = 8.7 ,Cy = 6.5 and Cz =

5.0 a.u. Fig 4 summarizes the results for various bond lengths. We know from equation 2 that

the decay width and lifetime of a temporary bound state (TBS) are inversely proportional

to each other. We observe that the lifetime increases rapidly as bond length increases or

the decay width rapidly decreases with an increase in the bond length. A sharp change in

decay width from 251 meV (2.6 fs) at 2.24988 Å to 142 meV (4.6 fs) at 2.29 Å is observed.

Then it saturates at 33 meV (20 fs) at 5.0Å. It may become bound with a further increase

in the bond length. We also report the Fano-ADC29 results at 2.30 Å. The basis set used in

that calculation is cc-pCVTZ+2s2p2d1f KBJ66 for sodium and oxygen and cc-pVTZ+1s1p1d

KBJ66 for hydrogen. The lifetime of 7 fs was reported using the Fano-ADC method. The

experimental75 value of the decay time of the Na 2s state is 3.1 fs. Our results predict the

decay time to be 2.6 fs at the equilibrium bond length which shows good agreement with

the experimental value.

Figure 4: Effect of bond length on ICD process for the 2s state of Na in Na+-H2O using
maug-cc-pV(T+d)Z basis set.

To see the effect of the increased number of surrounding molecules on the decay width in

the ICD process, we also studied the Na+-water dimer. The optimized geometry was obtained

using the B3LYP functional68–71 and the 6-311++g(3d,2p) basis set76 in the Gaussian0964
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Table 3: Different decay process in different systems: Auger decay in K+-H2O, ICD in
Na+-(H2O)n and ETMD in Li+-(H2O)n (where n=1,2).

Basis System Energy (eV) Width in meV (fs)
maug-cc-pV(T+d)Z@ Li+-H2O 71.81 7.64 (86)
maug-cc-pV(T+d)Z@ Li+-(H2O)2 69.03 16.12 (40.8)
maug-cc-pV(T+d)Z∗∗ Na+-H2O 79.49 129 (5.1)
maug-cc-pV(T+d)Z∗∗ Na+-(H2O)2 78.19 305 (2.1)
aug-cc-pVDZ-X2C K+-H2O (2s) 396 423 (1.5)

278 (2.4)∗

aug-cc-pVDZ-X2C K+-H2O (2p) 315 74.86 (8.8)
246 (2.7)∗

* represents the 2nd decay value that we have observed.
** represents the maug-cc-pV(T+d)Z + 3s3p1d on O atom in Spherical basis.
@ represents the maug-cc-pV(T+d)Z + 3s3p1d on O atom in Cartesian basis.

software package. The CAP box size used for the Na+-water system in our calculation is

Cx = 12 ,Cy = 7 and Cz = 7 a.u. We have used a spherical basis set for the Na+-water

dimer due to scaling of the CC equations (i.e. in a cartesian basis, the Na+-water dimer

is computationally very expensive). To compare Na+-(H2O)2 with Na+-H2O, we again run

Na+-H2O in a spherical basis set. The bond distance between Sodium and Oxygen is 2.2453

Å in Na+-(H2O)2 and 2.24988 Å in Na+-H2O. The decay width of the 2s state of Sodium in

Na+-(H2O)2 is 305 meV (2.1 fs) compared to 129 meV (5.1 fs) in Na+-H2O.

Auger Decay process for the 2s and 2p ionized states of K in K+-

water

The 2s and 2p ionized states of the K atom in the K+-H2O can relax via the Auger process.

In our calculations, we have used the optimized geometry for K+-H2O obtained using the

B3LYP functional68–71 and the 6-311++g(3d,2p) basis set77 in the Gaussian0964 software

package. For the computation of the decay width, we have employed the aug-cc-pVDZ-

X2C basis set78 for potassium, aug-cc-pVDZ65 for oxygen and the cc-pVDZ basis set65 for

hydrogen. The results for the 2s and 2p ionized states are presented in Table-3 along with

Li+-(H2O)n and Na+-(H2O)n; n=1,2. Here, for the Li+-(H2O)n; n=1,2, we have used the
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maug-cc-pV(T+d)Z73+ 3s3p1d basis set on Oxygen while for Li we have used maug-cc-

pV(T+d)Z basis set73 to maintain consistency. The CAP box size used for K+-water system

in our calculation is Cx = 7 ,Cy = 4 and Cz = 4 a.u. In the case of the K+-H2O system,

we observed two stationary points on the η trajectory indicating decay through a cascade

mechanism. Experimentally, a similar kind of two stationary points (cascade decay type

effect) was observed.79 The η trajectory shows only one stationary point for the other two

systems (Li+-H2O, Na+-H2O).

The Auger process of the (2s, 2p) ionized state of the K atom in K+-H2O (4s−1) can be

rationalized as follows: After removing an electron from the 2s or 2p subshell of the K atom

in K+-H2O (formation of K2+-H2O)(2s−1 4s−1 or 2p−1 4s−1), the 2s or 2p vacancy is filled

up by a 3p or 3s outer valence electron of the K atom. Then the released energy is used

to knock out another secondary outer valence electron from the 3p or 3s subshell of the K

atom (formation of K3+-H2O). This two-hole state ( K3+(3p−2 4s−1)H2O or K3+(3p−1 3s−1

4s−1)H2O or K3+(3s−2 4s−1)H2O) (which is with respect to our initial system K+-H2O) is

unstable and further relax via another decay process which is a three-hole state. Energetically

the Auger process will be viable if the energy of the 2s or 2p ionized state of the K atom lies

above the triple ionized final states. The calculation of the three-hole state is beyond the

scope of this paper.

The Auger decay width for the 2p ionized state is 75 meV (i.e. 8.8 fs) which undergoes

further decay with a decay width of 246 meV corresponding to a lifetime of 2.7 fs. Similarly,

the Auger decay width for the 2s ionized state is 423 meV with a lifetime of 1.5 fs which

undergoes further decay with a decay width of 278 meV corresponding to a lifetime of 2.4

fs. Pokapanich et al.16 have studied the Auger decay in potassium chloride surrounded by

water molecules.
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Polarized Surrounding effect on ETMD and ICD

We have studied the Li+-water and Na+-water in the gaseous and aqueous medium to see

the effect of a polarized surrounding on the decay width in the ETMD and ICD processes,

respectively. We have used the PCM model63 for the aqueous phase, where water is the

solvent. The bond distance and CAP box size were kept identical for the gaseous and

aqueous phases. The results are presented in Table 4. For the Li+-water 1s state, the decay

position remains almost identical; however, the decay width changes from 12 meV (56 fs)

for the gaseous medium to 9.7 meV (67 fs) for the aqueous medium. The decay is slower in

the aqueous medium compared to the gaseous medium. A similar trend was observed for

the Na+-water’s 2s state and the decay width changes from 143 meV (4.6) for the gaseous

medium to 108 meV (6 fs) for the aqueous medium. The slow decay in the aqueous medium

is due to the polarization provided by the medium which makes the ionized state more stable

than the gaseous medium.

Table 4: Polarization effect on decay width in ETMD and ICD processes for X+-H2O system
(X = Li, Na).

Basis System medium Energy (eV) Width in meV(fs)
aug-cc-pVDZ +F(O) Li+ −H2O GAS 72.36 12 (56)
aug-cc-pVDZ+F(O) Li+ −H2O PCM 72.3 9.7 (67)
m-aug-cc-PV(T+d)Z Na+ −H2O GAS 79.78 143 (4.6)
m-aug-cc-PV(T+d)Z Na+ −H2O PCM 79.73 108 (6.0)

Conclusions

This paper has used the CAP-IP-EOM-CCSD method to study the various decay processes

in microsolvated alkali metal ions i.e. Li+, Na+ and K+. The CAP-IP-EOM-CCSD method

is used for the first time to explore the ETMD lifetimes for the Li 1s state in Li+-H2O

clusters. It is observed that the decay widths are sensitive to the bond length, surrounding

atoms, medium (gas or liquid) and the number of neighboring molecules. We have studied
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the effect of all these parameters on the decay width of Li+-H2O and Na+-H2O clusters.

We have studied the decay of 1s, 2s, and both 2s and 2p states in Li+, Na+ and K+

with water, respectively. The Li 1s state undergoes ETMD whereas the Na 2s state decays

via ICD. The K 2s and 2p states undergo Auger decay. To study the impact of different

molecular environments, the 1s ionized state of the Li atom was studied in Li+-NH3 and Li+-

H2O. Since water and ammonia are isoelectronic, it will be interesting to study the effect of

the environment on the decay width. We found that decay is faster in Li+-NH3 (81 fs) than in

Li+-H2O (96 fs). The possible explanation for this could be, first, the higher electronegativity

of oxygen than nitrogen, making electron transfer more difficult than nitrogen. Second, the

location of the lone pair. In Li+-NH3, it is between Li+ and nitrogen, whereas in Li+-H2O,

it is perpendicular to the molecular plane. Because of the directional nature of p-orbitals

and the orientation of the lone pair toward lithium, electron transfer is much faster in the

case of ammonia than water (See Figure-2 for details).

We have studied the ETMD lifetime for the 1s ionized state of the Li atom in the Li+-

(H2O)n (n=1,3) system to see the effect of the number of water molecules on the decay. The

lifetime obtained for the Li+-(H2O)n system is 60 fs, 16 fs and drops further to 10 fs as n

increases from 1 to 3. As a characteristic feature of ETMD, the lifetime decreases strongly

with an increasing number of neighbours. This is due to a nonlinear increase in the number

of decay channels with an increasing number of surrounding atoms.

To see the effect of bond length on the decay width for the ICD process, we studied

the 2s ionized state of Na atom in Na+-H2O at various bond lengths, i.e. 2.2489 Å to 5.0

Å. We observe that as the bond length increases, the decay width reduces and the lifetime

increases from 2.6 fs at 2.24 Å to 20 fs at 5.0 Å. A similar trend was observed using the

Fano ADC method.29 The authors report a lifetime of 5.5 fs at 2.21 Å and 7 fs at 2.30

Å. Our results for sodium 2s state are in good agreement with the experiment75 and the

Fano ADC29 method. We have also investigated the ICD lifetime for the 2s ionized state

of the Na atom in the Na+-(H2O)n (n=1,2) systems to study the effect of increased water
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molecules in the surrounding on ICD. The computed ICD lifetime for the Na+-H2O system

is 5.1 fs, and it decreases strongly to 2.1 fs for the Na+-(H2O)2 system. We have used a

spherical Gaussian basis set here for monomer and dimer to have a proper comparison. The

sensitivity of the decay width to the spherical or cartesian basis is also observed. We have

investigated the Auger lifetime for the 2s and 2p ionized state of the K atom in the K+-(H2O)

system. The computed Auger lifetimes for the 2s and 2p ionized states are 2.36 fs and 2.67

fs, respectively. The η trajectory indicates a cascade decay for the K+-(H2O) system. The

Auger decay initiates another decay after a short-lived state leading to a more stable state.

Since the Auger decay is a localized decay, we do not expect much change with bond length

or number of neighbours.

To know the polarization effect on the ICD and ETMD processes, we studied the decay of

the 1s state of the Li atom and the 2s state of Na in Li+-(H2O) and Na+-(H2O), respectively.

We used the PCM model63 in our study. In both cases, our results show that the polarization

stabilizes the system, i.e. decay time is increased in the liquid phase compared to the gaseous

phase. In this paper, we studied the decay width of alkali metal ions as a function of different

molecular environments, increase of surrounding molecules in a system, bond distance, basis

set and polarization of the medium.
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