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ABSTRACT

Wireless sensor networks (WSNs) have many potential ap-
plications. Furthermore, in many scenarios WSNs are of
interest to adversaries and they become susceptible to some
types of attacks since they are deployed in open and un-
protected environments and are constituted of cheap small
devices. Preventive mechanisms can be applied to protect
WSNs against some types of attacks. However, there are
some attacks for which there is no known prevention meth-
ods. For these cases, it is necessary to use some mecha-
nism of intrusion detection. Besides preventing the intruder
from causing damages to the network, the intrusion detec-
tion system (IDS) can acquire information related to the
attack techniques, helping in the development of prevention
systems. In this work we propose an IDS that fits the de-
mands and restrictions of WSNs. Simulation results reveal
that the proposed IDS is efficient and accurate in detecting
different kinds of simulated attacks.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]:
General—Security and protection; C.2.1 [Computer-

Communication Networks]: Network Architecture
and Design—Wireless communication; C.2.3 [Computer-

Communication Networks]: Network Operations—
Network monitoring ; H.1.0 [Models and Principles]:
General; K.6.5 [Management of Computing and

Information Systems]: Security and Protection
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Design, Security
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1. INTRODUCTION
Wireless sensor networks (WSNs) constitute a new

paradigm of ambient monitoring with many potential ap-
plications. Typically formed by thousand of nodes of small
dimension, they use ad-hoc communication and have scarce
resources regarding energy, bandwidth, processing capacity
and storage. WSNs are typically designed to gather data in
inhospitable places and might be involved in critical applica-
tions. Wealth environment mapping and enemy’s movement
monitoring in a battlefield are some examples of critical ap-
plications they are used for. In these applications, WSNs
are of interest to adversaries.
WSNs are susceptible to some types of attacks [10, 25]

since they are deployed in open and unprotected environ-
ments and are constituted of cheap small devices. Preventive
mechanisms can be applied to protect WSNs against some
types of attacks [9, 18]. However, there are some attacks for
which there is no known prevention methods, such as worm-
hole [10, 5]. Moreover, there are no guarantees that the pre-
ventive methods will be able to hold the intruders. For these
cases, it is necessary to use some mechanism of intrusion de-
tection. Besides preventing the intruder from causing dam-
ages to the network, the intrusion detection system (IDS)
can acquire information related to the attack techniques,
helping in the development of prevention systems.
Intrusion detection poses many challenges to WSNs,

mainly due to the lack of resources. Besides, methods devel-
oped to be used in traditional networks cannot be applied
directly to WSNs, since they demand resources not available
in sensor networks. WSNs are typically application oriented,
which means they are designed to have very specific charac-
teristics according to the target application. The intrusion
detection assumes that the normal system behavior is differ-
ent from the behavior of a system under attack. The several
possible WSN configurations make difficult the definition of
the “usual” or “expected” system behavior.
Since common nodes are designed to be cheap and small,

they do not have enough hardware resources. Thus, the
available memory may not be sufficient to create a detection
log file. Moreover, a sensor node is designed to be disposed
after being used by the application and it makes difficult to
recover a log file due to the possible dangerous environment
in which the network was deployed. The software stored
in the node must be designed to save as much energy as
possible in order to extend the network lifetime. Finally,
another challenge to the design of an IDS is the frequent
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failures of sensor nodes when compared to processing entities
found in wired networks. Given all these characteristics, it is
important to detect the intrusions in real time. In this way,
we could hold the intruder and minimize the application
damages.
In this work, our goal is to study the problem of intrusion

detection on WSNs and present an intrusion detection sys-
tem that fits the demands and restrictions of those networks.
Our main contributions are: the proposal of a decentralized
IDS model tied to the WSN restrictions and peculiarities; a
high-level methodology to construct a specific IDS to a tar-
get WSN with well defined applications; the assessment of
the IDS efficiency and accuracy in detecting seven different
kinds of simulated attacks; the evaluation of the utilization
costs concerning energy consumption and memory utiliza-
tion; and the development of an IDS simulator that is able
to represent the main characteristics of WSNs.
The proposed IDS is based on the inference of the network

behavior obtained from the analysis of events detected by a
monitor node, i.e, the node that implements the IDS system.
The only events we consider are: data message listened to by
the monitor that is not addressed to it, and message collision
when the monitor tries to send a message.
The rest of this paper is organized as follows. Section 2

briefly describes the related work. Section 3 presents the
rules proposed for our IDS. Section 4 discusses the proposed
algorithm used in the IDS. Section 5 presents some design
issues associated with the IDS. Section 6 presents and dis-
cusses several simulation results using the proposed IDS.
Finally, Section 7 presents the conclusion for this work.

2. RELATED WORK
An important aspect of the broad area of security is in-

trusion detection. Many solutions have been proposed to
traditional networks [8, 7, 20, 17, 6, 12], but restrictions of
WSN resources make direct application of those solutions
inviable.
Ad-hoc networks have similarities with WSN. These net-

works also have severe resource restrictions, although they
are not as restrictive as WSNs. There are solutions pre-
sented to intrusion detection for ad-hoc networks, but too
little has been made in relation to WSNs.
In [2], an IDS model for ad-hoc networks is presented fol-

lowing the behavioral paradigm. The IDS is decentralized
and detection is made by clusters. A technique to safely
elect the responsible node for monitoring each cycle was de-
veloped. This solution is expensive, thus being inadequate
to a WSN.
In [5], it is proposed a method for detecting wormhole

attacks in ad-hoc networks by evaluation of the time spent
on the transmission of packets between nodes in the net-
work, and by node authentication. This work proposes two
protocols: Slot Authenticate MAC and TIK. Both need syn-
chronization of the network trusted time. Since it is hard to
keep nodes synchronized in a WSN, we have not considered
this premise. In [19], it is shown how to detect attacks such
as wormhole and HELLO flood in WSNs by comparing the
power of the received signal with the power of the observed
signal in the network. For the specific wormhole attack, we
have used a simpler strategy based on the network topol-
ogy, in which it is sufficient for the monitor node to know
the identities of its neighbors. The strategy proposed in [19]
still can be used as one of the rules of our system, in case

of the nodes of the target network being able to measure
the power of the received signal. Our work proposes a wider
solution, capable of detecting several types of intruders and
attacks.
In [14], it is introduced the idea of a watchdog for ad-hoc

networks in order to improve the detection of mischievous
nodes. It uses a technique called pathrater to help routing
protocols to avoid those nodes. In this work, we have used
a similar idea. As we will see, the monitor node watches its
neighbors to know what each one of them will do with the
messages it receives from another neighbor. If the neighbor
of the monitor nodes changes, delays, replicates, or simply
keeps the message that should be retransmitted, the monitor
counts a failure. This technique is also used to detect other
types of attacks.
In [4], it is presented a routing protocol that tries to keep

the network functioning even on the presence of intruders.
It is a fault-tolerant solution based on route redundancy.
However, many of the attacks found on literature cannot
be tolerated, which motivates the development of an IDS
adequate to WSNs.

3. RULES AND DEFINITIONS
The following steps must be taken to construct an appro-

priate IDS to a target WSN: (1) pre-select, from the avail-
able set of rules, those that can be used to monitor the
features defined by the designer; (2) compare the informa-
tion required by the pre-selected rules with the information
available at the target network to select rules definitively;
and (3) set the parameters of the selected rules with the
values of the design definitions. In the following, we present
the definition of the available rules:
Interval rule: a failure is raised if the time past between

the reception of two consecutive messages is larger or smaller
than the allowed limits. Two attacks that will probably be
detected by this rule are the negligence attack, in which
the intruder does not send data messages generated by a
tampered node, and the exhaustion attack, in which the
intruder increments the message sending rate in order to
increase the energy consumption of its neighbors.
Retransmission rule: the monitor listens to a message,

pertaining to one of its neighbors as its next hop, and ex-
pects that this node will forward the received message, which
does not happen. Two types of attacks that can be detected
by this rule are the blackhole and the selective forwarding
attack. In both of them, the intruder suppresses some or
all messages that were supposed to be retransmitted, pre-
venting them from reaching their final destination in the
network.
Integrity rule: the message payload must be the same

along the path from its origin to a destination, considering
that in the retransmission process there is no data fusion
or aggregation by other sensor nodes. Attacks where the
intruder modifies the contents of a received message can be
detected by this rule.
Delay rule: the retransmission of a message by a moni-

tor’s neighbor must occur before a defined timeout. Other-
wise, an attack will be detected.
Repetition rule: the same message can be retransmitted

by the same neighbor only a limited number of times. This
rule can detect an attack where the intruder sends the same
message several times, thus promoting a denial of service
attack.
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Radio transmission range: all messages listened to by
the monitor must be originated (previous hop) from one of
its neighbors. Attacks like wormhole and helloflood, where
the intruder sends messages to a far located node using a
more powerful radio, can be detected by this rule.
Jamming rule: the number of collisions associated with

a message sent by the monitor must be lower than the ex-
pected number in the network. The jamming attack, where
a node introduces noise into the network to disturb the com-
munication channel, can be detected by this rule.

In the retransmission, integrity, delay, repetition and in-
terval rules, the monitor suspects about its neighbors. In
this way, besides detecting an attack, we have both the ad-
dress and location of the intruder.

4. PROPOSED ALGORITHM
The proposed algorithm was divided into the following

phases: Phase 1 – Data acquisition: in this phase, mes-
sages are collected in a promiscuous mode and the important
information is filtered before being stored, for subsequent
analysis. Phase 2 – Rule application: this is the pro-
cessing phase, when the rules are applied to the stored data.
If the message analysis fails the tests being applied, a fail-
ure is raised. Phase 3 – Intrusion detection: this is the
analysis phase when the number of raised failures is com-
pared to the expected amount of occasional failures in the
network. If the former is higher than the latter, a intrusion
detection is raised.

Figure 1: Detection phases

Figure 1 shows the architecture of a monitor node. This
node runs the common node functions, like sensoring and
data message sending and retransmitting, in addition to the
IDS functions. The IDS has three modules, each one being
responsible for a phase.

Phase 1 – Data Acquisition

In this phase, messages are listened to in promiscuous mode
by the monitor mode and the important information is fil-
tered and stored for subsequent analysis. Important infor-
mation includes message fields that might be useful to the
rule application phase. Thus, we use less memory and less
processing time, saving energy. Messages to which no rules
can be applied are not stored.
Data extracted from the messages are stored in an array

data structure and discarded after a given period of time or
when there is no space left in memory.

Phase 2 – Rule Application

In this phase, each entry in the array data structure is eval-
uated according to a sequence of rules specific to each mes-
sage type. If a message fails in one of the rules, a failure
counter is incremented. At this moment, the message can
be discarded and no other rule will be applied to it. We
have adopted this strategy due to the fact that WSNs have
severe resource restrictions. This strategy makes sense since
the first failure already gives us an indication of an abnor-
mal behavior in the network. This strategy also reduces the
detection latency. We have here a trade off between the
accuracy, processing cost, and running time.
Rules are applied to the stored data in increasing order

of complexity. After being tested against all rules without
failing any of them, the message is discarded.

Phase 3 – Intrusion Detection

In order to implement an IDS which is capable of, in most
cases, distinguishing occasional network failures from attack
instances promoted by intruders, we have proposed a solu-
tion in which a monitor node can infer the purpose of a sus-
pect node participating on the network, since these failures
are similar to the attacks. The following solution addresses
the issues raised by attacks such as data alteration, message
negligence, blackhole, selective forwarding, and jamming.
In our model, an attack is raised only if, after counting

all network failures detected by the monitor node during
the analysis of messages transmitted on its neighborhood
in a round, its number is greater than an expected value.
This number is calculated dynamically by the monitor node,
using a failure history for each node in its neighborhood. An
average of the number of failures that have occurred since
the deployment of the sensor nodes is kept and updated
every time the IDS is activated. The history update takes
place only if the number of failures for that round is close
to the cumulative value kept by the monitor. In this case,
the value of the round failure and the previous cumulative
value are combined and form a new cumulative value.
This technique introduces the idea of a deviation toler-

ance. Although occasional failures may happen during each
round of message capture by the monitor nodes, its num-
ber is not known beforehand. By determining the variance
bounds for it, an IDS can raise an attack indication whenever
these limits are reached. In other words, an attack indica-
tion is only signaled by the monitor node when an abnormal
behavior occurs with a frequency higher than expected.
Considering that the failure expectancy takes time to sta-

bilize, a large number of false positives will appear at the
beginning of the network life cycle. To avoid this, a learn-
ing stage has been introduced, in which a monitor node does
not consider, during a certain period, any abnormal event in
order to prevent an attack indication from being mistakenly
signaled while the average has not settled down. This learn-
ing stage must not last long, or else the damage promoted
by possible intruders on the network can be overwhelming.
Algorithm 1 summarizes the technique described above.

5. IDS SIMULATOR
There are some simulators developed or adapted for

WSNs, such as SensorSim [16], TOSSIM [13], and Power-
TOSSIM [23]. Unfortunately, none of them are appropriate
for our purpose. We have developed our own WSN simula-
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Algorithm 1 Comparing round-failure average with failure
history

1: for all neighbors do
2: for all failure types do
3: if round-failure value > cumulative value then
4: signal attack indication
5: else

6: update cumulative value by combining it with
round-failure value

7: end if

8: end for

9: end for

tor [15]. This simulator has been implemented in C++ and
designed with three goals in mind: performance, modular-
ity, and extensibility. We have implemented a discrete event
model, in which the analysis objects (base station, common
nodes, monitors and intruder) keep their states during the
simulation until the occurrence of some event such as re-
ceiving or sending a message, the occurrence of sensoring
and the activation of an attack. Network sensoring events
are generated randomly and nodes are not synchronized, as
an attempt to approximate the simulator to the behavior of
a real network. Our simulator is composed of the follow-
ing modules: network, message, sensor node, monitor node,
intruder node, events and attacks generator, IDS and stats
collector. The network module is responsible for the message
exchange between modules in such way that it can simulate
the functioning of a real WSN.
We have considered four types of nodes: common node,

monitor, intruder and base station. The common node has
sensor and router functions. As a sensor, it collects sensor-
ing data, and sends it to the base station. As a router, it
retransmits all messages directed to the base station. The
monitor is responsible for monitoring its neighbors looking
for intruders. By doing this, the node keeps its radio in
a promiscuous mode, storing relevant information and pro-
cessing it according to selected rules. This node also exe-
cutes the sensor/router functions since it is a common node
where an IDS was installed. The intruder node switches be-
tween a common node behavior and an intruder behavior.
The intruder behavior depends on the considered attack.
The intruder can spend from 1% to 100% of its time per-
forming an attack. In the context of these experiments the
base station is only the destination of all data messages.
Only attacks over data messages were taken into account.

In our proposed WSN model, we have considered three types
of occasional network failures and eight types of intruder
attacks. Occasional network failures are listed as follows:

1. Data alteration: occurs when the message payload
is changed to a different value from the original.

2. Message loss: a message sent by a node is lost while
being transmitted. Its origin is not aware of the loss.

3. Message collision: a message is lost while being
transmitted and its origin detects the loss due to a
collision.

The simulator was designed to perform experiments with
configuration and routing messages, but they were post-
poned for future work. The data message considered here
has the following fields: next hop, message type, previous
hop, origin, final destination, sequence number, and data.

We have simulated a plan and fixed network [21], with
random node distribution. These nodes are uniquely iden-
tified and have a fixed radio range. In the following, we
describe the network features considered and the associated
attacks and rules.
The messages follow the routing tree made from the dis-

tributed algorithm Propagation of Information [22] in a mul-
tihop way. Many nodes have to retransmit the message and
if this node is tampered, it can perform the selective forward-
ing and blackhole attacks. We use here the retransmission
rule.
The data message comprises the sensor reading. Since

we do not have any kind of data fusion or aggregation, the
message received by the common node has to be transmitted
with no payload alteration. We can detect the intruder that
modifies the message using the integrity rule.
We do not have receiving acknowledgment or retransmis-

sion features, then a message sent more than one time is
interpreted as an attack by the repetition rule.
A node can only receive messages from neighbors. The

radio range rule can detect the wormhole and helloflood at-
tacks.
We consider a timeout for the node to transmit a message

based on the simulator. If an intruder delays the message,
it can be detected by the delay rule.
We do not consider message collisions on the network, so

any collision is interpreted by the jamming rule as an attack
attempt.
In our simulator, occasional network failures follow a prob-

abilistic model, which takes place every time a message is
sent by a node. Occasional network failures can be mistak-
enly detected as an attack instance by the IDS, generating a
false positive. The following attacks were considered in our
work:
• Message delay, repetition and wormhole: since
these attacks are not related to failures such as message
loss or data alteration, they cannot be mistaken for the
network failures mentioned above.

• Jamming: a transmitter, tuned to the same frequency as
the receiving equipment can, with enough power, override
any signal at the receiver, preventing it from receiving
any messages. This type of attack can be mistaken for
occasional message collisions by the monitor node.

• Data alteration: this attack is equivalent to the occa-
sional network failure of the same name, but in this case,
the alteration happens on behalf of the intruder node.

• Message negligence, blackhole and selective For-

warding: an intruder node ignores messages which
should be sent or forwarded. These attacks can be mis-
taken for occasional message losses by the monitor node.
Conversely, the occasional faults can also be misidentified
as attack instances.
We have simulated a network comprised of 100 nodes ran-

domly distributed as shown in Figure 2. Data messages are
sent from 40 to 40 simulation cycles. In Figure 2 we have
two representations of the same network: the routing tree
and the connectivity map. In both maps, a solid line con-
necting two nodes means that they communicate directly to
each other. In the connectivity map, a dotted line connect-
ing two lines means that they are neighbors. M1 and M2

nodes are the monitors in our focus. F and S nodes are,
respectively, the parent and the child of the intruder in the
routing tree.
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Figure 2: Routing tree and connectivity map

All mentioned rules were used in all simulations run. We
have used 28 monitors distributed in such a way that all
common nodes could be monitored. In Figure 2, M1 and
M2 nodes are the only monitors who are neighbors to the
intruder and, thus, the only ones that can directly observe its
behavior. Even though many common nodes are monitored
by more than one monitor, the point of view of each one is
not the same. M1 node, for example, can listen to messages
from the intruder’s child but it cannot listen to messages
from the intruder’s parent. On the other hand, M2 node
can listen to messages from the intruder’s parent but cannot
listen to messages from the intruder’s child. According to
the considered attack, one of these monitors can detect the
intrusion and the other cannot.

6. SIMULATION RESULTS
In this section, we present the simulation results for the

IDS proposed in this work.

6.1 Initial Considerations
The goal of our experiments is to evaluate the proposed

IDS. In particular, the amount of raised detections and false
positives. From the monitor’s point of view, the simulation
time is divided in slices. Each time slice starts when the
array is empty and begins to store messages captured in
promiscuous mode. The time slice finishes when the array
is completely full and the message processing can be trig-
gered. The length of the array defines the size of the time
slice when the monitor is hearing in promiscuous mode, and,
thus, defines the amount of messages that can be related to
each other in order to find an intruder. There is a trade off
between the storage cost and the detection efficiency. If the
array is small and, consequently, its storage cost, the time
slices will be small and the message sequence break will be
large, which implies a worse detection efficiency. In order to
evaluate this trade off, we have considered array sizes of 30,
60, 100, 200 and 400 messages, for each kind of attack.
All simulations runs for 10000 iterations. There was al-

ways only one intruder (I) performing one single type of
attack, which was varied in each simulation. The network
has a “learning period” of 1000 iterations (10% of its to-
tal lifetime) in which there is no attack and the monitors
cannot generate any attack report either. After that, the

intruder begins its attack cycle, which consists of 700 itera-
tions resting and then 200 iterations attacking. The IDS has
a tolerance of 10%, which means that a failure ratio calcu-
lated from a message buffer can be 10% larger than the node
accumulated failure average, without generating an attack
report. Other factor that has been varied is the probability
of occasional network failures, which changed between 10%
and 20%.
The results are presented in the form of correct detections

and false positives. The correct detections show the percent-
age detection levels of the IDS closest to the intruder (M1).
The false positives show an absolute number of false posi-
tives collected by M1 and M2 (both close to the intruder)
over the 10000 iterations.

6.2 Detection Effectiveness
One aspect that is common to all attacks is that using a

small buffer size results in a larger number of false positives.
This happens because small buffers produce less accurate
failure averages, since less messages are stored between each
buffer processing. This lack of accuracy leads the IDS to
generate false positives when the number of occasional fail-
ures is a bit higher than its usual rating. The variation of
buffer sizes also impacts on detection level, as well as the
variation of occasional failures probability do. We will dis-
cuss separately the results for each attack.

6.2.1 Repetition, Delay and Wormhole

The effectiveness and the number of false positives for
these attacks are depicted in Figures 3 to 8, respectively.
These attacks are not mistaken with any kind of occasional
failure, so neither the detection levels nor the number of false
positives are influenced by the probability of occasional fail-
ures. The detection of delay attacks is directly proportional
to buffer sizes, since with smaller buffer sizes the IDS re-
ceives the delayed message at the beginning of the buffer
more often. With a buffer size of 30 messages, the detection
effectiveness was only 30%. For buffer sizes greater than 30,
detection was between 60% and 90%. Detection of the rep-
etition attack proved more successful, with detection levels
never below 90%. In wormhole attacks, detection was al-
ways 100% due to the rule to detect this kind of attack.
The number of false positives for these attacks were lower

than the ones for other attacks, since in this case there is no
confusion with occasional network failures. In all attacks, a
buffer size of at least 100 guarantees no more than 1000 false
positives for two IDSs after 10000 iterations, which means
that each IDS has on average 1 false positive for each 20
iterations.
In the repetition attack, the monitor M2 generated false

positives, reporting as the intruder of the repetition attack
the parent node F of the real intruder. This happens because
our network has no kind of suppression of repeated messages,
so node F simply forwards the repeated messages it receives.
In the delay attack the higher number of false negatives

happens because the monitor can listen to some of the mes-
sages the intruder will delay at the end of the buffer. Thus,
the delayed message will only be listened to at the beginning
of the next buffer. False positives of this attack happen when
the monitor listen to a message before the delayed one, the
timeout of retransmission is reached, but the delayed mes-
sage is not listened to in the same time segment. This way,
a blackhole report is generated, thus being a false positive.
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6.2.2 Data Alteration

The effectiveness and the number of false positives for
this attack are depicted in Figures 9 and 10, respectively.
The data alteration attack is confused with data alteration
occasional failures. Monitor M1 presented good effectiveness
and precision, identifying the correct attack and the correct
intruder node. Monitor M2 did not identify anything wrong
on the network, for reasons already mentioned. There can
be observed a trade off between detection effectiveness and
the number of false positives.
On this type of attack monitors with smaller buffer sizes

have a more accurate detection level. This happens because
on larger buffers the generated failures of an attacker do not
take the averages of occasional network failures too high,
since many messages are used in their computation. How-
ever, smaller buffer sizes make the IDS to generate more
false positives, because inaccurate averages happen more of-
ten. Buffer sizes of 30 and 60 always produce between 5000
and 19000 false positives, which is a number that makes the
unreliable IDS.
Detection level is higher when occasional network failures

rate is lower and vice-versa. With 20% of failures the buffer
sizes of 200 and 400 begin to show a significant detection
decrease, with the latter having less than 70% detection.
As with the false positives, they happen less often with less
frequent occasional failures and smaller buffers. In larger
buffers they are always lower.

6.2.3 Blackhole and Selective Forwarding

The effectiveness and the number of false positives for
these attacks are depicted in Figures 11 to 14, respectively.
These two types of attacks can be confused with the message
loss occasional failure. As with data alteration, the attacks
were detected correctly by monitor M1, while monitor M2

did not notice anything wrong on the network. The detec-
tion levels were also close to 100%, with the false positives

numbers close to the ones of the data alteration attack type.
The larger buffer sizes, however, produced little more false
positives than with that kind of attack. The difference from
that attack is that the averages of number of messages lost
per number of messages received generally are high numbers
which vary more. This way, the detection of those types of
attacks is more “sensitive”, generating more attack reports.
With that, an attack almost always increases the failure av-
erage on an IDS buffer enough to generate a report. The
detection levels are directly proportional to buffer sizes, and
this can be seen more clear on simulations with more fre-
quent occasional network failures.

6.2.4 Jamming

The effectiveness and the number of false positives for this
attack are depicted in Figures 15 and 16, respectively. The
jamming attack can be confused with the message collision
occasional failure. It is one of the attacks with better detec-
tion results, i.e., with 100% detection in almost every simu-
lation run. The number of false positives is low, similar to
the results obtained from the data alteration attack simula-
tion. Like the attacks confused with message loss, detection
levels were proportional to buffer levels. As detection levels
are almost 100% in any configuration, the only result that
changes when the occasional failures frequency decrease is
the number of false positives, which also decreases. The de-
tection of jamming attacks is very similar to the detection of
attacks that are confused with message loss failures. The dif-
ference is that jamming is easier for the IDS to detect, since
it only needs to detect collision in one message to report a
failure, with no need to compare subsequent messages. Be-
cause of that, detection effectiveness is low dependent on
buffer sizes.
Besides the correct detection of jamming attacks, other

monitors have detected false positives, reporting attacks
from innocent nodes such as blackhole and negligence.
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This happens because accused nodes cannot send their own
messages neither retransmit received messages, due to the
jamming attack.
Monitors M1 and M2 could detect the attack, but they

are not able to identify the intruder. However, by observing
the innocent nodes accused of blackhole and negligence, one
can see that those nodes are exactly the neighbors of the
real intruder. In this way, at least the area of the attack can
be determined.

6.3 Energy Consumption
In our experiments, energy consumption was considered

in the following situations: message transmission, message
receiving, and message listening. While the first two are
common tasks to a sensor node, the latter activity is de-
scribed as the process of verification of the beginning of a
message header being received, followed by its discard when
it is discovered that the message is not addressed to the re-
ceiving node or does not concern it in case of forwarding to
the base station. By doing this, energy can be saved and
the network lifespan is increased.
Messages of 36 bytes1 were considered, in which 2 bytes

were used as the immediate destination address (next hop).
As defined in [23], the data transmission rate is 0.26 µs/bit.
Considering the electrical current that flows through each
node while receiving (7.0 mA) and sending (21.5 mA on the
highest power) messages, also obtained through experiments
in [23], the energy consumption is defined as follows:
• QTransmission = 3 × 21.5mA × (0.26 × 10−6s/bit ×
288bits) = 0.48375 mJ/message;

• QReception = 3 × 7.0mA × (0.26 × 10−6s/bit × 288bits)
= 0.1575 mJ/message;

• QListening = 3 × 7.0mA × (0.26 × 10−6s/bit × 16bits)
= 0.00875 mJ/message;

1the same size used in several TinyOS applications [1]

where dissipated energy (Q) = Power × Electrical Current
× Time, and Time = Transmission Rate × Message Size.
In order to measure the energy consumption of our IDS

system, two scenarios were proposed. In the first scenario,
there were no monitor nodes in the network, and the con-
sumption presented was calculated from normal network uti-
lization and workload without intruder attacks. In the sec-
ond scenario, some of the sensor nodes chosen for assess-
ment were replaced by monitor nodes, which are capable of
activating their IDSs when necessary, while maintaining the
same network topology and node positions. Due to space re-
strictions, detailed information about these scenarios is not
provided in this work. In the first scenario, monitor nodes
consume more energy than its common counterparts. When
its IDS is functioning, a monitor node listens to and com-
pletely receives all messages coming from its neighborhood,
even if they are not addressed to it, so it can save them
for future detection analysis, which explains its higher en-
ergy expenditure. Nodes with higher consumption are those
closer to the base station (root of the routing tree).
In both scenarios, energy consumption is deeply connected

to the placement of sensor nodes into the routing tree. How-
ever, it can vary according to network topology and protocol
utilized for communication. As said before, a higher energy
consumption is related to the promiscuous listening mode
of monitor nodes. It is important to point out that we have
not considered the energy consumption for activities related
to message processing by the IDS and sensor nodes, which
could give us a better approximation to a real network, and
will be treated in the future work.

7. CONCLUSION
The goal of this work was the study of intrusion detection

in WSNs and the associated design of an IDS considering the
restrictions of such networks. The proposed IDS is “based
on the specification” [11, 3, 24], since the WSN may vary de-
pending on the application goal. We have outlined a method
for generating specific IDSs based on the target WSN that
can become automatic in the future.
Our detection is decentralized since the IDSs are dis-

tributed on network, installed in common nodes. The col-
lected information and its treatment is performed in a dis-
tributed way. Distributed Systems are more scalable and
robust since they have different views of the network. Be-
sides, the IDS can notice the attack fast because the moni-
tor is near to the intruder (their distance is one hop, since
the monitors were distributed in order to cover all network
nodes).
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