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Decision Analysis and Bioequivalence Trials
Dennis V. Lindley

Abstract. It is argued that the determination of bioequivalence involves
a decision, and is not purely a problem of inference. A coherent method
of decision-making is examined in detail for a simple trial of bioequiva-
lence. The result is shown to differ seriously from the inferential method,
using significance tests, ordinarily used. The reason for the difference is
explored. It is shown how the decision-analytic method can be used in
more complicated and realistic trials and the case for its general use
presented.
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ŽA recent paper in this journal Berger and Hsu,
1996, and its ensuing discussion, hereinafter re-

.ferred to as BH was on the topic of bioequivalence
trials. The discussants included statisticians and
practitioners in the pharmaceutical industry. There
was nowhere any mention of an alternative ap-
proach to bioequivalence that is both simpler and
more practically relevant than those in BH. The
purpose of this note is to outline the principle
behind the alternative, illustrate it on a simple
example and indicate how it might be used in
practice.

The basic idea in the alternative analysis is the
recognition that the fundamental purpose of bio-
equivalence studies is the reaching of a decision.
The final outcome is action; the generic product is,
or is not, accepted as bioequivalent to the brand-
name product. This is the simplest case. Complica-
tions can arise. For example, when the trial is
inconclusive a decision may be made to extend it.
This possibility was not discussed in BH and will
not be included here, though the methods proposed
extend to include this case. For clarity in presenta-
tion, we will consider only the simplest case of two
decisions: to accept, or to reject, the claim of bio-
equivalence. Accepting the practical reality of the
problem as one of decision, it is not obvious that the
best way to reach a decision is through either sig-
nificance tests or confidence intervals. Rather than
attempt to find an optimum test, as in BH, it is
surely more relevant to the work of the pharmaceu-
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tical industry and of regulatory agencies, to find an
optimum decision procedure. Starting from this
fundamental concept, it may turn out that signifi-
cance tests are the best ways to proceed. The de-
cision-based study suggests that this is not so,
because test procedures use an unrecognized and
possibly inappropriate assumption about the loss
structure.

Bioequivalence trials concern decision-making
under uncertainty. In the simplest case considered
in BH, and the one to be analyzed here, the uncer-
tain quantity upon which the decision depends is
h y h , the difference between a mean h for theT R T

Ž .generic test drug and the corresponding mean hR
Ž .for the brand-name reference drug. This differ-

ence will be denoted by u s h y h . As explainedT R
in BH, if u - u - u , the drugs are sufficientlyL U
close to be declared bioequivalent. Here u and uL U
are numbers laid down by the regulatory agency.
The usual scenario has u s yu with u , nowL U U
written as D, positive; u s 0 indicates perfect
agreement in means between the two drugs, and D
is the upper limit on any permitted disagreement.
It will be convenient in what follows to equate
bioequivalence to u 2 - D2, rather than yD - u - D.
If u were known, decision would be easy. The fact
that it is not is a major cause of trouble.

There are two decisions, d to declare bioequiva-1
lence, d to deny it; and one uncertain quantity u .0
A key consideration in any decision analysis is how
the quality of a decision depends on the value of the
uncertain quantity. As a partial statement of this,
the regulatory agency thinks d is better than d if1 0
u 2 - D2, whereas the roles are reversed if u 2 ) D2.
This statement, on its own, is not sufficiently pre-
cise because it does not say how much better one
decision is than another. Presumably if u s 0, d is1
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much better than d , but if u 2 is only a little less0
than D2, then the superiority of d is only slight.1
The sensible way to describe the dependence of the
quality of a decision on u is through a utility

Ž .function u d, u which measures the worth, or util-
ity, of d when the uncertain value is u . Here there
would be two utility functions, one for each of the

Ž . Ž . 2decisions. Presumably u d , u ) u d , u for u -1 0
D2, with the inequality on utilities reversed when
u 2 ) D2. The two functions reflect the regulatory
agencies’s view, but say much more in describing
how much better one decision is than another. In a
two-decision problem it is not necessary to specify
both utility functions; it is enough to specify the
difference between them for each value of the un-

Ž .certain quantity. We shall work with u d , u y0
Ž .u d , u , the difference between the utility of rejec-1

tion, and the utility of acceptance, of bioequiva-
lence, and call it the loss of declaring bioequiva-

Ž . Ž .lence over that of denying it . It is written L u s
Ž . Ž .u d , u y u d , u . Since only the one comparison0 1

Ž .is involved, that of d above d , the notation L u0 1
without reference to the decisions will suffice. Nev-
ertheless it is important in what follows to remem-
ber that it is the loss involved in stating bioequiva-
lence instead of denying it, rather than the other
way round. In accord with the ideas of the agencies

Ž . 2described above, L u will be large if u is large,
since it would be seriously wrong to conclude bio-
equivalence when h is very different from h ,T R
implying the magnitude of their difference u is

Ž . 2 2large. Equally, L u is negative when u - D , since
there is then a gain in asserting bioequivalence,
and gain is negative loss. A possible form of loss
function is shown by the continuous curve in Fig-
ure 1. It is symmetric about the origin, is continu-
ous, increases with u 2 and is bounded at infinities;

FIG. 1.

Ž . Ž .L yD s L D s 0 at the borderlines between the
two decisions. Other types of loss function will be
discussed later.

If bioequivalence is to be treated by decision
analysis, then there is general agreement over the
introduction of a loss function. This leaves the prob-
lem of handling the uncertainty of u . If you knew
the value of u , the loss function would tell you
unambiguously what to do. If you could confidently
limit u to a small interval, again you would have no
problem unless the interval included yD or qD.
Generally, you need to combine your beliefs about
u , obtained as a result of the trial and other possi-
ble considerations, with your loss structure, to reach
a decision. In BH beliefs are expressed in the form
either of significance levels or confidence coeffi-
cients. The former concentrates on the greatest
probability of declaring bioequivalence when it does
not obtain, perhaps the most serious error. But
what of the error of false denial of bioequivalence?
And what of the dependence of these errors on u ?
There is also the point, repeatedly demonstrated in
the statistical literature, that significance tests can
be seriously misleading as expressions of beliefs:

Ž .see, for example, Berger and Delampady 1987 and
Ž .Berger and Sellke 1987 . These are not the Berger

of BH.
The more sensible thing to do, both for theoreti-

cal and operational reasons, is to express your be-
liefs about u in the way we usually express uncer-
tainty, namely, in terms of probability}that is, to
provide u with a probability distribution, in the

Ž .form of a density p u . This may be combined with
the loss function by calculating the expected loss

Ž . Ž .HL u p u du , and declaring for bioequivalence if,
and only if, this is negative. Expected loss replaces
the actual loss that would be used were u known.
This approach does not concentrate on one type of
error, as does the significance test, but balances the
errors and the bonuses in a simple, yet all-embrac-
ing, way. It is operationally appealing but addition-
ally has the support of much research, starting
with Ramsey, and continuing with De Finetti, Sav-
age and many others. A recent reference is Bernardo

Ž .and Smith 1994 . An expository treatment is Lind-
Ž .ley 1985 . These writings show that the procedure

just described, using expected loss, is the only sen-
sible way of decision-making for a single decision-
maker. In particular, for a given type of trial, what-
ever size of trial is selected, and whatever data is
collected, the conclusions from the various trials
will be consistent with one another. The technical

Ž .term is ‘‘coherent.’’ Berger and Delampady 1987 ,
referred to above, show that this coherence is not
achieved with some significance tests. Casella and

Ž .Berger 1987 show that tests are not so misleading
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when used with one-sided cases similar to those
used in BH. We shall later in this paper suggest
they are, though effectively coherent, based on a
loss function that may be inappropriate. Let us see
how the method works out in a simple case.

Consider a bioequivalence trial of the type de-
scribed in Section 2.1 of BH. Here n observations
are made which are, given u , independent and
identically normally distributed with mean u . To
simplify further from BH, it will unrealistically be
supposed that the common variance is known. This
simplifies the mathematics, enabling the final re-
sult to be exhibited clearly. It will later be indicated
how more general cases may be handled. Under
mild conditions, it follows that your beliefs about u
as a result of the trial can be expressed as a normal
distribution with mean x and variance s 2, say.
The calculation of x and s 2 will be considered
later. It remains to describe the loss structure. The
form in Figure 1 suggests, to a statistician, a nor-
mal density ‘‘upside down.’’ The form

Ž . Ž . Ž . Ž Ž . 2 2 .1 L u s A y A q B exp y 1r2 u rc

with positive A and B has the right shape. For
large u , there is a loss A. For true bioequivalence,
u s 0, there is negative loss yB. The critical values
"D should exhibit zero loss, so

Ž . w Ž .x Ž . 2 22 log Ar A q B s y 1r2 D rc .

The scale on which loss is measured is immaterial,
so only the ratio of A to B matters. We take

Ž .A q B s 1, when 2 shows that c is the only unde-
Ž .fined quantity in the loss function 1 , A being a

function of it. The normal form fits well with the
normal expression of beliefs. They are often said to
be ‘‘conjugate.’’

The mathematics that follows, and in particular
Ž .the final result 4 , is expressed mainly in terms of

c, for the simple reason that it is more easily under-
stood in that form. From the practical viewpoint of
the users, producer and regulatory agency, it is
better to think about the ratio ArB of losses. Equa-

Ž .tion 2 expresses one quantity in terms of the
other, enabling the practitioner to interpret results

Ž .like 6 in terms that are more relevant to the basic
problem, which is one of practical decision-making,
not of mathematics. It remains to evaluate the
expected loss

Ž . Ž .L u p u duH
y1r22Ž .s A y 2ps

22 2 2Ž . Ž .? exp y 1r2 u rc q u y x rs du .� 4H

The usual completion of the square in u for the
expression in braces, and subsequent use of the
normal integral, gives for the expected loss

y1r22 2 2 2 2Ž . Ž . w Ž .x3 A y c c q s exp yx r2 c q s .

As this is the expected loss in stating bioequiva-
lence, the optimum decision is to declare bioequiva-

Ž .lence if, and only if, 3 is negative. On rearrange-
Ž .ment, and using 2 with A q B s 1, this gives

Ž . 2 Ž 2 2 . w � 2 Ž 2 2 .4 2 2 x4 x - s q c log c r c q s q D rc .

That is, bioequivalence is only agreed when x is
sufficiently close to zero, corresponding to perfect

Ž .bioequivalence. The right-hand side of 4 describes
precisely what is meant by ‘‘sufficiently close.’’ One
of the simpler methods in BH, TOST, when modi-
fied by the replacement of an estimated variance by
a known one, declares bioequivalence when

22Ž . Ž .5 x - D y zs ,

where z is the upper 100a-percentile of a standard
normal distribution. Here a is the preassigned
maximum error probability of declaring the drugs
to be bioequivalent, when in fact they are not.
There is a slight difference in the interpretation of

Ž .s in the two approaches. In 5 it is a sampling
Ž .standard deviation. In 4 it is a posterior standard

deviation. In practice the two will only differ
slightly, a point to be discussed later. Notice that

Ž .the user of TOST only has to specify a and D . The
Ž . Ž .decision procedure requires c and D . As 2

demonstrates, c may be replaced by the ratio ArB.
When the value of u is known, corresponding to

Ž . Ž .s s 0, the two methods, 4 and 5 , agree in assert-
ing bioequivalence when x 2 - D2, as they must
since our loss function was selected to be zero at D,
the critical value used in TOST. Most trials will be
reasonably extensive and will produce a small value
of s ; that is, u will be known with some precision.

Ž . Ž .It is therefore of interest to compare 4 and 5 for
Ž .small s . Expanding the right-hand side of 4 in

powers of s yields

Ž . 2 2 2 Ž 2 2 . Ž 2 .6 x - D q s D rc y 1 q o s ,

Ž .whereas a similar treatment in 5 yields

Ž . 2 2 Ž .7 x - D y 2 zDs q o s .

The two methods agree in that as soon as some
uncertainty about u occurs, the interval of x in

Žwhich bioequivalence is accepted reduces. We shall
2 2 .see later that realistically D rc - 1. They dis-

agree in the amount of the reduction, since it de-
pends on s in TOST but only on s 2 with the loss
function. A numerical example is illuminating.
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Without loss of generality, the scale of measure-
ment may be chosen so that D s 1. Years of statis-
tical practice has put a s 0.05, odds of 19 to 1. A
possible choice for our loss function is to put A s
0.95, B s 0.05, thereby declaring that stating bio-
equivalence when the drugs are widely different is
19 times as serious as denying it when they are

Ž .exactly equivalent. From 2 it follows that c s
3.122, substantiating the claim above that D2rc2 -
1. If the trial yields a standard deviation s of 0.2,
one-tenth of the length of the interval within which
bioequivalence is acceptable, then in the decision
approach the interval of acceptance of bioequiva-

Ž .lence reduces from y1, q1 when u is known to
Ž .y0.98, q0.98 , which is hardly any change. The

Ž .TOST interval is y0.66, q0.66 , exhibiting a sub-
stantial effect of uncertainty. Why the difference
between the two methods?

The question is easily answered for the case of
small s by recognizing that TOST is then effec-
tively coherent, with loss function equal to A for
u 2 ) D2 and yB for u 2 - D2. The expected loss is
Ž .A 1 y P y BP, where

2Ž .u y xqD y1r22w xP s 2ps exp y duH 22syD

D y x yD y x
s F y F

s s

and F is the standard normal distribution function.
Bioequivalence is declared whenever P ) A. The
upper limit of x for bioequivalence when s is small
only involves the first term in P; the second is
negligible. Choosing A s 0.95 gives the upper limit

Ž .to be D y zs , as 5 with a s 0.05. The decision-
maker’s choice of A is numerically equivalent to
the statistician’s choice of a . The difference be-

Ž . Ž .tween 4 and 5 thus rests solely on the differ-
ences between the loss functions. Both are shown in
Figure 1.

It is not the statistician’s task to say what form
the loss function should take. The statistician’s role
is to assist the decision-makers to articulate their
value judgements in the form appropriate for the
coherent procedure. It is the decision-maker’s loss
function, not the statistician’s. In bioequivalence

Žtrials, the decision-makers are the producers the
. Žpharmaceutical firm and the consumers presum-

.ably represented by the regulatory agency . The
former will be concerned with the seriousness of
rejecting a satisfactory drug, the latter with the
consequences of accepting a bad one. In this light,
let the two loss functions, the inverted normal and
the two-level one of TOST, be compared. They are
alike at the two extremes of very large u and u s 0,

or can be made alike by suitable choices of A and
B. It is around the critical values u s "D that they
differ substantially. The inverted normal used here
is continuous in u , whereas that implied by TOST
has discontinuities at "D, there abruptly moving
between the two extreme values. It is this contrast
between smooth and abrupt transitions between
extremes that accounts for the differences of critical
values. The following development provides an al-
ternative demonstration of this result.

For a general loss function with normal uncer-
tainty, the expected loss is

y1r2 22 2Ž . Ž .Ž . Ž .2ps exp y 1r2 u y x rs L u du .H
Ž .If L u is expanded in a Taylor series about u s x,

where the exponential has its maximum, the ex-
pected loss is seen to be

Ž . Ž . Ž . 2 Ž . Ž 2 .8 L x q 1r2 s L0 x q o s

so that the first two terms provide an approxima-
tion for small s . The first term alone corresponds
to the case, s s 0, of known u . It is therefore the
second term that reflects the change due to small
uncertainty about u . This depends, apart from s ,

Ž .on L0 x . Consequently the second derivative of the
loss function plays a critical role. In a sense, the
discontinuous loss used in TOST has an infinite
second derivative near u s "D as is seen by ap-
proximating it by a smooth curve. The inverted
normal, by contrast, has a modest second deriva-
tive. In passing, note that use of the approximation
Ž . Ž .8 to the expected loss leads to the form 6 for the
critical value of x, as direct calculation easily veri-
fies. The occurrence of effectively an infinite second

Ž .derivative in TOST means that 8 is not valid near
x s "D. In fact, the term in s 2 is replaced by one

Ž .in s , equation 7 .
A key question for the practitioner is therefore

how large is the second derivative of the loss near
"D. The discontinuous form may be unreasonable
because it says that, if u is just a bit bigger than D,
it is extremely serious to declare bioequivalence;
whereas if it is just a bit smaller, it is serious to
deny it. Such an abrupt change may not accord
with practical requirements, and some smooth
transition may be more acceptable. While the supe-
riority of d over d is clear when u s 0, it is less1 0
clear when it is a little below D. My personal view is
that the inverted normal may affect the transition
too slowly and that a form corresponding to the
broken curve in Figure 1 may be preferable. It

Ž .represents an intermediate form between 6 , which
does not treat the uncertainty sufficiently seriously,

Ž .and 7 , which overreacts. But, as explained above,
the choice rests with the practitioners. They should
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recognize that whatever coherent procedure is used,
some loss function is implied.

It is unreasonable to expect a practitioner in
either the pharmaceutical industry or a regulatory
agency to have to think about the second derivative

Ž .occurring in approximation 8 . What they might
more reasonably do is to think about the behavior
of the loss function in the neighborhood of u s D
Ž . Žand yD . Its behavior near u s 0 and for large
values of u 2 has already been discussed in terms of

.A and B. For example, one might consider values
of u near D that are meaningfully different from D,
say D q a, D y b for positive a and b, and compare
the losses at these two values. The former will be
positive, the latter negative. Their ratio will indi-

Ž .cate a reasonable slope derivative for the loss
function near u s D. For example, the dotted curve
in Figure 1 has a larger ratio than the smooth,
normal curve there. My personal guess is that the
implicit choice in TOST of the largest possible value
for this ratio is unrealistic. Careful consideration of
losses at a few values like these should enable a
smooth curve to be drawn and provide a loss func-
tion. The expected loss may then be evaluated nu-
merically.

This paper has only considered a simple, special
case of decision analysis applied to bioequivalence
trials. We now turn to broader considerations. The
methods used in BH involve the user specifying D,
the critical value, and a , the significance level.
Decision analysis requires, as a minimum, D, A
and the second derivative of loss around "D; A
plays a similar role to a but instead of concentrat-

Žing on just one error, balances the two. Recall
.A q B s 1. The second derivative is a new feature,

not present in TOST or the other tests except as an
implicit and very large value. However, it is possi-
ble to go much further and consider the loss func-
tion in more detail. For example, it may be that,
when u corresponds to a time difference, it is not
serious if the test drug reaches the site quicker
than the reference drug, but is serious if it is
slower. This would suggest a loss function asym-
metric about zero. Many possibilities can be encap-
sulated in the loss structure.

The description so far has concentrated on a
single uncertain quantity u but the method of anal-
ysis extends to two, or more, quantities u , f. It is

Ž .necessary to specify a loss structure L u , f which
can incorporate how the two quantities may inter-
act. This is usually accomplished by considering

Ž .values of u , f that incur the same loss, giving
Ž .contours of constant loss in the space of u , f , and

then attaching a loss to each contour in the manner
of a single quantity. The analysis will then require

Ž .a bivariate probability distribution for u , f .

The density assumed in the simple univariate
Ž 2 .case above was N x, s , derived from a random

sample from a normal distribution. Here s , the
standard deviation, refers to u , not to the data. It is
not, as in TOST, the standard deviation of the
sample mean, partly because it will incorporate
knowledge prior to the trial, in addition to knowl-
edge gained in the trial. The former may not be
negligible. A firm is unlikely to propose a drug for
testing unless it is reasonably confident of success.
Equally the regulatory agency would expect sensi-
ble responsibility on the part of the firm. A sugges-
tion would be for prior knowledge to correspond to a
neutral position in which the drug was thought as
likely to be bioequivalent as not. Accepting a prior
normal distribution with mean u s 0, this would
correspond to a prior standard deviation of t s0
Dr0.6745 so that the probability that u 2 - D2 is
1r2. If t is the sampling standard deviation of1
each of the n observations in the trial, the preci-

y2 y2 y2sions add and s s t q nt . Similarly, if x is0 1
2 2 y2Ž . Ž .the sample mean, x s nxrt r nrt q t , a1 1 0

weighted average of x and zero, with weights equal
to the precisions. For large n, the prior knowledge
will have little effect but may be influential for
modest values of n.

Although the principal thesis of this note is that
bioequivalence trials lead to decision problems, and
might be presented as such, the decision approach
used here also incorporates a practically meaning-
ful resolution, within the inference framework that
BH and the discussants espouse. To illustrate, the
result in the last paragraph says that, after the
trial has been completed, the distribution of u is

Ž .normal with precision the inverse of the variance
y2 y2 y2 2 2Ž .t q nt , denoted by s , and mean x ns rt ,0 1 1

denoted by x. Consequently inferential statements
of an easily understood form, avoiding the complex-
ities of confidence intervals, can be made. For ex-
ample, the probability that bioequivalence obtains
is the area under this normal curve, mean x, vari-
ance s 2, between "D.

Even the simplest bioequivalence problem dis-
cussed here hides within it another decision prob-
lem, that of how large the trial should be. In our
notation, the determination of the sample size n.
How this should be resolved has recently been con-

Ž .sidered by Lindley 1997 and the reader is referred
to that paper and its discussion. The major new
consideration is to balance, just as did the two
losses, here expressed through A and B, with the
cost of experimentation. This paper is in an issue of
The Statistician devoted to sample size determina-
tion. One idea that might be useful in bioequiva-
lence studies is for the industry to choose n using
its own prior, recognizing that it will need to con-
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vince the agency, which will be using its own prior.
In the related context of acceptance sampling, this
feature has been studied by Lindley and Singpur-

Ž .walla 1991 .
May I invite all concerned with bioequivalence

trials to contemplate seriously the use of decision
analysis in place of significance tests. It provides a
simpler, more flexible and more realistic treatment
of the problem. It requires the interested parties
getting together and settling on a loss function.
This function should be openly declared so that the
procedure is open to constructive criticism. It is also
convenient to agree on the form of prior knowledge,
which mainly consists in bringing together relevant
information about the drugs. In default of agree-
ment, robustness studies may be used. Third, the
uncertain structure of the data will be needed,
exactly as in the methods in BH. Finally, for the

Ž .observed data set the sign of the expected loss has
to be calculated. There are many excellent com-
puter packages that will perform the necessary

integration. Here is a method that will embrace any
loss, any prior and any form of data.
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