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## 1 Introduction

The highly interactive nature of elementary-particle dynamics is an extremely complex problem to describe. Feynman diagrams play a fundamental role by encoding how, within the perturbative approach to quantum field theory, complex scattering reactions may arise from the multiple interactions among simpler network components, representing either external or internal particles. For each scattering process, the sum of all diagrams gives the so called scattering amplitude, a complex function of external kinematics (and internal quantum numbers) whose absolute squared value determines the quantum-mechanical density of probability for that reaction to happen.

The shape of the diagrams informs directly about the complexity level of the process they describe, which increases with the number of interacting external particles, the number of interaction vertices, and with the number of loops. In general, Feynman diagrams represent functions of kinematic invariants formed by the external momenta and by the masses of the particles. While scattering amplitudes associated to tree-level graphs can be written in terms of rational functions, those coming from multi-loop graphs are usually decomposed into special functions admitting multifold integral representations.

Feynman integrals in dimensional regularization are known to be not mutually independent. A novel way to access their algebraic structure has been recently unveiled by some of us, who showed that relations for multi-loop Feynman integrals are controlled by intersection numbers [1].

The by-now standard evaluation techniques of Feynman integrals exploit the loopmomentum shift invariance to establish integration-by-parts (IBP) relations [2] among integrals whose integrands are built out of products of the same set of denominators (and scalar products), but raised to different powers. IBP identities have been playing a crucial role in the calculation of multi-loop integrals, because they yield the identification of a minimal set of elements, dubbed master integrals (MIs), which can be used as a basis for the decomposition of multi-loop amplitudes. At the same time, IBP-decomposition algorithms can be applied to special integrands, built by acting on the master integrand with differential operators (w.r.t. kinematic invariants), or by multiplying their numerators by polynomials which modify their dimensions, or by considering arbitrary denominator powers, respectively turning the decomposition formulas into differential equations [3-10], dimensional recurrence relations [11, 12], and finite difference equations [13, 14] obeyed by MIs. Solving them amounts to the actual determination of the MIs themselves, as an alternative to the use of direct integration techniques.

The derivation of the IBP-decomposition formulas requires the solution of a large system of linear relations, generated by imposing that integrals of total derivatives vanish
on the integration boundary [13], see also [15-18]. For multi-loop multi-scale scattering amplitudes, solving the system of IBP relations may however represent a formidable task, whose accomplishment has been motivating important refinements of the system-solving strategies [19-32]. Together with novel algorithms for simplifying the solution of systems of differential equations [9], which triggered further studies [33-38], the calculations of several multi-scale, multi-loop, multi-particle amplitudes became feasible [39-57].

The most recent developments in the research of mathematical methods for the evaluation of Feynman integrals have been benefiting from a special representation known as Baikov representation [58], where instead of the components of the loop momenta, the propagators themselves supplemented by independent scalar products between external and internal momenta, are the integration variables. This change of variables introduces a Jacobian equal to the Gram determinant of the scalar products formed by both types of momenta, referred to as the Baikov polynomial. The Baikov polynomial fully characterizes the space on which the integrals are defined, and in particular the number of MIs can be inferred from the number of its critical points [59], see also [60-62]. IBP identities may relate integrals corresponding to a given graph to integrals that correspond to its sub-graphs. We may consider these two sets of integrals, respectively, as to the homogeneous and the non-homogenous terms of the IBP relations. The homogeneous terms of IBP identies can be detected by maximal cuts, since the multiple cut-conditions annihilate the terms corresponding to subdiagrams [21, 63-68]. By the same arguments, maximal cuts of MIs correspond to the homogeneous solutions of dimensional recurrence relations and of the differential equations, which, in general, are non-homogeneous equations [6972]. Similar ideas were introduced [73] and lead to relation between multi-loop integrals and phase-space integrals, known as reverse unitarity. The homogeneous solutions play an important role in the construction of canonical systems of differential equation for MIs [9], as it was observed in [70-72], generalizing the role of Magnus exponential matrix [33] to the case of elliptic equations.

The number of MIs for a given integral family, the order of the differential equations they obey, and the classification of the homogeneous solutions according to the independent components of the integration domain, revealed a natural correspondence between the MIs and the geometric properties of the integration domain [65, 67, 68, 70-72, 74-76] , easily accessed within Baikov representation.

Let us imagine, for a moment, that the objective of a calculation is simply the decomposition in terms of master integrals of just one multi-loop Feynman integral. The IBP reduction algorithm can be seen as a collective integral decomposition. The computational machinery does not act on individual integrals, one at a time, but it is based on the solution of systems of equations where the wanted integral appears related, within linear relations, to many additional integrals. Its decomposition is then achieved together with the decomposition of other integrals - even if the latter might not be of interests, for instance. The IBP decomposition, although very effective, is computationally expensive.

The new computational strategy proposed in ref. [1] offers a change of perspective: it targets the direct decomposition of individual integrals in terms of master integrals, bypassing the system solving procedure characterizing the integration-by-parts reduction.

This task can be achieved by applying to Feynman integrals concepts and computational tools borrowed from the intersection theory of differential forms [77-79]. It is a recent branch of algebraic geometry and topology, which was developed to study the Aomoto-Gel'fand hypergeometric functions [80]. This class of functions has two important properties: their integrands are multivalued, and vanish at the boundaries of the integration domain - exactly like Feynman integrals in dimensional regularization. Baikov representation makes these properties manifest, and allows to establish an explicit correspondence between Feynman integrals and the functions which can be studied via intersection theory. In particular, any Feynman integral is cast as a $n$-form integral, characterized by three basic elements: the integration contour, part of its integrand given by a multivalued function (associated to the Baikov polynomial), and a differential form (corresponding to the genuine product of denominators times the integration measure).

In general, two integrals can give the same result if: they have the same integration domain, but their integrands differ by a term whose primitive vanishes on the integration boundaries; and/or they have the same integrand, but their integration domains differ by a contour on which the primitive vanish anyhow. Therefore each integral is actually a pairing of representatives of two equivalence classes: characterized by the integration variety (homology class) or by the integrand (cohomology class). Intersection theory allows for a derivation of relations among integrals belonging to those equivalence classes, which in the case of hypergeometric functions correspond to Gauss' contiguity relations. In ref. [1], the concepts of intersection theory were applied to Feynman integrals in order to show that it is possible: $i$ ) to identify a basis of master integrals; ii) to decompose any individual integral in the chosen basis simply by a projection technique; iii) to derive differential equations for master integrals. The so-called intersection number of differential forms [77, 78] constitutes the crucial novel operation that allows to implement the notion of scalar products between differential forms, which ultimately determine the coefficients of the integral decomposition. In this way, the problem of reducing a given Feynman integral in terms of master integrals can be solved by projections: any integral can be decomposed just like an arbitrary vector can be projected onto a chosen basis of a vector space. This analysis was performed by considering integrals on maximal cuts admitting 1 -form representations [1].

In this work, we elaborate on the decomposition-by-intersection of Feynman integrals onto a basis of master integrals, and we systematically apply it to an extensive list of cases, in order to show its advantages.

We begin by recalling basics of intersection theory for hypergeometric functions, and show their correspondence to the Baikov representation, both in the standard formulation [58] and in the Loop-by-Loop version [65]. We then define how intersection theory allows to determine the dimension of the integral space, and discuss different options for the choice of the integral bases. Afterwards, we introduce the intersections numbers and give the master decomposition formula for the direct evaluation of the coefficients of the reduction in terms of basis integrals. This formula can be also applied to derive differential equations and dimensional recurrence relations for generic basis integrals.

Before addressing Feynman calculus, we consider the derivation of contiguity relations for special functions, such as the Euler $\beta$ function, the Gauss ${ }_{2} F_{1}$ hypergeometric function,
and the Appell $F_{1}$ function, which belong to the more general class of Lauricella functions. Then, we apply the new method to decompose Feynman integrals whose maximal cuts admit 1-form integral representations, including examples that have from two to an arbitrary number of loops, and/or from zero to an arbitrary number of legs. The 1-form integral representations accounts for multi-loop integrals (on maximal cuts) which have either one irreducible scalar product (ISP), or that have multiple ISPs but can be expressed as a one-fold integral using the Loop-by-Loop approach,

In a few instructive cases, we show the direct constructions of differential equations and dimensional recurrence relations for master integrals, and discuss how the different choice of the basis may impact of the form of the result. Special emphasis is given to basis of monomial forms and to basis of dlog forms, in particular showing how, the latter obey a canonical systems of differential equations.

As stressed, the main part of this work deals with the application of intersection theory to 1-forms. The complete decomposition of multi-loop Feynman integrals in terms of master integrals (not just the ones belonging to maximal-cut diagrams, but to the complete chain of sub-diagrams, which would correspond to a smaller number of cuts) requires the application of the intersection theory for $n$-forms. In the literature, the case of intersection numbers of dlog $n$-forms has been understood [78, 79], but Feynman integrals belong to the wider class of generic rational $n$-forms.

As additional main results of this manuscript, we present two novel approaches to decomposition-by-intersections in cases where the maximal cuts admit a 2 -form integral representation. They are important new development both for physical and mathematical research areas, as they represent the first step towards the extension of the formalism to generic $n$-form representations. Owing to the results of the research presented in this work, we are confident that this objective is within reach.

The decomposition formulae computed through the use of intersection numbers for 1and 2 -forms are directly verified to agree with the ones obtained using integration-by-parts identities on the maximal cut. As reported in the examples discussed later, we employed several codes for checking our results, and when available, we compared them with the literature. Let us finally observe that, in a few cases, the number of master integrals (on the maximal cuts) found by means of intersection theory is smaller than the one found by applying the IBP-decomposition to the interested integral families: the mismatch has been mitigated by finding the additional, missing relations at the cost of applying the IBP-reduction to integrals families with a larger number of denominators.

The results presented in this paper demonstrate that a fascinating property of Feynman integrals has been found, which opens a completely new path to access their algebraic structures. Together with the idea of dimensional regularization, its main application to streamlining reductions unto master integrals, is expected to yield significant computational advantages for the evaluation of high-multiplicity scattering amplitudes at higher orders in perturbation theory.

The paper is organized as follows. In section 2 we introduce the basics of hypergeometric integrals, and their description in terms of (co)homology and intersection theory. Significantly this section introduces the master decomposition formula eq. (2.14). Then
follows section 3 in which we discuss Feynman integrals, the Baikov representations, unitarity cuts, and the connection to intersection theory. The section also discusses relations between Feynman integrals such as reductions unto master integrals, differential equations, and dimensional recurrence.

In section 4 we discuss certain specific mathematical functions to which our theory is applicable, which serve as our first examples. These are the $\beta$-function, the ${ }_{2} F_{1}$, the Appell $F_{1}$, and the Lauricella $F_{D}$. The next two sections, sections 5 and 6 , contain our first examples of the use of the theory to Feynman integrals: a four-loop vacuum integral, and a three-loop two-point function respectively. These two integrals are put in a oneform representation by the standard Baikov parametrization. In section 7 we discuss the sunrise integral in a massless and a massive version. These integrals can be put into a one-form representation by the Loop-by-Loop version of Baikov parametrization, where the standard version of Baikov representation would have left them as a two-fold integrals. In section 8 we return to the non-planar triangle of ref. [1], and show how to use our method to deal with doubled propagators. Then in section 9 follows an example of a planar triangle diagram with only one master integral, showing the intersection approach alongside a traditional cut-based extraction. Section 10 discusses a certain planar diagram, that is of interest due to peculiar properties of the Baikov polynomial, something that in the past has led to ambiguities in the counting of master integrals in that sector. Sections 11 and 12 discuss two double-box integrals, with and without an internal mass. The massive case is of interest as this is our first example in which the intersection theory on the maximal cut, detects a relation that is not usually found by IBP identities. The next two sections applies the theory to some cases of physical interest, namely Bhabha scattering in section 13, and associated Higgs production $(H+j$ and $H H)$ in section 14. These two cases are at the edge of what is possible to fully reduce with traditional IBP methods. Then follows section 15 on the celebrated penta-box in a planar and a non-planar version and section 16 about its generalizations to cases with massive legs, and significantly to cases with more legs, including an $n$-leg example. In section 17 we look some high-loop integrals (planar and non-planar) that contribute to $H+j$ production, and we show several $n$-loop generalizations thereof (that we denote "rocket diagrams"), including their reductions unto master integrals, and their differential equations.

The following two sections contain discussions on the extension of the one-form algorithm described in this paper, to higher forms. Section 18 discusses one approach that consists of iterating the one-form algorithm combined with direct integration. Section 19 discusses another genuinely multivariate approach in which the intersection numbers are computed using intersecting hyperplanes. Finally section 20 contains our conclusions and discussion. The paper ends with two appendices. First appendix A in which we discuss the relation between the number of critical points and the number of master integrals. In particular we calculate the number of critical points with both the standard and the Loop-by-Loop approaches to Baikov parametrization on the maximal cut, and we discuss in detail the cases in which the two numbers thereby obtained are in disagreement. Then follows appendix B in which we use the iterated one-form algorithm to derive expressions for the integrand in the Loop-by-Loop approach when the ISPs that get integrated out are present.

## 2 Basics of hypergeometric integrals

In this section we review a few concepts from the theory of hypergeometric functions and Feynman integrals that serve as a basis for the remainder of the paper.

Consider an integral $I$ over the variables $\mathbf{z}=\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ of the general form:

$$
\begin{equation*}
I=\int_{\mathcal{C}} u(\mathbf{z}) \varphi(\mathbf{z}), \tag{2.1}
\end{equation*}
$$

where $u(\mathbf{z})$ is a multi-valued function and $\varphi(\mathbf{z})=\hat{\varphi}(\mathbf{z}) d^{m} \mathbf{z}$ is a differential $m$-form. We assume that $u(\mathbf{z})$ vanishes on the boundaries of $\mathcal{C}, u(\partial \mathcal{C})=0$, so that, upon integration no surface-term is leftover. For example, choosing

$$
\begin{equation*}
u(z)=z^{a}(z-1)^{b}, \quad \varphi(z)=\frac{d z}{z(z-1)}, \quad \mathcal{C}=[0,1] \tag{2.2}
\end{equation*}
$$

gives the Euler beta function $B(a, b)$ for $\operatorname{Re}(a), \operatorname{Re}(b)>0$. More generally, integrals of the type (2.1) are called Aomoto-Gel'fand hypergeometric functions [81, 82], or simply hypergeometric functions.

As with any integral, there could exist many forms $\varphi$ that integrate to give the same result $I$. Let us consider the total derivative of $u$ times any ( $m-1$ )-differential form $\xi$ :

$$
\begin{equation*}
\int_{\mathcal{C}} d(u \xi)=0 . \tag{2.3}
\end{equation*}
$$

By Stokes' theorem, the result is zero due to our choice of the integration domain $\mathcal{C}$. Let us manipulate the above integral so that it is of the form (2.1):

$$
\begin{equation*}
0=\int_{\mathcal{C}} d(u \xi)=\int_{\mathcal{C}}(d u \wedge \xi+u d \xi)=\int_{\mathcal{C}} u\left(\frac{d u}{u} \wedge+d\right) \xi \equiv \int_{\mathcal{C}} u \nabla_{\omega} \xi . \tag{2.4}
\end{equation*}
$$

In the final equality we defined a connection $\nabla_{\omega}$, which differs from the usual derivative by the one-form $\omega$ :

$$
\begin{equation*}
\nabla_{\omega} \equiv d+\omega \wedge, \quad \text { where } \quad \omega \equiv d \log u . \tag{2.5}
\end{equation*}
$$

Since the above expression integrates to zero, we have

$$
\begin{equation*}
\int_{\mathcal{C}} u \varphi=\int_{\mathcal{C}} u\left(\varphi+\nabla_{\omega} \xi\right) . \tag{2.6}
\end{equation*}
$$

Hence $\varphi$ and $\varphi+\nabla_{\omega} \xi$ carry the same information and we can talk about equivalence (cohomology) classes $\omega\langle\varphi\rangle$ of forms that integrate to the same result:

$$
\begin{equation*}
\omega\langle\varphi|: \varphi \sim \varphi+\nabla_{\omega} \xi . \tag{2.7}
\end{equation*}
$$

In other words, whenever two forms are equal to each other up to integration-by-parts identities, they belong to the same equivalence class. This class is called a twisted cocycle. The word twisted refers to the fact that the usual derivative operator $d$ is replaced by the covariant derivative $\nabla_{\omega}$ given in (2.5), as a consequence of the presence of the multivalued function $u$ in the hypergeometric integral. We often refer to any representative of
the class (2.7) as twisted cocycle, as well as drop the subscript $\omega$ when it is clear from the context. ${ }^{1}$ A remarkable observation is that we can pair up $\langle\varphi|$ and $\left.\mid \mathcal{C}\right]$ to obtain the integral from (2.1), which we denote by

$$
\begin{equation*}
\langle\varphi| \mathcal{C}] \equiv \int_{\mathcal{C}} u \varphi \tag{2.8}
\end{equation*}
$$

This integral representation, as a bilinear in $\langle\varphi|$ and $\mid \mathcal{C}]$, is suitable for establishing linear relations between hypergeometric functions. In fact, let us assume that the number of linearly-independent twisted cocycles is $\nu$, and indicate an arbitrary basis of forms,

$$
\begin{equation*}
\left\langle e_{1}\right|, \quad\left\langle e_{2}\right|, \quad \cdots, \quad\left\langle e_{\nu}\right| . \tag{2.9}
\end{equation*}
$$

A basis decomposition is achieved by expressing an arbitrary twisted cocycle, say $\langle\varphi|$, as a linear combination of the above ones. This goal be achieved as follows. Introduce a dual (and auxiliary) space of twisted cocycles, whose basis is denoted by $\left|h_{i}\right\rangle$ for $i=1,2, \ldots, \nu$, and consider the matrix $\mathbf{C}$, whose entries are the pairing $\left\langle e_{i} \mid h_{j}\right\rangle$,

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid h_{j}\right\rangle \quad \text { for } \quad i, j=1,2, \ldots, \nu . \tag{2.10}
\end{equation*}
$$

This pairing is called the intersection number of $\left\langle e_{i}\right|$ and $\left|h_{j}\right\rangle$. We then construct the $(\nu+1) \times(\nu+1)$ matrix $\mathbf{M}$, defined as,

$$
\mathbf{M}=\left(\begin{array}{ccccc}
\langle\varphi \mid \psi\rangle & \left\langle\varphi \mid h_{1}\right\rangle & \left\langle\varphi \mid h_{2}\right\rangle & \ldots & \left\langle\varphi \mid h_{\nu}\right\rangle  \tag{2.11}\\
\left\langle e_{1} \mid \psi\right\rangle & \left\langle e_{1} \mid h_{1}\right\rangle & \left\langle e_{1} \mid h_{2}\right\rangle & \ldots & \left\langle e_{1} \mid h_{\nu}\right\rangle \\
\left\langle e_{2} \mid \psi\right\rangle & \left\langle e_{2} \mid h_{1}\right\rangle & \left\langle e_{2} \mid h_{2}\right\rangle & \ldots & \left\langle e_{2} \mid h_{\nu}\right\rangle \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left\langle e_{\nu} \mid \psi\right\rangle & \left\langle e_{\nu} \mid h_{1}\right\rangle & \left\langle e_{\nu} \mid h_{2}\right\rangle & \ldots & \left\langle e_{\nu} \mid h_{\nu}\right\rangle
\end{array}\right) \equiv\left(\begin{array}{cc}
\langle\varphi \mid \psi\rangle & \mathbf{A}^{\top} \\
\mathbf{B} & \mathbf{C}
\end{array}\right) .
$$

The columns of the matrix $\mathbf{M}$ are labelled by $|\psi\rangle,\left|h_{1}\right\rangle,\left|h_{2}\right\rangle, \ldots,\left|h_{\nu}\right\rangle$ for an arbitrary $|\psi\rangle$, while the rows are labelled by $\langle\varphi|,\left\langle e_{1}\right|,\left\langle e_{2}\right|, \ldots,\left\langle e_{\nu}\right|$. Each entry is given by a pairing (bilinear) of the corresponding row and column. In the second equality, we expose the structure of $\mathbf{M}$ as a $\nu \times \nu$ submatrix $\mathbf{C}$, a column vector $\mathbf{B}$ and a row vector $\mathbf{A}^{\top}$, respectively with elements $\mathbf{B}_{i}=\left\langle e_{i} \mid \psi\right\rangle$ and $\mathbf{A}_{i}=\left\langle\varphi \mid h_{i}\right\rangle$ (for $i=1,2, \ldots, \nu$ ).

The fact that the $\nu+1$ cocycles labelling the rows and columns are necessarily linearly dependent (since the basis is $\nu$-dimensional) and that each entry of $\mathbf{M}$ is a bilinear, implies that the determinant of this matrix vanishes. Using the well-known identity for the determinant of a block matrix, we find:

$$
\begin{equation*}
\operatorname{det} \mathbf{M}=\operatorname{det} \mathbf{C}\left(\langle\varphi \mid \psi\rangle-\mathbf{A}^{\top} \mathbf{C}^{-1} \mathbf{B}\right)=0 . \tag{2.12}
\end{equation*}
$$

[^0]In addition, det $\mathbf{C}$ cannot be zero (by definition), since it is formed from bilinears between two bases. Therefore we conclude that:

$$
\begin{align*}
\langle\varphi \mid \psi\rangle & =\mathbf{A}^{\top} \mathbf{C}^{-1} \mathbf{B} \\
& =\sum_{i, j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i} \mid \psi\right\rangle . \tag{2.13}
\end{align*}
$$

Given the arbitrariness of $|\psi\rangle$, we obtain the master decomposition formula

$$
\begin{equation*}
\langle\varphi|=\sum_{i, j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i}\right|, \tag{2.14}
\end{equation*}
$$

which provides an explicit way of projecting $\langle\varphi|$ onto a basis of $\left\langle e_{i}\right|$. Following [1], in this paper we use (2.14) to perform the decomposition of Feynman integrals in terms of master integrals, on the maximal cut. For example, by contracting both sides with the twisted cycle $\mid \mathcal{C}]$ (which boils down to multiplying by $u$ and integrating over $\mathcal{C}$ ), we have a linear identity between integrals:

$$
\begin{equation*}
\int_{\mathcal{C}} u \varphi=\sum_{i, j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i} \int_{\mathcal{C}} u e_{i} . \tag{2.15}
\end{equation*}
$$

Similarly, the same idea can be used to derive linear system of differential equations satisfied by the basis integrals $\left.\left\langle e_{i}\right| \mathcal{C}\right]$ in some external variable $x$. It is enough to notice that

$$
\begin{equation*}
\left.\left.\partial_{x}\left\langle e_{i}\right| \mathcal{C}\right]=\partial_{x} \int_{\mathcal{C}} u e_{i}=\int_{\mathcal{C}} u\left(\partial_{x}+\sigma \wedge\right) e_{i}=\left\langle\left(\partial_{x}+\sigma \wedge\right) e_{i}\right| \mathcal{C}\right], \tag{2.16}
\end{equation*}
$$

where $\sigma \equiv \partial_{x} \log (u)$. Let us remark that even if $\mathcal{C}$ depends on $x$, the differential operator $\partial_{x}$ commutes with the integral sign, due to the vanishing of $u$ on the boundary of $\mathcal{C}$. Therefore, the problem reduces to projecting $\left\langle\left(\partial_{x}+\sigma \wedge\right) e_{i}\right|$ on the right-hand side back onto a basis using (2.14).

One should think of $\left\langle e_{i}\right|$ and $\left|h_{j}\right\rangle$ as parameterizing a vector space of inequivalent integrands of a hypergeometric function. In this sense $\mathbf{C}$ provides a metric on this space. Naturally, the prescription (2.14) is only useful if computing invariants of the type $\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle$ is efficient. We argue that this is the case. It turns out that the dual space of twisted cocycles has a straightforward interpretation as the equivalence classes:

$$
\begin{equation*}
|\varphi\rangle_{\omega}: \varphi \sim \varphi+\nabla_{-\omega} \xi, \tag{2.17}
\end{equation*}
$$

where the only difference to (2.7) is the use of the connection $\nabla_{-\omega} \equiv d-\omega \wedge$ instead of $\nabla_{\omega}$. The resulting bilinear:

$$
\begin{equation*}
\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle_{\omega} \tag{2.18}
\end{equation*}
$$

is called the intersection number of $\left\langle\varphi_{L}\right|$ and $\left|\varphi_{R}\right\rangle$. This term is conventionally used in the literature on hypergeometric functions, but it does not mean that $\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle_{\omega}$ is an integer. In general, it can be a rational function of external parameters. The characteristic property
of the intersection number is that it is a bilinear in the two equivalence classes. We give multiple ways of computing it throughout the text.

In this brief review, we only scratched the surface of the fascinating theory of hypergeometric functions. We refer the interested reader to $[80,83]$ for review of twisted (co)homologies and their intersection theory, as well as $[1,79,84,85]$ and $[86,87]$ for some recent applications of these ideas to physics.

In the following, we focus on Feynman integrals. In order to translate them into the form (2.1) we make use of the Baikov representation in the standard form [58] and the Loop-by-Loop approach developed in [65].

## 3 Feynman integral decomposition

Consider scalar Feynman integrals with $L$ loops, $E+1$ external momenta, and $N=L E+$ $\frac{1}{2} L(L+1)$ (generalised) denominators ${ }^{2}$ in a generic dimension $d$ :

$$
\begin{equation*}
I_{a_{1}, a_{2}, \ldots, a_{N}} \equiv \int \prod_{i=1}^{L} \frac{d^{d} k_{i}}{\pi^{d / 2}} \prod_{j=1}^{N} \frac{1}{D_{j}^{a_{j}}} . \tag{3.1}
\end{equation*}
$$

where $D_{j}$ stands for either a genuine denominator or an irreducible scalar product (ISP).
In Baikov representation, one changes the integration variables, from the loop momenta $k_{i}$ to the denominators $D_{j}$, at the cost of introducing a Jacobian, see, e.g., [12, 88] or appendix A of [1]. Here we summarize the final forms of the standard and Loop-byLoop Baikov representations.

1. Standard Baikov representation. In this case, [58], after the change of variables, the Feynman integral may be written as,

$$
\begin{equation*}
I_{a_{1}, a_{2}, \ldots, a_{N}} \equiv K \int_{\mathcal{C}} u \varphi \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
u=B^{\gamma}, \quad \gamma \equiv(d-E-L-1) / 2 \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi \equiv \hat{\varphi} d^{N} \mathbf{z}, \quad \hat{\varphi} \equiv \frac{1}{z_{1}^{a_{1}} z_{2}^{a_{2}} \cdots z_{N}^{a_{N}}}, \quad d^{N} \mathbf{z} \equiv d z_{1} \wedge d z_{2} \wedge \cdots \wedge d z_{N}, \tag{3.4}
\end{equation*}
$$

and where $B$ is the Baikov polynomial computed as a determinant of the Gram matrix of scalar products, depending on loop momenta, and $K$ is a constant pre-factor (independent of the integration variables), which may depend on the external kinematic invariants and on the dimensional regulator $d$. The integration contour $\mathcal{C}$ is defined such that $B$ vanishes on its boundaries.

[^1]We can re-express it, in the language of intersection theory, as a bilinear pairing,

$$
\begin{equation*}
\left.I_{a_{1}, a_{2}, \ldots, a_{N}} \equiv K\langle\varphi| \mathcal{C}\right]_{\omega}, \tag{3.5}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega \equiv d \log (u)=\gamma d \log (B) . \tag{3.6}
\end{equation*}
$$

2. Loop-by-Loop (LBL) Baikov representation. In this case [65], after the change of variables, the number of integration variables $M$ can be smaller than the $N$ (because $N-M$ ISPs have been integrated out). For this case, the integral have the form

$$
\begin{equation*}
\left.I_{a_{1}, a_{2}, \ldots, a_{M}, a_{M+1}, \ldots, a_{N}} \equiv K \int_{\mathcal{C}} u \varphi=K\langle\varphi| \mathcal{C}\right]_{\omega} \tag{3.7}
\end{equation*}
$$

with

$$
\begin{equation*}
u=B_{1}^{\gamma_{1}} B_{2}^{\gamma_{2}} \cdots B_{n}^{\gamma_{n}}, \quad \omega \equiv d \log (u)=\sum_{i=1}^{n} \gamma_{i} d \log \left(B_{i}\right), \quad(n \leq 2 L-1), \tag{3.8}
\end{equation*}
$$

and where

$$
\begin{equation*}
\varphi \equiv \hat{\varphi} d^{M} \mathbf{z}, \quad \hat{\varphi} \equiv \frac{f\left(z_{1}, \ldots, z_{M}\right)}{z_{1}^{a_{1}} z_{2}^{a_{2}} \cdots z_{M}^{a_{M}}}, \quad d^{M} \mathbf{z} \equiv d z_{1} \wedge d z_{2} \wedge \cdots \wedge d z_{M} \tag{3.9}
\end{equation*}
$$

where $f$ is a rational function of the $z_{i}$ (that is 1 if all $a_{i}$ with $i>M$ are 0 ).
More explicitly the set of $B_{i}$ in the Loop-by-Loop approach generally consists of $L$ Baikov polynomials for the individual loops, and $L-1$ additional Gram determinants, in accordance with the prescription in ref. [65]. How small $M$ can be made depends in general on the underlying Feynman graph. ${ }^{3}$
3. Cut integrals. Within the Baikov representation, the on-shell cut-conditions $D_{i}=0$ are most naturally expressed as a contour integration. Any multiple $m$-cut integral, with $D_{1}=D_{2}=\cdots=D_{m}=0$, becomes

$$
\begin{equation*}
\left.I_{a_{1}, a_{2}, \ldots, a_{N}}\right|_{m \text {-cut }} \equiv K \int_{\mathcal{C}_{m-\mathrm{cut}}} u \varphi \tag{3.10}
\end{equation*}
$$

where the deformed contour is defined as

$$
\begin{equation*}
\mathcal{C}_{m \text {-cut }}=\circlearrowleft_{1} \wedge \circlearrowleft_{2} \wedge \ldots \wedge \circlearrowleft_{m} \wedge \mathcal{C}^{\prime} \tag{3.11}
\end{equation*}
$$

with the $\circlearrowleft_{i}$-contours denoting a small loop in the complex plane around the pole at $z_{i}=0$. Accordingly, the integration domain of the cut-integral is given by the geometric intersection of $\mathcal{C}$ with the planes $z_{i}=0,(i=1,2, \ldots, m)$ identifying the on-shell conditions,

$$
\begin{equation*}
\mathcal{C}^{\prime} \equiv \bigcap_{i=1}^{m}\left\{z_{i}=0\right\} \cap \mathcal{C} . \tag{3.12}
\end{equation*}
$$

[^2]In general, the domain $\mathcal{C}^{\prime}$ may admit a decomposition into subregions,

$$
\begin{equation*}
\mathcal{C}^{\prime}=\bigcup_{j} \mathcal{C}_{j}{ }^{\prime} \tag{3.13}
\end{equation*}
$$

though only $\nu$ of them can be independent. After integrating over the cut variables, the left over (phase-space) integral reads as,

$$
\begin{equation*}
\left.I_{a_{1}, a_{2}, \ldots, a_{N}}\right|_{m \text {-cut }}=K^{\prime} \int_{\mathcal{C}^{\prime}} u^{\prime} \varphi^{\prime} \tag{3.14}
\end{equation*}
$$

with

$$
\begin{align*}
K^{\prime} u^{\prime} & =\left.(K u)\right|_{z_{1}=\ldots=z_{m}=0}, \quad \varphi^{\prime} \equiv \hat{\varphi}^{\prime} d^{N-m} \mathbf{z}^{\prime},  \tag{3.15}\\
\hat{\varphi}^{\prime} & \equiv \frac{f\left(z_{m+1}, \ldots, z_{N}\right)}{\left.z_{m+1}^{a_{m+1} \cdots z_{N}}\left(\frac{\mathcal{D}_{m}(u)}{u}\right)\right|_{z_{1}=\ldots=z_{m}=0}},  \tag{3.16}\\
\mathcal{D}_{m} & \equiv \prod_{i=1}^{m} \frac{\partial_{z_{i}}^{\left(a_{i}-1\right)}}{\left(a_{i}-1\right)!},  \tag{3.17}\\
d^{N-m} \mathbf{z}^{\prime} & \equiv d z_{m+1} \wedge \cdots \wedge d z_{N}, \tag{3.18}
\end{align*}
$$

where $u^{\prime}$ vanishes on the boundary $\mathcal{C}^{\prime}$, and $f$ is a rational function (see eqs. (3.9)). Therefore, also the $m$-cut integral keeps admitting a bilinear pairing representation,

$$
\begin{equation*}
\left.\left.I_{a_{1}, a_{2}, \ldots, a_{N}}\right|_{m \text {-cut }}=I_{a_{m+1}, \ldots, a_{N}}=K^{\prime}{ }_{\omega^{\prime}}\left\langle\varphi^{\prime}\right| \mathcal{C}^{\prime}\right] \quad \text { with } \quad \omega^{\prime} \equiv d \log \left(u^{\prime}\right) . \tag{3.19}
\end{equation*}
$$

Notation. In the following examples, for ease of notation, we drop the prime symbol ${ }^{\prime}$, and use directly $K, u, \omega, \varphi$ and $z$ to express the various quantities on the cut. Moreover, in the univariate case where after the maximal cut the integrals are characterized by a single ISP, we use the notation $\left.I_{a_{1}, a_{2}, \ldots, a_{N}}\right|_{m \text {-cut }} \equiv I_{a_{1}, \ldots, a_{m} ; a_{m+1}}$, where $a_{m+1}$ is the power of the remaining irreducible scalar product.

### 3.1 Intersection numbers of one-forms

In this section we specialize to the case when $\varphi$ are 1-forms. Consider,

$$
\begin{equation*}
\nu=\{\text { the number of solutions of } \omega=0\}, \tag{3.20}
\end{equation*}
$$

and define $\mathcal{P}$ as the set of poles of $\omega$,

$$
\begin{equation*}
\mathcal{P} \equiv\{z \mid z \text { is a pole of } \omega\} . \tag{3.21}
\end{equation*}
$$

Note that $\mathcal{P}$ can also include the pole at infinity if $\operatorname{Res}_{z=\infty}(\omega) \neq 0 .{ }^{4}$

[^3]Given two (univariate) 1-forms $\varphi_{L}$ and $\varphi_{R}$, we define the intersection number as [77, 78]

$$
\begin{equation*}
\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle_{\omega}=\sum_{p \in \mathcal{P}} \operatorname{Res}_{z=p}\left(\psi_{p} \varphi_{R}\right), \tag{3.22}
\end{equation*}
$$

where, $\psi_{p}$ is a function ( 0 -form), solution to the differential equation $\nabla_{\omega} \psi=\varphi_{L}$, around $p$, i.e.,

$$
\begin{equation*}
\nabla_{\omega_{p}} \psi_{p}=\varphi_{L, p}, \tag{3.23}
\end{equation*}
$$

where $\nabla_{\omega}$ was defined in eq. (2.5) (the notation $f_{p}$ indicates the Laurent expansion of $f$ around $z=p$ ). The above equation can be also solved globally, however only a handful of terms in the Laurent expansion around $z=p$ are needed to evaluate the residue in (3.22). In particular, after defining $\tau \equiv z-p$, and the ansatz,

$$
\begin{align*}
\psi_{p} & =\sum_{j=\min }^{\max } \psi_{p}^{(j)} \tau^{j}+\mathcal{O}\left(\tau^{\max +1}\right)  \tag{3.24}\\
\min & =\operatorname{ord}_{p}\left(\varphi_{L}\right)+1, \quad \max =-\operatorname{ord}_{p}\left(\varphi_{R}\right)-1 \tag{3.25}
\end{align*}
$$

the differential equation in eq. (3.23) freezes all unknown coefficients $\psi_{p}^{(j)}$. In other words, the Laurent expansion of $\psi_{p}$ around each $p$, is determined by the Laurent expansion of $\varphi_{L, R}$ and of $\omega$. A given point $p$ contributes only if the condition $\min \leq \max$ is satisfied, and the above expansion exists only if $\operatorname{Res}_{z=p}(\omega)$ is not a non-positive integer.

Symmetry properties. Intersection numbers of one-forms have the following symmetry property under the exchange of $\varphi_{L}$ and $\varphi_{R}$,

$$
\begin{equation*}
\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle_{\omega}=-\left\langle\varphi_{R} \mid \varphi_{L}\right\rangle_{-\omega}, \tag{3.26}
\end{equation*}
$$

Notice that on the r.h.s. the intersection number is evaluated with respect to the form $-\omega$ (instead of $\omega$ ).

Logarithmic forms. When both $\varphi_{L}$ and $\varphi_{R}$ are logarithmic, meaning that $\operatorname{ord}_{p}\left(\varphi_{L / R}\right) \geq$ -1 for all points $p \in \mathcal{P}$, then the formula (3.22) simplifies to

$$
\begin{equation*}
\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle_{\omega}=\sum_{p \in \mathcal{P}} \frac{\operatorname{Res}_{z=p}\left(\varphi_{L}\right) \operatorname{Res}_{z=p}\left(\varphi_{R}\right)}{\operatorname{Res}_{z=p}(\omega)} . \tag{3.27}
\end{equation*}
$$

Note that in this case the intersection number becomes symmetric in $\varphi_{L}$ and $\varphi_{R}$, i.e.,

$$
\begin{equation*}
\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle_{\omega}=\left\langle\varphi_{R} \mid \varphi_{L}\right\rangle_{\omega}, \tag{3.28}
\end{equation*}
$$

while (3.26) still holds.
Vector space metric, integral decomposition and master integrals. Following the discussion in section 2, consider an $\nu$-dimensional vector space, and its dual space, whose basis are respectively represented as, $\left\langle e_{i}\right|$ and $\left|h_{i}\right\rangle$ with $i=1,2, \ldots, \nu$. We use intersection numbers to define a metric on this space

$$
\begin{equation*}
\mathbf{C}_{i j} \equiv\left\langle e_{i} \mid h_{j}\right\rangle, \tag{3.29}
\end{equation*}
$$

which gives rise to $\nu \times \nu$ matrix $\mathbf{C}$. According to the master decomposition formula eq. (2.14), any element $\langle\varphi\rangle$ of the space can be decomposed in terms of $\left\langle e_{i}\right\rangle$, as

$$
\begin{equation*}
\langle\varphi|=\sum_{i, j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle e_{i}\right| . \tag{3.30}
\end{equation*}
$$

Therefore, the pairing of $\langle\varphi|$ on the l.h.s. and $\left\langle e_{i}\right|$ on the r.h.s. with the integration cycle $\mid \mathcal{C}]$, univocally gives rise to the decomposition (on the cut) of the Feynman integral $I$ in terms of master integrals $J_{i}$, by means of projections built with intersection numbers, i.e.

$$
\begin{equation*}
I=K\langle\varphi| \mathcal{C}]=\sum_{i=1}^{\nu} c_{i} J_{i} \tag{3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.J_{i} \equiv K E_{i}, \quad \text { with } \quad E_{i} \equiv\left\langle e_{i}\right| \mathcal{C}\right], \tag{3.32}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{i} \equiv \sum_{j=1}^{\nu}\left\langle\varphi \mid h_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i} . \tag{3.33}
\end{equation*}
$$

The main goal of this work is to show that the decomposition formulas for Feynman integrals obtained by intersection numbers are equivalent to the one derived by the standard integration-by-parts identities (IBPs). Very interestingly, using intersection numbers, the system-solving strategy inherent to the IBP-decomposition is completely bypassed [1].

Reducible integrals and maximal cuts. As shown, the number of independent basis forms, and hence MIs, is given by $\nu$. Therefore, for any given integral family the existence of MIs is due to the existence of the solutions for $\omega=0$. It is possible to identify a few special cases:

- Reducibility. Absence of master integrals, amounting to $\nu=0$, can happen either when Baikov polynomial on the maximal cut is vanishing, $B=0$, or when $B$ is linear in the integration variable, $B=z$ : in the former case, $\omega$ does not exist; in the latter case, $u=B^{\gamma}$, therefore $\omega=\gamma d z / z$, and $\omega=0$ has no solutions. In these cases, the integral family is reducible, namely the corresponding integrals can be expressed as a combination of the master integrals of the subtopologies.
- Maximal cuts. Baikov polynomial $B$ is a non-zero constant on the maximal cut. This means that no ISP is left over to parametrize the cut integral. In other words, the integral is fully localized by the cut-conditions. In this case, the condition $\omega=0$ is always satisfied, and there is $\nu=1$ master integral.

This situation may occur, for instance, at one-loop, where maximal cuts are indeed maximum cuts.

Choices of bases. The bases $\left|h_{i}\right\rangle$ and $\left|e_{i}\right\rangle$ can be different from each other, but $\left|h_{i}\right\rangle=\left|e_{i}\right\rangle$ is a possible choice too. We decompose 1 -form employing either a monomial basis

$$
\begin{equation*}
\left\langle e_{i}\right|=\left\langle\phi_{i}\right| \equiv z^{i-1} d z, \tag{3.34}
\end{equation*}
$$

or a dlog-basis, of the type,

$$
\begin{equation*}
\left\langle e_{i}\right|=\left\langle\varphi_{i}\right| \equiv \frac{d z}{z-z_{i}}, \tag{3.35}
\end{equation*}
$$

where $z_{i}$ are poles of $\omega$.
Alternatively, orthonormal bases for twisted cocycles can be chosen as follows. Out of the set of poles $\mathcal{P}=\left\{z_{1}, z_{2}, \ldots, z_{\nu+1}, z_{\nu+2}\right\}$ pick two special ones, say $z_{\nu+1}$ and $z_{\nu+2}$. Then construct bases of $\nu$ one-forms using:

$$
\begin{equation*}
\left\langle e_{i}\right| \equiv d \log \frac{z-z_{i}}{z-z_{\nu+1}}, \quad\left|h_{i}\right\rangle \equiv \operatorname{Res}_{z=z_{i}}(\omega) d \log \frac{z-z_{i}}{z-z_{\nu+2}} \tag{3.36}
\end{equation*}
$$

for $i=1,2, \ldots, \nu$. With this choice, the intersection matrix $\mathbf{C}$ becomes the identity matrix,

$$
\begin{equation*}
\mathbf{C}_{i j}=\delta_{i j} \tag{3.37}
\end{equation*}
$$

as can be shown directly using the residue prescription (3.22), and therefore the basis decomposition formula simplifies to

$$
\begin{equation*}
\langle\varphi|=\sum_{i=1}^{\nu}\left\langle\varphi \mid h_{i}\right\rangle\left\langle e_{i}\right| . \tag{3.38}
\end{equation*}
$$

### 3.2 System of differential equations

Let us give more details about deriving systems of differential equations using intersection numbers.

Consider the system of differential equations in $x$ for the basis $\left\langle e_{i}\right|$,

$$
\begin{equation*}
\partial_{x}\left\langle e_{i}\right|=\boldsymbol{\Omega}_{i j}\left\langle e_{j}\right|, \quad \boldsymbol{\Omega}=\boldsymbol{\Omega}(d, x), \tag{3.39}
\end{equation*}
$$

in general depending on the space-time dimension $d$ and external variables $x$. Let us consider the l.h.s. of eq. (3.39), after taking the derivative in $x$,

$$
\begin{equation*}
\partial_{x}\left\langle e_{i}\right|=\left\langle\left(\partial_{x}+\sigma \wedge\right) e_{i}\right| \equiv\left\langle\Phi_{i}\right|, \tag{3.40}
\end{equation*}
$$

where $\sigma=\partial_{x} \log u$. Here $\left\langle\Phi_{i}\right|$ can be decomposed in terms of $\left\langle e_{i}\right|$, by means of intersection numbers,

$$
\begin{align*}
\left\langle\Phi_{i}\right| & =\left\langle\Phi_{i} \mid h_{k}\right\rangle\left(\mathbf{C}^{-1}\right)_{k j}\left\langle e_{j}\right|  \tag{3.41}\\
& =\mathbf{F}_{i k}\left(\mathbf{C}^{-1}\right)_{k j}\left\langle e_{j}\right|  \tag{3.42}\\
& =\boldsymbol{\Omega}_{i j}\left\langle e_{j}\right|, \tag{3.43}
\end{align*}
$$

where summation over indices $j, k$ is implied and we introduced the intersection matrix

$$
\begin{equation*}
\mathbf{F}_{i k} \equiv\left\langle\Phi_{i} \mid h_{k}\right\rangle \tag{3.44}
\end{equation*}
$$

as well as defined the matrix $\boldsymbol{\Omega}$ as,

$$
\begin{equation*}
\Omega \equiv \mathbf{F C}^{-1} \tag{3.45}
\end{equation*}
$$

appearing in the r.h.s. of eq. (3.39).
In [1], it was observed that in the case of dlog-basis defined for integrals within the standard Baikov representation (for which $u=B^{\gamma}$ ), the matrix $\mathbf{C}^{-1}$ is $\gamma$-factorized, and so it is the $\boldsymbol{\Omega}$ matrix. Therefore the system of differential equations for the dlog-basis is canonical [9] by construction, around the critical dimension $\gamma=0$.

Master Integrals in $d$ dimensions correspond to integrals of the form

$$
\begin{equation*}
\left.J_{i} \equiv K E_{i}, \quad \text { with } \quad E_{i} \equiv\left\langle e_{i}\right| \mathcal{C}\right], \tag{3.46}
\end{equation*}
$$

where $K$ may depend on $x$ as well. Therefore, if,

$$
\begin{equation*}
\partial_{x}\left\langle e_{i}\right|=\boldsymbol{\Omega}_{i j}\left\langle e_{j}\right|, \tag{3.47}
\end{equation*}
$$

then the system of differential equations for $J_{i}$ reads,

$$
\begin{gather*}
\partial_{x} J_{i}=\mathbf{A}_{i j} J_{j},  \tag{3.48}\\
\text { where } \mathbf{A} \equiv \boldsymbol{\Omega}+\mathbf{K}, \quad \text { with } \mathbf{K}=\partial_{x} \log (K) \mathbb{I} . \tag{3.49}
\end{gather*}
$$

Solutions. The system of differential equations in eq. (3.47) can be used to deduce a single homogeneous differential equation of order $\nu$ for each $\left\langle e_{i}\right|$ separately $(i=1,2, \ldots, \nu)$. For each $i$, the $\nu$ independent solutions of such an equation can be found by building the pairing

$$
\begin{equation*}
\left.\mathbf{P}_{i j}=\left\langle e_{i}\right| \mathcal{C}_{j}\right]=\int_{\mathcal{C}_{j}} u e_{i}, \quad i, j=1,2, \ldots, \nu, \tag{3.50}
\end{equation*}
$$

where $\mathcal{C}_{j}$ are the independent sub-regions considered in eq. (3.13), see, e.g., [67, 71, 72]. The $\nu \times \nu$ matrix $\mathbf{P}$ is the resolvent matrix of the system of differential equations. For instance, by choosing a $\nu$-dimensional basis formed by $\left\langle e_{i}\right|$ and its derivatives up the $(\nu-1)^{\text {th }}$-order, $\mathbf{P}$ becomes the Wronski matrix, whose determinant is the Wronskian of the differential equation obeyed by $\left\langle e_{i}\right|$.

The matrix $\mathbf{P}$ plays an important role in the construction of canonical systems of differential equation [9], as it was observed in [70-72], generalizing the role of Magnus exponential matrix [33] to the case of elliptic equations. More generally, in the theory of hypergeometric functions, $\mathbf{P}$ is known as twisted period matrix. It can be used, for instance, to build the so called twisted Riemann period relations [77], a fundamental identity giving quadratic relations between hypergeometric functions. A proper study of twisted Riemann period relations to Feynman integrals goes beyond the scope of the current manuscript, and it is left to future investigations.

### 3.3 Dimensional recurrence relation

Within the standard Baikov representation, the $d$ dependence of Feynman integrals is carried solely by the prefactor $K$ and by the exponent $\gamma$ of the Baikov polynomial $B$. Let us write the MIs in $d+2 n$ dimensions as,

$$
\begin{equation*}
J_{i}^{(d+2 n)} \equiv K(d+2 n) E_{i}^{(d+2 n)}, \tag{3.51}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.E_{i}^{(d+2 n)} \equiv\left\langle B^{n} e_{i}\right| \mathcal{C}\right]=\int_{\mathcal{C}} u\left(B^{n} e_{i}\right), \quad i=1,2, \ldots, \nu \tag{3.52}
\end{equation*}
$$

and consider the decomposition of the $\left\langle B^{n} e_{i}\right|$ in terms of the basis $\left\langle e_{j}\right|$,

$$
\begin{equation*}
\left\langle B^{n} e_{i}\right|=\left(\mathbf{R}_{n}\right)_{i j}\left\langle e_{j}\right|, \quad n=0,1, \ldots, \nu-1 \tag{3.53}
\end{equation*}
$$

This equation can be interpreted as a change of basis, from $\left\langle e_{i}\right|$ with $(i=1,2, \ldots, \nu)$ to $\left\langle B^{n} e_{i}\right|$ with $(n=0,1, \ldots, \nu-1)$. We can, therefore, decompose $\left\langle B^{\nu} e_{i}\right|$ in terms of the new basis $\left\langle B^{n} e_{i}\right|$, as

$$
\begin{equation*}
\left\langle B^{\nu} e_{i}\right|=\sum_{n=0}^{\nu-1} c_{n}\left\langle B^{n} e_{i}\right| \tag{3.54}
\end{equation*}
$$

which can be written in the suggestive fashion,

$$
\begin{equation*}
\sum_{n=0}^{\nu} c_{n}\left\langle B^{n} e_{i}\right|=0 \tag{3.55}
\end{equation*}
$$

with $c_{\nu} \equiv-1$. Upon the pairing with $\left.\mid \mathcal{C}\right]$, it yields the recursion formula for the integral $E_{i}$,

$$
\begin{equation*}
\sum_{n=0}^{\nu} c_{n} E_{i}^{(d+2 n)}=0 \tag{3.56}
\end{equation*}
$$

where the coefficients $c_{n}$, computed by means of the master decomposition formula eq. (3.30), may depend on $d$ and on the kinematics. Finally, by a simple redefinition of the coefficients, the dimensional recurrence relation for the MIs $J_{i}$ arises,

$$
\begin{equation*}
\sum_{n=0}^{\nu} \alpha_{n} J_{i}^{(d+2 n)}=0 \tag{3.57}
\end{equation*}
$$

with $\alpha_{n} \equiv c_{n} / K(d+2 n)$.

## 4 Special functions

One-variable integrals of the hypergeometric type considered in this paper, may always ${ }^{5}$ be expressed in the form

$$
\begin{equation*}
I^{(\alpha)} \propto \int_{0}^{1} z^{\gamma_{1}}(1-z)^{\gamma_{2}} \prod_{i=3}^{\alpha}\left(1-x_{i} z\right)^{\gamma_{i}} d z \tag{4.1}
\end{equation*}
$$

For $\alpha=2,3,4$, this integral (up to pre-factors) corresponds to the Euler beta-function, the Gauss hypergeometric function ${ }_{2} F_{1}$, and the Appell $F_{1}$ function repectively, and the general case is known as the Lauricella $F_{D}$ functions.

In this section, we apply the ideas of intersection theory to these paradigmatic cases with their increasing level of complexity, in order to derive contiguity relations, which for hypergeometric functions play the same role that IBP identities play for Feynman integrals. ${ }^{6}$

[^4]
### 4.1 Euler beta integrals

We start by discussing integral relations associated to a simple class of integrals such as the Euler beta function, defined as

$$
\begin{equation*}
\beta(a, b) \equiv \int_{0}^{1} d z z^{a-1}(1-z)^{b-1}=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)} . \tag{4.2}
\end{equation*}
$$

### 4.1.1 Direct integration

Let us consider integrals of the type

$$
\begin{equation*}
I_{n} \equiv \int_{\mathcal{C}} u z^{n} d z, \quad u \equiv B^{\gamma}, \quad B \equiv z(1-z), \quad \mathcal{C} \equiv[0,1] . \tag{4.3}
\end{equation*}
$$

These integrals admit a closed-form expression in terms of $\Gamma$ functions,

$$
\begin{equation*}
I_{n}=\frac{\Gamma(1+\gamma) \Gamma(1+\gamma+n)}{\Gamma(2+2 \gamma+n)}, \tag{4.4}
\end{equation*}
$$

from which it is possible to derive a relation between $I_{n}$ and $I_{0}$,

$$
\begin{equation*}
I_{n}=\frac{\Gamma(1+\gamma+n) \Gamma(2+2 \gamma)}{\Gamma(1+\gamma) \Gamma(2+2 \gamma+n)} I_{0} . \tag{4.5}
\end{equation*}
$$

For instance, when $n=1$, it reads

$$
\begin{equation*}
I_{1}=\frac{1}{2} I_{0} . \tag{4.6}
\end{equation*}
$$

### 4.1.2 Integration-by-parts identities

Let us recover the same relation from integration by parts identities. With the choice of $\mathcal{C}$ as above, the following integration-by-parts identity holds

$$
\begin{equation*}
\int_{\mathcal{C}} d\left(B^{\gamma+1} z^{n-1}\right)=0 \tag{4.7}
\end{equation*}
$$

The action of the differential operator under the integral sign yields the following equation,

$$
\begin{equation*}
(\gamma+n) I_{n-1}-(1+2 \gamma+n) I_{n}=0 . \tag{4.8}
\end{equation*}
$$

Therefore we obtain the recurrence relation

$$
\begin{equation*}
I_{n}=\frac{(\gamma+n)}{(1+2 \gamma+n)} I_{n-1}, \tag{4.9}
\end{equation*}
$$

which, for $n=1$, gives

$$
\begin{equation*}
I_{1}=\frac{1}{2} I_{0} . \tag{4.10}
\end{equation*}
$$

### 4.1.3 Intersections

We are going to (re)derive, once more, the relations between Euler beta integrals using intersection numbers. We consider integrals defined as,

$$
\begin{equation*}
\left.I_{n} \equiv \int_{\mathcal{C}} u \phi_{n+1} \equiv{ }_{\omega}\left\langle\phi_{n+1}\right| \mathcal{C}\right], \quad \phi_{n+1} \equiv z^{n} d z \tag{4.11}
\end{equation*}
$$

with

$$
\begin{array}{lll}
u=B^{\gamma} & B=z(1-z), & \omega=d \log u=\gamma\left(\frac{1}{z}+\frac{1}{z-1}\right) d z, \\
\nu=1, & \mathcal{P}=\{0,1, \infty\} . & \tag{4.13}
\end{array}
$$

Monomial basis. $\quad \nu=1$ implies the existence of 1 master integral, which we choose as $\left.I_{0}=\omega\left\langle\phi_{1}\right| \mathcal{C}\right]$. The goal of this calculation is to derive the relation between $I_{1}$ and $I_{0}$,

$$
\begin{equation*}
\left.\left.I_{1}=c_{1} I_{0} \quad \Longleftrightarrow \quad \omega\left\langle\phi_{2}\right| \mathcal{C}\right]=c_{1} \omega\left\langle\phi_{1}\right| \mathcal{C}\right] \tag{4.14}
\end{equation*}
$$

which can be derived by decomposing $\left\langle\phi_{2}\right|$ in terms of $\left\langle\phi_{1}\right|$,

$$
\begin{equation*}
\left\langle\phi_{2}\right|=c_{1}\left\langle\phi_{1}\right|, \quad c_{1}=\left\langle\phi_{2} \mid \phi_{1}\right\rangle\left\langle\phi_{1} \mid \phi_{1}\right\rangle^{-1} \tag{4.15}
\end{equation*}
$$

Notice that since $\nu=1$, the intersection matrix $\mathbf{C}_{i j}$ has just one element $\mathbf{C}_{11}=\left\langle\phi_{1} \mid \phi_{1}\right\rangle$.
We need to evaluate the intersection numbers $\left\langle\phi_{1} \mid \phi_{1}\right\rangle$, and $\left\langle\phi_{2} \mid \phi_{1}\right\rangle$.
For each pole $p \in \mathcal{P}$, we identify $\phi_{i, p}$ (the series expansion of $\phi_{i}$ around $z=p$ ), and determine the associated function $\psi_{i, p}$ (the series expansion of $\psi_{i}$ around $z=p$ ), by solving the following differential equation,

$$
\begin{equation*}
\nabla_{\omega} \psi_{i, p}=\phi_{i, p} \tag{4.16}
\end{equation*}
$$

After inserting the series expansion of $\phi_{i, p}$ and an ansatz for $\psi_{i, p}$ in the above equation, we get an equation at each order on $p$, which together determines the coefficients in the ansatz for $\psi_{i, p}$. In practice, we introduce a local coordinate $\tau$, defined as $\tau=z-p$, for finite poles, or $\tau=1 / z$ for the pole at infinity, and consider the Laurent expansions around $\tau \rightarrow 0$ of,

$$
\begin{equation*}
\phi_{i, p}=\sum_{k=\min -1} \phi_{i, p}^{(k)} \tau^{k}, \quad \omega_{p}=\sum_{k=-1} \omega_{p}^{(k)} \tau^{k}, \quad \text { (known) } \tag{4.17}
\end{equation*}
$$

and the ansatz,

$$
\begin{equation*}
\psi_{p}=\sum_{k=\min }^{\max } \alpha_{k} \tau^{k}, \quad\left(\alpha_{k} \text { unknown }\right) \tag{4.18}
\end{equation*}
$$

to solve the following differential equation,

$$
\begin{equation*}
\frac{d}{d \tau} \psi_{p}+\omega_{p} \psi_{p}-\phi_{i, p}=0 \tag{4.19}
\end{equation*}
$$

In our case we have,

- For $\varphi_{L}=\phi_{1}=d z, \varphi_{R}=\phi_{1}=d z$ :

| $p$ | $\min$ | $\max$ | $\varphi_{L, p}$ | $\psi_{p}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | -1 | $d \tau$ | - |
| 1 | 1 | -1 | $d \tau$ | - |
| $\infty$ | -1 | 1 | $-d \tau / \tau^{2}$ | $\sum_{i=-1}^{1} \alpha_{i} \tau^{i}$ |

with

$$
\begin{equation*}
\alpha_{-1}=\frac{1}{2 \gamma+1}, \quad \alpha_{0}=-\frac{1}{2(2 \gamma+1)}, \quad \alpha_{1}=-\frac{\gamma}{2(2 \gamma-1)(2 \gamma+1)} \tag{4.20}
\end{equation*}
$$

Around $p=0,1$, the solution $\psi_{p}$ does not exist (owing to the values of min and max), therefore

$$
\begin{equation*}
\left\langle\phi_{1} \mid \phi_{1}\right\rangle=\operatorname{Res}_{z=\infty}\left(\psi_{\infty} \phi_{1}\right)=\frac{\gamma}{2(2 \gamma-1)(2 \gamma+1)} \tag{4.21}
\end{equation*}
$$

- For $\varphi_{L}=\phi_{2}=z d z, \varphi_{R}=\phi_{1}=d z$ :

| $p$ | $\min$ | $\max$ | $\varphi_{L, p}$ | $\psi_{p}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | -1 | $\tau d \tau$ | - |
| 1 | 1 | -1 | $d \tau$ | - |
| $\infty$ | -2 | 1 | $-d \tau / \tau^{3}$ | $\sum_{i=-2}^{1} \alpha_{i} \tau^{i}$ |

with

$$
\begin{align*}
\alpha_{-2} & =\frac{1}{2(\gamma+1)}, & \alpha_{-1} & =-\frac{\gamma}{2(\gamma+1)(2 \gamma+1)},  \tag{4.22}\\
\alpha_{0} & =-\frac{1}{4(2 \gamma+1)}, & \alpha_{1} & =-\frac{\gamma}{4(2 \gamma-1)(2 \gamma+1)} . \tag{4.23}
\end{align*}
$$

Around $p=0,1$, the solution $\psi_{p}$ does not exist, therefore

$$
\begin{equation*}
\left\langle\phi_{2} \mid \phi_{1}\right\rangle=\operatorname{Res}_{z=\infty}\left(\psi_{\infty} \phi_{1}\right)=\frac{\gamma}{4(2 \gamma-1)(2 \gamma+1)} . \tag{4.24}
\end{equation*}
$$

Notice that in the above formulas only the $p=\infty$ gave a non-trivial contribution. In general, the situation depends on the form of the integrands, and in particular on the values of min and max, which are dictated by the Laurent series expansions around $p$ of $\varphi_{L}$ and $\varphi_{R}$ paired in the intersection number $\left\langle\varphi_{L} \mid \varphi_{R}\right\rangle$.

Finally, we get the decomposition of $I_{1}$ in terms of $I_{0}$,

$$
\begin{align*}
& I_{1}=c_{1} I_{0},  \tag{4.25}\\
& c_{1}=\left\langle\phi_{2} \mid \phi_{1}\right\rangle\left\langle\phi_{1} \mid \phi_{1}\right\rangle^{-1}=\frac{1}{2}, \tag{4.26}
\end{align*}
$$

in agreement with eq. (4.6).
dlog-basis. Consider the master integral associated to the form

$$
\begin{equation*}
\varphi_{1}=d \log \frac{z}{z-1}=\left(\frac{1}{z}-\frac{1}{z-1}\right) d z \tag{4.27}
\end{equation*}
$$

and let us decompose both $\left\langle\phi_{1}\right|$ and $\left\langle\phi_{2}\right|$ in the basis of $\left\langle\varphi_{1}\right|$,

$$
\begin{align*}
\left\langle\phi_{1}\right| & =\left\langle\phi_{1} \mid \varphi_{1}\right\rangle\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle^{-1}\left\langle\varphi_{1}\right|,  \tag{4.28}\\
\left\langle\phi_{2}\right| & =\left\langle\phi_{2} \mid \varphi_{1}\right\rangle\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle^{-1}\left\langle\varphi_{1}\right| . \tag{4.29}
\end{align*}
$$

We need the intersection numbers,

$$
\begin{equation*}
\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle=\frac{2}{\gamma}, \quad\left\langle\phi_{1} \mid \varphi_{1}\right\rangle=\frac{1}{2 \gamma+1}, \quad\left\langle\phi_{2} \mid \varphi_{1}\right\rangle=\frac{1}{2(2 \gamma+1)} . \tag{4.30}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left\langle\phi_{1}\right|=\frac{\gamma}{2(2 \gamma+1)}\left\langle\varphi_{1}\right|, \quad\left\langle\phi_{2}\right|=\frac{\gamma}{4(2 \gamma+1)}\left\langle\varphi_{1}\right| \tag{4.31}
\end{equation*}
$$

from which one can also deduce $\left\langle\phi_{2}\right|=1 / 2\left\langle\phi_{1}\right|$.

Please note, that in this basis the metric term $\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle$ is very simple, and that $\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle^{-1}=\gamma / 2$, has $\gamma$ factorizing out.

This simple example contains all the relevant ingredients for the decomposition of Feynman integrals in terms of master integrals. It corresponds to a case with 1 master integral. We now consider two other cases, with respectively 2 and 3 master integrals, in order to show the algorithmic procedure of the decomposition by intersection numbers.

### 4.2 Gauss ${ }_{2} F_{1}$ hypergeometric function

Gauss ${ }_{2} F_{1}$ Hypergeomeric function is defined as

$$
\begin{equation*}
\beta(b, c-b){ }_{2} F_{1}(a, b, c ; x)=\int_{0}^{1} z^{b-1}(1-z)^{c-b-1}(1-x z)^{-a} d z \tag{4.32}
\end{equation*}
$$

The integration contour $\mathcal{C}$ is $[0,1]$, which is the twisted cycle. $\beta(b, c-b)$ is the Euler beta function defined in eq. (4.2). In order to use intersection theory, we re-express this integral in terms of the pairing of the twisted cycle and the twisted cocycle:

$$
\begin{equation*}
\left.\beta(b, c-b){ }_{2} F_{1}(a, b, c ; x)=\int_{\mathcal{C}} u \varphi={ }_{\omega}\langle\varphi| \mathcal{C}\right], \tag{4.33}
\end{equation*}
$$

where

$$
\begin{align*}
& u=z^{b-1}(1-x z)^{-a}(1-z)^{-b+c-1},  \tag{4.34}\\
& \omega=d \log u=\frac{x z^{2}(c-a-2)+z(a x-c+x+2)-b x z+b-1}{(z-1) z(x z-1)} d z,  \tag{4.35}\\
& \varphi=d z . \tag{4.36}
\end{align*}
$$

In this case, we have

$$
\begin{equation*}
\nu=2, \quad \mathcal{P}=\left\{0,1, \frac{1}{x}, \infty\right\} \tag{4.37}
\end{equation*}
$$

indicating the existence of 2 independent integrals. Contiguity relations for Gauss Hypergeometric functions can be obtained through intersection theory, via the master decomposition formula in eq. (3.30), requiring the knowledge of the (inverse of the) matrix $\mathbf{C}$. We build this matrix for various different choices of the integral basis.

Monomial basis. We choose the basis as $\left\{\left\langle\phi_{i}\right|\right\}_{i=1,2}$, we build the metric matrix $\mathbf{C}$,

$$
\mathbf{C}=\left(\begin{array}{ll}
\left\langle\phi_{1} \mid \phi_{1}\right\rangle & \left\langle\phi_{1} \mid \phi_{2}\right\rangle  \tag{4.38}\\
\left\langle\phi_{2} \mid \phi_{1}\right\rangle & \left\langle\phi_{1} \mid \phi_{2}\right\rangle
\end{array}\right)
$$

whose entries are

$$
\begin{align*}
\left\langle\phi_{1} \mid \phi_{1}\right\rangle= & \left(x^{2}(-(a-b+1))(b-c+1)-2 a x(-b+c-1)+a(c-2)\right) /\left(x^{2}(a\right. \\
& -c+1)(a-c+2)(a-c+3))  \tag{4.39}\\
\left\langle\phi_{1} \mid \phi_{2}\right\rangle= & \left(x^{3}(-(a-b+1))(a-b+2)(b-c+1)-a x^{2}(-b+c-1)(2 a-3 b\right. \\
& +c+2)+a x(a+2 c-5)(-b+c-1)-a(c-3)(c-2)) /\left(x^{3}(a-c+1)\right. \\
& \times(a-c+2)(a-c+3)(a-c+4))  \tag{4.40}\\
\left\langle\phi_{2} \mid \phi_{1}\right\rangle= & \left(x^{3}(-(a-b))(a-b+1)(b-c+1)-a x^{2}(-b+c-1)(2 a-3 b+c)\right. \\
& +a x(a+2 c-3)(-b+c-1)-a(c-2)(c-1)) /\left(x^{3}(a-c)(a-c+1)\right. \\
& \times(a-c+2)(a-c+3))  \tag{4.41}\\
\left\langle\phi_{2} \mid \phi_{2}\right\rangle= & \left(-a x^{2}\left(a^{2} b-a^{2} c+a^{2}-3 a b^{2}+7 a b c-8 a b-4 a c^{2}+9 a c-5 a-3 b^{2} c\right.\right. \\
& \left.+6 b^{2}+4 b c^{2}-10 b c+6 b-c^{3}+2 c^{2}-c\right)+x^{4}\left(-\left(a^{3}-3 a^{2} b+3 a^{2}+3 a b^{2}\right.\right. \\
& \left.\left.-6 a b+2 a-b^{3}+3 b^{2}-2 b\right)\right)(b-c+1)+2 a x^{3}(a-b+1)(a b-a c+a \\
& \left.-2 b^{2}+3 b c-2 b-c^{2}+c\right)+2 a(c-2) x(a+c-2)(b-c+1)+a\left(c^{3}-6 c^{2}\right. \\
& +11 c-6)) /\left(x^{4}(a-c)(a-c+1)(a-c+2)(a-c+3)(a-c+4)\right) \tag{4.42}
\end{align*}
$$

Now, we can derive any functional relation using the following decomposition.

$$
\begin{equation*}
\left\langle\phi_{n}\right|=\sum_{i, j=1}^{2}\left\langle\phi_{n} \mid \phi_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle\phi_{i}\right| . \tag{4.43}
\end{equation*}
$$

Let us consider the decomposition of $\left.\beta(b+2, c-b)_{2} F_{1}(a, b+2, c+2 ; x) \equiv\left\langle\phi_{3}\right| \mathcal{C}\right]$ in terms of $\beta(b, c-b)_{2} F_{1}(a, b, c ; x)$ and $\beta(b+1, c-b)_{2} F_{1}(a, b+1, c+1 ; x)$. Using the eq. (4.43) we obtain

$$
\begin{align*}
\beta(b+2, c-b)_{2} F_{1}(a, b+2, c+2 ; x) & =\left(\frac{b}{x(a-c-1)}\right) \beta(b, c-b)_{2} F_{1}(a, b, c ; x)  \tag{4.44}\\
+ & \left(\frac{(b-a+1) x+c}{x(c-a+1)}\right) \beta(b+1, c-b)_{2} F_{1}(a, b+1, c+1 ; x)
\end{align*}
$$

or correspondingly

$$
\begin{align*}
{ }_{2} F_{1}(a, b+2, c+2 ; x)= & \frac{(c+1)}{x(b+1)(c-a+1)}  \tag{4.45}\\
& \times\left(((b-a+1) x+c){ }_{2} F_{1}(a, b+1, c+1 ; x)-c_{2} F_{1}(a, b, c ; x)\right)
\end{align*}
$$

as verified using Mathematica.
dlog-basis. Let us consider the following dlog-basis.

$$
\begin{align*}
\varphi_{1} & =\left(\frac{1}{z}-\frac{1}{z-1}\right) d z  \tag{4.46}\\
\varphi_{2} & =\left(\frac{1}{z-1}-\frac{x}{x z-1}\right) d z . \tag{4.47}
\end{align*}
$$

The $\mathbf{C}$ matrix with entries $\mathbf{C}_{i j}=\left\langle\varphi_{i} \mid \varphi_{j}\right\rangle$ for this case is as follows

$$
\mathbf{C}=\frac{1}{c-b-1}\left(\begin{array}{ll}
\frac{c-2}{b-1} & -1  \tag{4.48}\\
-1 & \frac{a+b-c+1}{a}
\end{array}\right) .
$$

The above relations between hypergeometric functions can be obtained using the dlog-basis as well. The $\mathbf{C}$ matrix in this case takes a very simple form and it is factorized. If we consider the powers of all the factors to be equal, for example $a=-\gamma, b=\gamma+1, c=$ $2(\gamma+1)$, then $\gamma$ factorizes out, and as a result the system of differential equations for $\varphi_{i}$ is canonical, according to eq. (3.45).

In particular, let us introduce the prefactor

$$
\begin{equation*}
K=\frac{(c-b-1)(b-1)}{(c-1)(c-2) \beta(b, c-b)}, \tag{4.49}
\end{equation*}
$$

and consider the two integrals,

$$
\begin{align*}
& \left.I_{1}=\left\langle\varphi_{1}\right| \mathcal{C}\right]={ }_{2} F_{1}(a, b-1, c-2 ; x),  \tag{4.50}\\
& \left.I_{2}=\left\langle\varphi_{2}\right| \mathcal{C}\right]=\frac{(b-1)(x-1)}{c-2}{ }_{2} F_{1}(a+1, b, c-1 ; x), \tag{4.51}
\end{align*}
$$

which, for $a=-\gamma, b=\gamma+1, c=2(\gamma+1)$, read,

$$
\begin{equation*}
I_{1}={ }_{2} F_{1}(-\gamma, \gamma, 2 \gamma ; x), \quad I_{2}=\frac{x-1}{2}{ }_{2} F_{1}(1-\gamma, 1+\gamma, 1+2 \gamma ; x) . \tag{4.52}
\end{equation*}
$$

Following the method of section 3.2, we derive the system of differential equations with respect to $x$,

$$
\partial_{x} I_{i}=\mathbf{A}_{i j} I_{j}, \quad \text { with } \quad \mathbf{A}=\gamma\left(\begin{array}{cc}
0 & \frac{-1}{x-1}  \tag{4.53}\\
\frac{-1}{x} & \frac{2}{x-1}-\frac{2}{x}
\end{array}\right)
$$

which is canonical, namely it is fuchsian and $\gamma$-factorised. It is easily seen that the system can be integrated up order-by-order in $\gamma$, yielding a result where the coefficient at order $\gamma^{n}$ can be expressed in terms of harmonic polylogarithms (HPLs) [93] of weight $n$, therefore making explicit the relation between HPLs and the series expansion of ${ }_{2} F_{1}$ around $\gamma=0$.

Mixed bases. By using mixed bases, namely a monomial-basis $\left\langle e_{i}\right|=\left\langle\phi_{i}\right|$, and a dlogbasis $\left|h_{j}\right\rangle=\left|\varphi_{j}\right\rangle$, we can decompose our integrals in terms of a monomial basis, which can be directly mapped onto eq. (4.45), without loosing the advantages of simpler expressions due to the dlog-basis algebra. In this case, the intersection matrix becomes

$$
\mathbf{C}=\left\langle\phi_{i} \mid \varphi_{j}\right\rangle=\left(\begin{array}{cc}
\frac{1}{c-a-1} & \frac{x-1}{(1+a-c) x}  \tag{4.54}\\
\frac{a-a x+b x}{(a-c)(1+a-c) x} & \frac{(x-1)(1-c+a x-b x)}{(a-c)(1+a-c) x^{2}}
\end{array}\right)
$$

whose entries look slightly more involved than in the dlog case, but much simpler than in the monomial case. To reproduce eq. (4.45), we also need the intersections

$$
\begin{align*}
& \left\langle\phi_{3} \mid \varphi_{1}\right\rangle=\frac{a(x-1)(c+(2 b-a+1) x)-b(1+b) x^{2}}{(a-c-1)(a-c)(1+a-c) x^{2}}  \tag{4.55}\\
& \left\langle\phi_{3} \mid \varphi_{2}\right\rangle=\frac{(x-1)(b x(a+c+(b-2 a+1) x-1)+(c-a x-1)(c+x-a x))}{(a-c-1)(a-c)(1+a-c) x^{3}} \tag{4.56}
\end{align*}
$$

both of which are much simpler than in the monomial basis. As expected, using them in eq. (3.30) yields eq. (4.45).

### 4.3 Appell $\boldsymbol{F}_{1}$ function

Let us consider the Appell $F_{1}$ function:

$$
\begin{equation*}
\beta(a, c-a) F_{1}\left(a, b_{1}, b_{2}, c ; x, y\right)=\int_{\mathcal{C}} z^{a-1}(1-z)^{-a+c-1}(1-x z)^{-b_{1}}(1-y z)^{-b_{2}} d z \tag{4.57}
\end{equation*}
$$

the integration contour $\mathcal{C}$ is $[0,1]$, which is the twisted cycle. $\beta(a, c-a)$ is the Euler beta function. In order to use intersection theory, we re-express this integral in terms of the pairing of the twisted cycle and the twisted cocycle:

$$
\begin{equation*}
\left.\beta(a, c-a) F_{1}\left(a, b_{1}, b_{2}, c ; x, y\right)=\int_{\mathcal{C}} u \varphi=\omega\langle\varphi| \mathcal{C}\right] \tag{4.58}
\end{equation*}
$$

where,

$$
\begin{align*}
& u=z^{a-1}(1-z)^{-a+c-1}(1-x z)^{-b_{1}}(1-y z)^{-b_{2}}  \tag{4.59}\\
& \omega=\left(\frac{-a+c-1}{z-1}+\frac{a-1}{z}-\frac{b_{1} x}{x z-1}-\frac{b_{2} y}{y z-1}\right) d z  \tag{4.60}\\
& \varphi=d z \tag{4.61}
\end{align*}
$$

In this case, we have

$$
\begin{equation*}
\nu=3, \quad \mathcal{P}=\left\{0,1, \frac{1}{x}, \frac{1}{y}, \infty\right\} . \tag{4.62}
\end{equation*}
$$

indicating the existence of 3 independent integrals. Contiguity relations for Appell $F_{1}$ functions [94] can be obtained through intersection theory, via the master decomposition formula in eq. (3.30), requiring the knowledge of the (inverse of the) $3 \times 3$ matrix C. For this purpose, we can choose any basis as per convenience.
dlog-basis. Let us consider the following dlog-basis.

$$
\begin{align*}
\varphi_{1} & =\left(\frac{1}{z}-\frac{1}{z-1}\right) d z  \tag{4.63}\\
\varphi_{2} & =\left(\frac{1}{z-1}-\frac{x}{x z-1}\right) d z  \tag{4.64}\\
\varphi_{3} & =\left(\frac{x}{x z-1}-\frac{y}{y z-1}\right) d z \tag{4.65}
\end{align*}
$$

The $\mathbf{C}$ matrix for this case reads as,

$$
\mathbf{C}=\frac{1}{c-a-1}\left(\begin{array}{ccc}
\frac{c-2}{a-1} & -1 & 0  \tag{4.66}\\
-1 & \frac{a-c+b_{1}+1}{b_{1}} & \frac{-a+c-1}{b_{1}} \\
0 & \frac{-a+c-1}{b_{1}} & \frac{(a-c+1)\left(b_{1}+b_{2}\right)}{b_{1} b_{2}}
\end{array}\right) .
$$

Here as well, we observe that the $\mathbf{C}$ matrix takes a very simple form and also that it can be factorized. For example, when $b_{1}=-\gamma, b_{2}=-\gamma, a=\gamma+1, c=2(\gamma+1)$ the overall power $\gamma$ factors out.

Mixed bases. Let us consider projections unto a monomial basis $\phi_{1}=1 d z, \phi_{2}=z d z$, $\phi_{3}=z^{2} d z$. Picking as right basis the dlog-basis considered above, we get the entries of the C-matrix $\left\langle\phi_{i} \mid \varphi_{j}\right\rangle$ to be

$$
\begin{align*}
\left\langle\phi_{1} \mid \varphi_{1}\right\rangle= & \frac{-1}{1+b_{1}+b_{2}-c}, \quad\left\langle\phi_{1} \mid \varphi_{2}\right\rangle=\frac{x-1}{\left(1+b_{1}+b_{2}-c\right) x},  \tag{4.67}\\
\left\langle\phi_{1} \mid \varphi_{3}\right\rangle= & \frac{y-x}{\left(1+b_{1}+b_{2}-c\right) x y},  \tag{4.68}\\
\left\langle\phi_{2} \mid \varphi_{1}\right\rangle= & \frac{b_{1} y+x\left(b_{2}-\left(b_{1}+b_{2}-a\right) y\right)}{\left(b_{1}+b_{2}-c\right)\left(1+b_{1}+b_{2}-c\right) x y},  \tag{4.69}\\
\left\langle\phi_{2} \mid \varphi_{2}\right\rangle= & \frac{(x-1)\left(\left(1+b_{2}-c+\left(b_{1}+b_{2}-a\right) x\right) y-b_{2} x\right)}{\left(b_{1}+b_{2}-c\right)\left(1+b_{1}+b_{2}-c\right) x^{2} y},  \tag{4.70}\\
\left\langle\phi_{2} \mid \varphi_{3}\right\rangle= & \frac{(y-x)\left(\left(1+b_{2}-c\right) y+x\left(1+b_{1}+c(y-1)-(1+a) y\right)\right)}{\left.\left(b_{1}+b_{2}-c\right)\left(1+b_{1}+b_{2}-c\right) x^{2} y^{2}\right)},  \tag{4.71}\\
\left\langle\phi_{3} \mid \varphi_{1}\right\rangle= & \left(x^{2}\left(b_{2}\left(b_{1}-c\right)+b_{2}\left(b_{1}+b_{2}+c-1-2 a\right) y-\left(a-b_{1}-b_{2}\right)\left(1+a-b_{1}-b_{2}\right) y^{2}\right)\right. \\
& \left.+b_{1}\left(b_{2}-c\right) y^{2}+x\left(-2 b_{1} b_{2} y+b_{1}\left(b_{1}+b_{2}+c-2 a-1\right) y^{2}\right)\right) / \\
& /\left(\left(b_{1}+b_{2}-c-1\right)\left(b_{1}+b_{2}-c\right)\left(1+b_{1}+b_{2}-c\right) x^{2} y^{2}\right)  \tag{4.72}\\
\left\langle\phi_{3} \mid \varphi_{2}\right\rangle= & \left(( x - 1 ) \left(b_{2}\left(c-b_{1}\right) x^{2}+b_{2} x\left(b_{1}-b_{2}+c+x+2 a x-1-\left(b_{1}+b_{2}+c\right) x\right) y\right.\right. \\
& +\left(b_{2}+b_{2}^{2}-c-2 b_{2} c+c^{2}+\left(b_{1}+b_{2}\left(b_{1}+b_{2}\right)+c-1-\left(2 b_{1}+b_{2}\right) c\right.\right. \\
& \left.\left.\left.\left.+a\left(b_{1}-b_{2}+c-1\right)\right) x+\left(b_{1}+b_{2}-a-1\right)\left(b_{1}+b_{2}-a\right) x^{2}\right) y^{2}\right)\right) / \\
& /\left(\left(b_{1}+b_{2}-c-1\right)\left(b_{1}+b_{2}-c\right)\left(1+b_{1}+b_{2}-c\right) x^{3} y^{2}\right)  \tag{4.73}\\
\left\langle\phi_{3} \mid \varphi_{3}\right\rangle= & \left(x^{2}\left(b_{1}+b_{1}^{2}-2 b_{1} b_{2}-b_{1} c+b_{2} c-(1+a-c)\left(c-b_{1}+b_{2}-1\right) x\right) y \times\right. \\
& +\left(c-b_{1}\right)\left(1+b_{1}-c\right) x^{3}-x\left(b_{2}-2 b_{1} b_{2}+b_{2}^{2}+b_{1} c-b_{2} c+2\left(b_{1}-b_{2}\right)(1+a-c) x\right. \\
& \left.+\left(b_{1}+b_{2}-a-1\right)(c-a-1) x^{2}\right) y^{2}+\left(b_{2}+b_{2}^{2}-c-2 b_{2} c+c^{2}\right. \\
& \left.\left.+(1+a-c)\left(b_{1}-b_{2}+c-1\right) x+\left(b_{1}+b_{2}-a-1\right)(c-a-1) x^{2}\right) y^{3}\right) / \\
& /\left(\left(b_{1}+b_{2}-c-1\right)\left(b_{1}+b_{2}-c\right)\left(1+b_{1}+b_{2}-c\right) x^{3} y^{3}\right) \tag{4.74}
\end{align*}
$$

Let us, as an example, derive the reduction of the function corresponding to $\phi_{4}=z^{3} d z$. This results in the reduction

$$
\begin{align*}
& F_{1}\left(a+3, b_{1}, b_{2}, c+3 ; x, y\right)=\frac{(c+2)}{(a+1)(a+2) x y\left(c+2-b_{1}-b_{2}\right)} \times \\
& \quad \times\left((1+a)\left(\left(1-b_{2}+c\right) y+x\left(1+c+\left(2+a-b_{2}\right) y-b_{1}(1+y)\right)\right) F_{1}\left(a+2, b_{1}, b_{2}, c+2 ; x, y\right)\right. \\
& \quad-(c+1)\left(c+\left(1+a-b_{1}\right) x+\left(1+a-b_{2}\right) y\right) F_{1}\left(a+1, b_{1}, b_{2}, c+1 ; x, y\right) \\
& \left.\quad+c(c+1) F_{1}\left(a, b_{1}, b_{2}, c ; x, y\right)\right) \tag{4.75}
\end{align*}
$$

an example of a contiguity relations for Appell $F_{1}$. The relation has been checked numerically using Mathematica.

### 4.4 Lauricella $\boldsymbol{F}_{\boldsymbol{D}}$ function

Finally, let us comment on the Lauricella $F_{D}$ function [95-97], which in general depends on $2 m+2$ external variables and admits the following integral representation

$$
\begin{equation*}
\left.\beta(a, c-a) F_{D}\left(a, b_{1}, b_{2}, \ldots, b_{m}, c ; x_{1}, \ldots, x_{m}\right)=\int_{\mathcal{C}} u \varphi={ }_{\omega}\langle\varphi| \mathcal{C}\right] \tag{4.76}
\end{equation*}
$$

where

$$
\begin{align*}
& u=z^{a-1}(1-z)^{-a+c-1} \prod_{i=1}^{m}\left(1-x_{i} z\right)^{-b_{i}}  \tag{4.77}\\
& \mathcal{C}=[0,1], \quad \varphi=d z, \quad \omega=d \log (u)  \tag{4.78}\\
& \nu=m+1, \quad \mathcal{P}=\left\{0, \frac{1}{x_{1}}, \frac{1}{x_{2}}, \ldots, \frac{1}{x_{m}}, 1, \infty\right\} \tag{4.79}
\end{align*}
$$

Contiguity relations for $F_{D}$ can be found using intersection numbers along the lines of the algorithm discussed in the previous sections [98].

We now apply the decomposition by intersection numbers to those Feynman integrals, which admit a 1-form integral representation on the maximal cut. In particular, we show how to build integral relations analogous to the integration-by-parts identities, directly generated by projections, using the master decomposition formula in eq. (3.30). For some cases, we build also the dimensional recurrence relation and systems of differential equations for the master integrals.

When possible, our results have been successfully checked with the automatic tools SYS [13], Reduze2 [26], FIRE5 [99], LiteRed [27], Kira [29], and compared with the available literature.

In what follows all propagators are taken to be on-shell, or in other words the internal propagators are cut. Hence, we generally do not indicate the cuts explicitly in the figures, unless when it is specifically required.

We begin with two cases where the standard Baikov representation generates 1-form integrals.


Figure 1. Four-loop vacuum diagram.

## 5 Four-loop vacuum diagram

Let us consider the four-loop vacuum diagram from figure 1, first derived in ref. [100]. The denominators read (the internal mass that is present on all the propagators, is set to unity):

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}-1, & D_{2}=k_{2}^{2}-1, & D_{3}=k_{3}^{2}-1 \\
D_{4}=\left(k_{1}-k_{2}\right)^{2}-1, & D_{5}=\left(k_{1}-k_{3}\right)^{2}-1, & D_{6}=\left(k_{2}-k_{3}\right)^{2}-1 \\
D_{7}=\left(k_{1}-k_{4}\right)^{2}-1, & D_{8}=\left(k_{2}-k_{4}\right)^{2}-1, & D_{9}=\left(k_{3}-k_{4}\right)^{2}-1
\end{array}
$$

while the ISP is

$$
\begin{equation*}
z=D_{10}=k_{4}^{2} \tag{5.2}
\end{equation*}
$$

After applying standard Baikov representation, the corresponding integral family is characterized by:

$$
\begin{equation*}
u=\left(\frac{z}{2}-\frac{3 z^{2}}{16}\right)^{\frac{d-5}{2}}, \quad \omega=\frac{(d-5)(3 z-4)}{z(3 z-8)} d z \tag{5.3}
\end{equation*}
$$

The equation $\omega=0$ a has 1 solution, indicating 1 master integral. Then, we define,

$$
\begin{equation*}
\nu=1, \quad \mathcal{P}=\left\{0, \frac{8}{3}, \infty\right\} \tag{5.4}
\end{equation*}
$$

Using the master decomposition formula eq. (3.30), we can express any integral in terms of the chosen master integral employing either monomial or dlog-basis.

Monomial basis. Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1,1,1 ;-2}=\left\langle\phi_{3}\right| \mathcal{C}\right]$ in terms of $\left.J_{1}=I_{1,1,1,1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$. We obtain the following decomposition in this case

$$
\begin{equation*}
\left\langle\phi_{n}\right|=\left\langle\phi_{n} \mid \phi_{1}\right\rangle \mathbf{C}_{11}^{-1}\left\langle\phi_{1}\right| . \tag{5.5}
\end{equation*}
$$

We build the metric matrix $\mathbf{C}$, containing a single element

$$
\begin{equation*}
\mathbf{C}=\left\langle\phi_{1} \mid \phi_{1}\right\rangle=\frac{16(d-5)}{9(d-6)(d-4)} \tag{5.6}
\end{equation*}
$$

and the other necessary intersection number

$$
\begin{equation*}
\left\langle\phi_{3} \mid \phi_{1}\right\rangle=\frac{256(d-5)(d-1)}{81(d-6)(d-4)(d-2)} \tag{5.7}
\end{equation*}
$$

Here, the $\mathbf{C}^{-1}$ is trivial to compute as the $\mathbf{C}$ contains only one element. Using these in eq. (5.5), we obtain

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1,1 ;-2}=\frac{16(d-1)}{9(d-2)} J_{1} \tag{5.8}
\end{equation*}
$$

in agreement with SYS.


Figure 2. Triple-cross two-point function.
dlog-basis. On the other hand, we can compute the decomposition of $\left.\left\langle\phi_{3}\right| \mathcal{C}\right]$ in terms of $\left.\left\langle\varphi_{1}\right| \mathcal{C}\right]$, with:

$$
\begin{equation*}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{3}{3 z-8} . \tag{5.9}
\end{equation*}
$$

We then compute the intersections:

$$
\begin{equation*}
\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle=\frac{4}{d-5}, \tag{5.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\phi_{3} \mid \varphi_{1}\right\rangle=\frac{128(d-1)}{27(d-4)(d-2)} . \tag{5.11}
\end{equation*}
$$

This gives us the following basis decomposition:

$$
\begin{equation*}
\left\langle\phi_{3}\right|=\frac{32(d-5)(d-1)}{27(d-4)(d-2)}\left\langle\varphi_{1}\right| . \tag{5.12}
\end{equation*}
$$

in agreement with SYS.

## 6 Three-loop triple-cross

Let us consider the triple-cross two-point function in figure 2, first derived in [101, 102]. The incoming momentum is labelled by $p$, with $p^{2}=s$. The denominators are (the internal mass is set to unity):

$$
\begin{align*}
& D_{1}=k_{1}^{2}, \quad D_{2}=k_{2}^{2}, \quad D_{3}=k_{3}^{2}, \quad D_{4}=\left(p-k_{1}\right)^{2}-1, \\
& D_{5}=\left(-k_{1}-k_{2}+p\right)^{2}-1, \quad D_{6}=\left(-k_{1}-k_{2}-k_{3}+p\right)^{2}-1 \text {, }  \tag{6.1}\\
& D_{7}=\left(-k_{2}-k_{3}+p\right)^{2}-1, \quad D_{8}=\left(p-k_{3}\right)^{2}-1 \text {; }
\end{align*}
$$

We choose the ISP as:

$$
\begin{equation*}
z=D_{9}=k_{2} \cdot p \tag{6.2}
\end{equation*}
$$

Within the standard Baikov representation, the corresponding integral family is characterized by,

$$
\begin{align*}
u & =\left(\frac{1}{4} z^{2}(s-2 z-1)(s-2 z+3)\right)^{\frac{d-5}{2}}  \tag{6.3}\\
K & =-\frac{s^{\frac{2-d}{2}}}{32 \pi^{3} \Gamma\left(\frac{d-3}{2}\right) \Gamma\left(\frac{d-2}{2}\right) \Gamma\left(\frac{d-1}{2}\right)},  \tag{6.4}\\
\omega & =(d-5)\left(\frac{1}{-s+2 z-3}+\frac{1}{-s+2 z+1}+\frac{1}{z}\right) d z . \tag{6.5}
\end{align*}
$$

The 2 solutions of the equation $\omega=0$, imply the existence of 2 master integrals. We define

$$
\begin{equation*}
\nu=2, \quad \mathcal{P}=\left\{0, \frac{s-1}{2}, \frac{s+3}{2}, \infty\right\}, \tag{6.6}
\end{equation*}
$$

and use the master decomposition formula eq. (3.30) to express any integral in terms of the chosen master integrals, employing either monomial or dlog-basis.

Monomial basis. Here we choose the basis as $\left\{\left\langle\phi_{i}\right|\right\}_{i=1,2}$ corresponding to the following 2 master integrals

$$
\begin{equation*}
\left.\left.J_{1}=I_{1,1,1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right], \quad J_{2}=I_{1,1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right] . \tag{6.7}
\end{equation*}
$$

Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1,1 ;-2}=\left\langle\phi_{3}\right| \mathcal{C}\right]$ in terms of (6.7). The decomposition formula reads

$$
\begin{equation*}
\left\langle\phi_{n}\right|=\sum_{i, j=1}^{2}\left\langle\phi_{n} \mid \phi_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle\phi_{i}\right| . \tag{6.8}
\end{equation*}
$$

We compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i, j=1,2 \tag{6.9}
\end{equation*}
$$

with:

$$
\begin{align*}
\left\langle\phi_{1} \mid \phi_{1}\right\rangle= & \frac{(d-5)(s(s+2)+9)}{8(4(d-10) d+99)}  \tag{6.10}\\
\left\langle\phi_{1} \mid \phi_{2}\right\rangle= & \frac{(d-5)(s+1)(d(s(s+2)+33)-6(s(s+2)+31))}{32(d-6)(2 d-11)(2 d-9)}  \tag{6.11}\\
\left\langle\phi_{2} \mid \phi_{1}\right\rangle= & \frac{(d-5)(s+1)(d(s(s+2)+33)-4(s(s+2)+36))}{32(d-4)(2 d-11)(2 d-9)}  \tag{6.12}\\
\left\langle\phi_{2} \mid \phi_{2}\right\rangle= & (d-5)\left(d^{2}(s(s+2)(s(s+2)+90)+153)-10 d(s(s+2)(s(s+2)+90)+153)\right. \\
& +24(s(s+2)(s(s+2)+92)+157)) /(128(d-6)(d-4)(2 d-11)(2 d-9)) \tag{6.13}
\end{align*}
$$

The other necessary intersection numbers read:

$$
\begin{align*}
\left\langle\phi_{3} \mid \phi_{1}\right\rangle= & (d-5)\left(d^{2}(s(s+2)(s(s+2)+90)+153)-d(s(s+2)(7 s(s+2)+722)+1227)\right. \\
& +4(s(s+2)(3 s(s+2)+359)+612)) /(64(d-4)(2 d-11)(2 d-9)(2 d-7)),  \tag{6.14}\\
\left\langle\phi_{3} \mid \phi_{2}\right\rangle= & (d-5)(s+1)\left(d^{3}(s(s+2)(s(s+2)+210)+657)\right. \\
& -d^{2}(s(s+2)(13 s(s+2)+2874)+8973)+6 d(s(s+2)(9 s(s+2)+2146)+6705)  \tag{6.15}\\
& -24(s(s+2)(3 s(s+2)+788)+2471)) /(256(d-6)(d-4)(2 d-11)(2 d-9)(2 d-7)) .
\end{align*}
$$

Using these in eq. (6.8) we obtain the following final reduction

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1 ;-2}=c_{1} J_{1}+c_{2} J_{2}, \tag{6.16}
\end{equation*}
$$

where,

$$
\begin{align*}
& c_{1}=-\frac{(d-4)(s-1)(s+3)}{4(2 d-7)} \\
& c_{2}=\frac{(3 d-11)(s+1)}{2(2 d-7)} \tag{6.17}
\end{align*}
$$

in agreement with SYS.
dlog-basis. On the other hand, let us consider the dlog-basis. Here, we can choose the basis as

$$
\begin{equation*}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{2}{-s+2 z+1}, \quad \hat{\varphi}_{2}=\frac{2}{-s+2 z+1}-\frac{2}{-s+2 z-3} . \tag{6.18}
\end{equation*}
$$

The decomposition formula reads:

$$
\begin{equation*}
\left\langle\phi_{3}\right|=\sum_{i, j=1}^{2}=\left\langle\phi_{3} \mid \varphi_{j}\right\rangle\left(\mathbf{C}^{-1}\right)_{j i}\left\langle\varphi_{i}\right| \tag{6.19}
\end{equation*}
$$

Then, we compute the $\mathbf{C}$ matrix:

$$
\mathbf{C}=\binom{\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle\left\langle\varphi_{1} \mid \varphi_{2}\right\rangle}{\left\langle\varphi_{2} \mid \varphi_{1}\right\rangle\left\langle\varphi_{2} \mid \varphi_{2}\right\rangle}=\frac{1}{(d-5)}\left(\begin{array}{cc}
3 & -2  \tag{6.20}\\
-2 & 4
\end{array}\right)
$$

Moreover we can compute the intersection numbers:

$$
\begin{align*}
\left\langle\phi_{3} \mid \varphi_{1}\right\rangle & =\frac{(s-1)\left(d^{2}\left(s^{2}-10 s-3\right)+d\left(-7 s^{2}+84 s+27\right)+2\left(6 s^{2}-87 s-29\right)\right)}{16(d-4)(2 d-9)(2 d-7)}  \tag{6.21}\\
\left\langle\phi_{3} \mid \varphi_{2}\right\rangle & =\frac{d^{2}\left(7 s^{2}+14 s+15\right)-8 d\left(7 s^{2}+14 s+15\right)+111 s^{2}+222 s+239}{4(d-4)(2 d-9)(2 d-7)} \tag{6.22}
\end{align*}
$$

The final reduction reads:

$$
\begin{equation*}
\left\langle\phi_{3}\right|=c_{1}\left\langle\varphi_{1}\right|+c_{2}\left\langle\varphi_{2}\right| \tag{6.23}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1}= & \frac{(d-5)(s+1)\left(d^{2}\left(s^{2}+2 s+33\right)-d\left(7 s^{2}+14 s+267\right)+4\left(3 s^{2}+6 s+134\right)\right)}{32(d-4)(2 d-9)(2 d-7)}  \tag{6.24}\\
c_{2}= & \left(( d - 5 ) \left(d^{2}\left(s^{3}+31 s^{2}+91 s+93\right)-d\left(7 s^{3}+245 s^{2}+729 s+747\right)\right.\right. \\
& \left.\left.+4\left(3 s^{3}+120 s^{2}+362 s+373\right)\right)\right) /(64(d-4)(2 d-9)(2 d-7)) \tag{6.25}
\end{align*}
$$

which is verified with SYS.
Dimensional recurrence relation. For this case, we show how to build $2^{\text {nd }}$-order dimensional recurrence relations for the master integrals $J_{1}$ and $J_{2}$. Following eq. (3.53), we have

$$
\begin{equation*}
\left\langle B e_{1}\right| \equiv\left\langle B \phi_{1}\right|=\sum_{j=1}^{2} \mathbf{R}_{1 j}\left\langle\phi_{j}\right| \tag{6.26}
\end{equation*}
$$

with:

$$
\begin{align*}
& \mathbf{R}_{11}=\frac{(d-4)(d-3)\left(s^{2}+2 s-3\right)\left(s^{2}+2 s+9\right)}{32(2 d-7)(2 d-5)},  \tag{6.27}\\
& \mathbf{R}_{12}=-\frac{(d-3)(s+1)\left(d\left(s^{2}+2 s+33\right)-4\left(s^{2}+2 s+30\right)\right)}{16(2 d-7)(2 d-5)} . \tag{6.28}
\end{align*}
$$

Then, restoring the proper $d$-dependent $K$ factor, we have:

$$
\begin{align*}
J_{1}^{(d+2)}= & \left(\frac{(d-4)(s-1)(s+3)(s(s+2)+9)}{4(d-2)(d-1)(2 d-7)(2 d-5) s}\right) J_{1}^{(d)}  \tag{6.29}\\
& +\left(-\frac{(s+1)(d(s(s+2)+33)-4(s(s+2)+30))}{2(d-2)(d-1)(2 d-7)(2 d-5) s}\right) J_{2}^{(d)} .
\end{align*}
$$

The result is in agreement with LiteRed.
In a similar manner, we can consider:

$$
\begin{equation*}
\left\langle B \phi_{2}\right|=\sum_{j=1}^{2} \mathbf{R}_{2 j}\left\langle\phi_{j}\right|, \tag{6.30}
\end{equation*}
$$

with:

$$
\begin{align*}
\mathbf{R}_{21}= & \frac{(d-4)(s+1)\left(s^{2}+2 s-3\right)}{128(d-2)(2 d-7)(2 d-5)} \\
& \times \frac{\left(d^{2}\left(s^{2}+2 s+33\right)-d\left(5 s^{2}+10 s+177\right)+6\left(s^{2}+2 s+39\right)\right)}{128(d-2)(2 d-7)(2 d-5)},  \tag{6.31}\\
\mathbf{R}_{22}= & -\left(( d - 3 ) \left(d^{2}(s(s+2)(s(s+2)+90)+153)-6 d(s(s+2)(s(s+2)+90)+1\right.\right. \\
& +8(s(s+2)(s(s+2)+96)+165))) /(64(d-2)(2 d-7)(2 d-5)) . \tag{6.32}
\end{align*}
$$

Then, reintroducing the proper $d$-dependent $K$ factor, we have:

$$
\begin{aligned}
J_{2}^{(d+2)}= & \left(\frac{(d-4)(s-1)(s+1)(s+3)(d s(s+2)+33 d-2 s(s+2)-78)}{16(d-2)^{2}(d-1)(2 d-7)(2 d-5) s}\right) J_{1}^{(d)} \\
& -\left(\left(d^{2}(s(s+2)(s(s+2)+90)+153)-6 d(s(s+2)(s(s+2)+90)+153)\right.\right. \\
& \left.+8(s(s+2)(s(s+2)+96)+165)) /\left(8(d-2)^{2}(d-1)(2 d-7)(2 d-5) s\right)\right) J_{2}^{(d)} .
\end{aligned}
$$

The result is in agreement with LiteRed.
In the following, we consider maximal cuts of Feynman integrals where 1-form representations are obtained within the Loop-by-Loop Baikov approach.

## 7 Two-loop sunrise

In this section we will discuss two instances of the two-loop sunrise integral. First the case where all the internal masses are zero, and then the case where all the internal masses are the same but non-zero.


Figure 3. Massless sunrise.

### 7.1 Massless sunrise

Let us consider the massless sunrise diagram at two loops, figure 3. The incoming momentum is $p$, where $p^{2}=s$. The denominators are defined as

$$
\begin{equation*}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}-k_{2}\right)^{2}, \quad D_{3}=\left(k_{2}-p\right)^{2} \tag{7.1}
\end{equation*}
$$

Introducing the ISP as $z=D_{4}=k_{2}^{2}$, we obtain:

$$
\begin{array}{ll}
u=z^{\frac{d}{2}-2}(z-s)^{d-3}, & \omega=\left(\frac{d-3}{z-s}+\frac{d-4}{2 z}\right) d z \\
\nu=1, & \mathcal{P}=\{0, s, \infty\} \tag{7.3}
\end{array}
$$

Now, any integral can be expressed in terms of the chosen master integral either by using a monomial or a dlog-basis. Here, for illustration, we choose the monomial basis only.

Monomial basis. We choose the basis as $\left\{\left\langle\phi_{i}\right|\right\}_{i=1}$ and the chosen master integral becomes

$$
\begin{equation*}
\left.J_{1}=I_{1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right] \tag{7.4}
\end{equation*}
$$

Let us consider the decomposition of $\left.I_{1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$ in terms of $J_{1}$. The decomposition formula in this case reads

$$
\begin{equation*}
\left\langle\phi_{n}\right|=\left\langle\phi_{n} \mid \phi_{1}\right\rangle \mathbf{C}_{11}^{-1}\left\langle\phi_{1}\right| \tag{7.5}
\end{equation*}
$$

We build the metric matrix $\mathbf{C}$, which has a single entry in this case.

$$
\begin{equation*}
\mathbf{C}=\left\langle\phi_{1} \mid \phi_{1}\right\rangle=\frac{4(d-3) s^{2}}{3(3 d-10)(3 d-8)} \tag{7.6}
\end{equation*}
$$

In this case the $\mathbf{C}^{-1}$ is trivial to compute as the $\mathbf{C}$ contains only one element. The other necessary intersection number is the following.

$$
\begin{equation*}
\left\langle\phi_{2} \mid \phi_{1}\right\rangle=\frac{4(d-3) s^{3}}{9(3 d-10)(3 d-8)} \tag{7.7}
\end{equation*}
$$

Using these in eq. (7.5) we obtain the following reduction formula on the maximal cut

$$
\begin{equation*}
I_{1,1,1 ;-1}=\frac{s}{3} I_{1,1,1 ; 0} \tag{7.8}
\end{equation*}
$$

which agrees with the LiteRed.
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### 7.2 Massive sunrise

We consider here the massive sunrise, figure 4 [74, 103]. The incoming momentum is denoted by $p$, with $p^{2}=s$ and $m^{2}=1$. The denominators are:

$$
\begin{equation*}
D_{1}=k_{1}^{2}-1, \quad D_{2}=\left(k_{1}-k_{2}\right)^{2}-1, \quad D_{3}=\left(k_{2}-p\right)^{2}-1 \tag{7.9}
\end{equation*}
$$

while the ISP is chosen as: $z=D_{4}=k_{2}^{2}$.
Therefore, we obtain:

$$
\begin{align*}
u & =z^{-\frac{1}{2}}(z-4)^{\frac{d-3}{2}}(z-s-2 \sqrt{s}-1)^{\frac{d-3}{2}}(z-s+2 \sqrt{s}-1)^{\frac{d-3}{2}}  \tag{7.10}\\
\omega & =\frac{1}{2}\left(\frac{d-3}{z-s-2 \sqrt{s}-1}+\frac{d-3}{z-s+2 \sqrt{s}-1}+\frac{d-3}{z-4}-\frac{1}{z}\right) d z  \tag{7.11}\\
\text { with } \nu & =3, \quad \mathcal{P}=\{0,4, s-2 \sqrt{s}+1, s+2 \sqrt{s}+1, \infty\} \tag{7.12}
\end{align*}
$$

dlog basis. Let us consider the decomposition of $\left.I_{1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$ in terms of $\left.J_{1}=\left\langle\varphi_{1}\right| \mathcal{C}\right]$, $\left.J_{2}=\left\langle\varphi_{2}\right| \mathcal{C}\right]$ and $\left.J_{3}=\left\langle\varphi_{3}\right| \mathcal{C}\right]$, with:

$$
\begin{align*}
\varphi_{1} & =\left(\frac{1}{z-s+2 \sqrt{s}-1}\right) d z  \tag{7.13}\\
\varphi_{2} & =\left(\frac{1}{z-s-2 \sqrt{s}-1}\right) d z  \tag{7.14}\\
\varphi_{3} & =\left(\frac{1}{z-4}\right) d z \tag{7.15}
\end{align*}
$$

We compute the $\mathbf{C}$ matrix:

$$
\mathbf{C}=\left(\begin{array}{cc}
\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle & \left\langle\varphi_{1} \mid \varphi_{2}\right\rangle
\end{array}\left\langle\varphi_{1} \mid \varphi_{3}\right\rangle,\left(\begin{array}{ccc}
-\frac{2 d-7}{d-3} & 1 & 1  \tag{7.16}\\
\left\langle\varphi_{2} \mid \varphi_{1}\right\rangle & \left\langle\varphi_{2} \mid \varphi_{2}\right\rangle & \left\langle\varphi_{2} \mid \varphi_{3}\right\rangle \\
\left\langle\varphi_{3} \mid \varphi_{1}\right\rangle & \left\langle\varphi_{3} \mid \varphi_{2}\right\rangle & \left\langle\varphi_{3} \mid \varphi_{3}\right\rangle
\end{array}\right)=-\frac{2}{3 d-10}\left(\begin{array}{ccc}
\frac{2 d-7}{d-3} & 1 \\
1 & 1 & -\frac{2 d-7}{d-3}
\end{array}\right)\right.
$$

and the intersection numbers:

$$
\begin{align*}
\left\langle\phi_{1} \mid \varphi_{1}\right\rangle & =\frac{-2(d-4) s+4(3 d-10) \sqrt{s}+6 d-16}{9(d-6) d+80}  \tag{7.17}\\
\left\langle\phi_{1} \mid \varphi_{2}\right\rangle & =\frac{8(s+5 \sqrt{s}-2)-2 d(s+6 \sqrt{s}-3)}{9(d-6) d+80}  \tag{7.18}\\
\left\langle\phi_{1} \mid \varphi_{3}\right\rangle & =\frac{4(d(s-3)-3 s+11)}{9(d-6) d+80} \tag{7.19}
\end{align*}
$$

Finally, eq. (3.30) gives:

$$
\begin{equation*}
I_{1,1,1 ; 0}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3} \tag{7.20}
\end{equation*}
$$

with:

$$
\begin{align*}
& c_{1}=-\frac{(d-3)(s-2 \sqrt{s}+1)}{3 d-8}  \tag{7.21}\\
& c_{2}=-\frac{(d-3)(s+2 \sqrt{s}+1)}{3 d-8}  \tag{7.22}\\
& c_{3}=-\frac{4(d-3)}{3 d-8} \tag{7.23}
\end{align*}
$$

Symmetry relation. Public codes show that the number of MIs, without the contribution of symmetry relations, is four, while taking into account such relations, the number of MIs is reduced to two.

The intersection method, within the LBL approach, provides three MIs, and we show how, thanks to the contribution of symmetries, we can obtain the minimal number of MIs, namely two.

It is sufficient to consider two, a priori, different integrals, which are known to be equal thanks to symmetry relations, and decompose them in the original basis. Doing so, we obtain an extra-relation among the original MIs, and therefore one of them can be expressed in terms of the others.

In the case at hand, we can consider the symmetry relations between integrals with one denominator raised to a squared power:

$$
\begin{equation*}
I_{2,1,1 ; 0}=I_{1,2,1 ; 0}=I_{1,1,2 ; 0} . \tag{7.24}
\end{equation*}
$$

On the maximal-cut, within the Loop-by-Loop approach $I_{2,1,1 ; 0}$ and $I_{1,2,1 ; 0}$ admit the same (univariate) integrand representation:

$$
\begin{align*}
I_{2,1,1 ; 0} & \left.\left.=\left\langle\widetilde{\phi}_{1}\right| \mathcal{C}\right]=I_{1,2,1 ; 0}=\left\langle\widetilde{\phi}_{2}\right| \mathcal{C}\right]  \tag{7.25}\\
\widetilde{\phi}_{1} & =\widetilde{\phi}_{2}=\left(\frac{3-d}{z-4}\right) d z \tag{7.26}
\end{align*}
$$

By means of the master decomposition formula eq. (3.30) $\left\langle\widetilde{\phi}_{1,2}\right|$ are decomposed in the dlog basis $\left\{\left\langle\varphi_{i}\right|\right\}_{i=1,2,3}$. In particular one finds that

$$
\begin{equation*}
\left\langle\widetilde{\phi}_{1}\right|=\left\langle\widetilde{\phi}_{2}\right|=(3-d)\left\langle\varphi_{3}\right|, \tag{7.27}
\end{equation*}
$$

implying:

$$
\begin{equation*}
I_{2,1,1 ; 0}=I_{1,2,1 ; 0}=(3-d) J_{3} . \tag{7.28}
\end{equation*}
$$

On the other hand, we can consider the decomposition by means of intersection numbers of $I_{1,1,2 ; 0}=\left\langle\widetilde{\phi}_{3} \mid \mathcal{C}\right\rangle$, with:

$$
\begin{equation*}
\widetilde{\phi}_{3}=\left(\frac{(d-3)(s+z-1)}{s^{2}-2 s(z+1)+(z-1)^{2}}\right) d z, \tag{7.29}
\end{equation*}
$$

in terms of: $\left\{J_{i}\right\}_{i=1,2,3}$.

In this case, we obtain:

$$
\begin{equation*}
I_{1,1,2 ; 0}=\frac{1}{2}(d-3)\left[(\sqrt{s}-1) J_{1}-(\sqrt{s}+1) J_{2}\right] \tag{7.30}
\end{equation*}
$$

Finally, by equating eqs. $(7.24),(7.28),(7.30), J_{3}$ can be expressed in terms of $J_{1}$ and $J_{2}$ :

$$
\begin{equation*}
J_{3}=-\frac{1}{2}\left[(\sqrt{s}-1) J_{1}-(\sqrt{s}+1) J_{2}\right] \tag{7.31}
\end{equation*}
$$

hence bringing down to two the number of independent MIs. Needless to say, the relations found by means of intersection numbers are in agreement with the IBP identities obtained through public codes.

Differential equation. We now derive the differential equation for the d-log basis with respect to $x=\sqrt{s}$.

We therefore obtain

$$
\begin{equation*}
\sigma(x)=\frac{2(d-3) x\left(x^{2}-z-1\right)}{x^{4}-2 x^{2}(z+1)+(z-1)^{2}} \tag{7.32}
\end{equation*}
$$

The derivative of the dlog-basis elements $\left\langle\Phi_{i}(x)\right| \equiv\left\langle\left(\partial_{x}+\sigma(x)\right) \varphi_{i}\right|$ is given by

$$
\begin{align*}
\left\langle\Phi_{1}(x)\right| & =\frac{2 z((d-4) x+1)-2\left(x^{2}-1\right)((d-4) x-1)}{\left((x-1)^{2}-z\right)^{2}\left((x+1)^{2}-z\right)} d z  \tag{7.33}\\
\left\langle\Phi_{2}(x)\right| & =\frac{2 z((d-4) x-1)-2\left(x^{2}-1\right)((d-4) x+1)}{\left((x-1)^{2}-z\right)\left((x+1)^{2}-z\right)^{2}} d z  \tag{7.34}\\
\left\langle\Phi_{3}(x)\right| & \left.=\frac{2(d-3) x\left(x^{2}-z-1\right)}{(z-4)\left(x^{4}-2 x^{2}(z+1)+(z-1)^{2}\right)}\right] d z \tag{7.35}
\end{align*}
$$

The intersection matrix $\mathbf{F}$ with entries $\mathbf{F}_{i j}=\left\langle\Phi_{i} \mid \varphi_{j}\right\rangle$ reads,

$$
\mathbf{F}=\left(\begin{array}{ccc}
-\frac{2}{(d-3)(x-1)}+\frac{1}{x}+\frac{1}{x+1}+\frac{1}{x-3} & -\frac{1}{x} & -\frac{1}{x+1}-\frac{1}{x-3}  \tag{7.36}\\
-\frac{1}{x} & \frac{1}{x}-\frac{2}{(d-3)(x+1)}+\frac{1}{x+3}+\frac{1}{x-1} & -\frac{1}{x+3}-\frac{1}{x-1} \\
-\frac{1}{x+1}-\frac{1}{x-3} & -\frac{1}{x+3}-\frac{1}{x-1} & \frac{1}{x-1}+\frac{1}{x+1}+\frac{1}{x+3}+\frac{1}{x-3}
\end{array}\right)
$$

and using the inverse of $\mathbf{C}$ computed in eq. (7.16) we finally obtain

$$
\begin{aligned}
& \boldsymbol{\Omega}=\mathbf{F C}^{-1} \\
& =\left(\begin{array}{ccc}
\frac{d-4}{x-1}+\frac{d-3}{2(x-3)}+\frac{d-3}{2 x}+\frac{d-3}{2(x+1)} & \frac{3-d}{2 x}+\frac{d-3}{x-1} & \frac{3-d}{2(x-3)}+\frac{3-d}{2(x+1)}+\frac{d-3}{x-1} \\
\frac{3-d}{2 x}+\frac{d-3}{x+1} & \frac{d-4}{x+1}+\frac{d-3}{2(x-1)}+\frac{d-3}{2 x}+\frac{d-3}{2(x+3)} & \frac{3-d}{2(x-1)}+\frac{3-d}{2(x+3)}+\frac{d-3}{x+1} \\
\frac{3-d}{2(x-3)}+\frac{3-d}{2(x+1)} & \frac{3-d}{2(x-1)}+\frac{3-d}{2(x+3)} & \frac{d-3}{2(x-3)}+\frac{d-3}{2(x-1)}+\frac{d-3}{2(x+1)}+\frac{d-3}{2(x+3)}
\end{array}\right) .
\end{aligned}
$$

Using now the symmetry relation in eq. (7.31) the independent functions in the system of differential equation becomes two, each obeying a $2^{n d}$ order differential equation. In particular, $\varphi_{1}$ is found to obey,

$$
\begin{equation*}
P_{2}(x) \varphi_{1}^{\prime \prime}(x)+P_{1}(x) \varphi_{1}^{\prime}(x)+P_{0}(x) \varphi_{1}(x)=0 \tag{7.37}
\end{equation*}
$$
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with

$$
\begin{align*}
P_{2}(x)= & x\left(-x^{6}+6 x^{5}+13 x^{4}-60 x^{3}-39 x^{2}+54 x+27\right)  \tag{7.38}\\
P_{1}(x)= & d\left(5 x^{6}-30 x^{5}-45 x^{4}+180 x^{3}+99 x^{2}-54 x-27\right)  \tag{7.39}\\
& -2\left(9 x^{6}-55 x^{5}-96 x^{4}+342 x^{3}+237 x^{2}-63 x-54\right) \\
P_{0}(x)= & (10-3 d)  \tag{7.40}\\
& \times\left(x\left(2 d((x-6) x-3)\left(x^{2}-3\right)+x(x((45-7 x) x+66)-138)-99\right)-27\right)
\end{align*}
$$

At $d=2$ the solutions are

$$
\begin{align*}
\varphi_{1}^{(1)} & =\frac{(x-1)(x+3) E(\chi(x))-(x-3)(x+1) K(\chi(x))}{2(x-3) x(x+1)(x-1) \sqrt{(x-1)(x+3)}}  \tag{7.41}\\
\varphi_{1}^{(2)} & =\frac{4 x K(1-\chi(x))+(x-1)^{2} E(1-\chi(x))}{2 x(x+1)^{2}(x-1) \sqrt{(x-1)(x+3)}} \tag{7.42}
\end{align*}
$$

with

$$
\begin{equation*}
\chi(x)=\frac{16 x}{(x-1)^{3}(x+3)} \tag{7.43}
\end{equation*}
$$

We notice the presence of the complete elliptic integrals of the first and second kind $K$ and $E$, consistently with the results in the literature.

## 8 Two-loop non-planar triangle

In this section we discuss the two-loop non-planar triangle [75] in figure 5, also presented in [1], with

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, D_{2}=k_{2}^{2}-m^{2}, & D_{3}=\left(p_{1}-k_{1}\right)^{2}, & D_{4}=\left(p_{3}-k_{1}+k_{2}\right)^{2}-m^{2}  \tag{8.1}\\
D_{5}=\left(k_{1}-k_{2}\right)^{2}-m^{2}, & D_{6}=\left(p_{2}-k_{2}\right)^{2}-m^{2}
\end{array}
$$

We choose the ISP $z=D_{7}=2\left(p_{2}+k_{1}\right)^{2}-p_{1}^{2}$.
Consider a generic case where $B$ is a factorized quartic polynomial (paradigmatic of elliptic cases), of the type,

$$
\begin{equation*}
u=B^{\gamma}, \quad B=\left(z^{2}-\tau_{1}^{2}\right)\left(z^{2}-\tau_{2}^{2}\right) \tag{8.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{1}=s \sqrt{1+(4 m)^{2} / s}, \quad \tau_{2}=s, \quad \gamma=\frac{d-5}{2} \tag{8.3}
\end{equation*}
$$

From this we may compute

$$
\begin{equation*}
\omega=\frac{2 \gamma z\left(2 z^{2}-\tau_{1}^{2}-\tau_{2}^{2}\right)}{\left(z^{2}-\tau_{1}^{2}\right)\left(z^{2}-\tau_{2}^{2}\right)} d z, \quad \nu=3, \quad \mathcal{P}=\left\{-\tau_{1},-\tau_{2}, \tau_{2}, \tau_{1}, \infty\right\} \tag{8.4}
\end{equation*}
$$

dLog-basis. Let us consider the following dlog-basis,

$$
\begin{align*}
& \varphi_{1}=\left(\frac{1}{\tau_{1}+z}-\frac{1}{\tau_{2}+z}\right) d z  \tag{8.5}\\
& \varphi_{2}=\left(\frac{1}{\tau_{2}+z}-\frac{1}{z-\tau_{2}}\right) d z  \tag{8.6}\\
& \varphi_{3}=\left(\frac{1}{z-\tau_{2}}-\frac{1}{z-\tau_{1}}\right) d z \tag{8.7}
\end{align*}
$$

which gives

$$
\left.\mathbf{C}=\left(\begin{array}{l}
\left\langle\varphi_{1} \mid \varphi_{1}\right\rangle\left\langle\varphi_{1} \mid \varphi_{2}\right\rangle\left\langle\varphi_{1} \mid \varphi_{3}\right\rangle  \tag{8.8}\\
\left\langle\varphi_{2} \mid \varphi_{1}\right\rangle\left\langle\varphi_{2} \mid \varphi_{2}\right\rangle \\
\left\langle\varphi_{2} \mid \varphi_{3}\right\rangle \\
\left\langle\varphi_{3} \mid \varphi_{1}\right\rangle
\end{array}\right)\left\langle\varphi_{3} \mid \varphi_{2}\right\rangle\left\langle\varphi_{3} \mid \varphi_{3}\right\rangle\right)=\frac{1}{\gamma}\left(\begin{array}{ccc}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -1 & 2
\end{array}\right)
$$

with inverse matrix,

$$
\mathbf{C}^{-1}=\gamma\left(\begin{array}{ccc}
\frac{3}{4} & \frac{1}{2} & \frac{1}{4}  \tag{8.9}\\
\frac{1}{2} & 1 & \frac{1}{2} \\
\frac{1}{4} & \frac{1}{2} & \frac{3}{4}
\end{array}\right)
$$

For instance, the projection of $\phi_{1}=d z$ is

$$
\begin{equation*}
\left\langle\phi_{1}\right|=\frac{\gamma \tau_{1}}{4 \gamma+1}\left\langle\varphi_{1}\right|+\frac{\gamma\left(\tau_{1}+\tau_{2}\right)}{4 \gamma+1}\left\langle\varphi_{2}\right|+\frac{\gamma \tau_{1}}{4 \gamma+1}\left\langle\varphi_{3}\right| \tag{8.10}
\end{equation*}
$$

which can be verified with REDUZE.

### 8.1 Denominator powers bigger than one

Following eq. (3.15), we consider the maximal cut $z_{1}=\ldots=z_{6}=0\left(z_{7}=z\right)$ of,

$$
\begin{equation*}
\left.I_{1,1,1,2,1,1 ; 0}\right|_{z_{1}=\ldots=z_{6}=0}=K \int d z u \hat{\varphi} \tag{8.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\varphi}=-\frac{4 \gamma\left(\tau_{2}+z\right)}{\left(z-\tau_{1}\right)\left(\tau_{1}+z\right)} \tag{8.12}
\end{equation*}
$$

where the expression for $K$ is not needed. Its decomposition in terms of the dlog-basis reads,

$$
\begin{equation*}
\langle\varphi|=-\frac{\gamma\left(\tau_{1}-2 \tau_{2}\right)}{\tau_{1}}\left\langle\varphi_{1}\right|+\frac{2 \gamma \tau_{2}}{\tau_{1}}\left\langle\varphi_{2}\right|+\frac{\gamma\left(\tau_{1}+2 \tau_{2}\right)}{\tau_{1}}\left\langle\varphi_{3}\right| \tag{8.13}
\end{equation*}
$$

which can be verified with REDUZE.

### 8.2 System of differential equations for the dLog-basis

In the case of the Feynman integral considered here, we define the variable

$$
\begin{equation*}
x \equiv \frac{\tau_{1}}{\tau_{2}}, \quad \Leftrightarrow \quad \tau_{1}=x \tau_{2} \tag{8.14}
\end{equation*}
$$
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To build the system of differential equations, consider

$$
\begin{align*}
u(z) & =B(z)^{\gamma}  \tag{8.15}\\
B(z, x) & =\left.B(z)\right|_{\tau_{1}=x \tau_{2}}  \tag{8.16}\\
\hat{\omega}(x) & =\left.\hat{\omega}\right|_{\tau_{1}=x \tau_{2}}=\partial_{z} \log \left(B(z, x)^{\gamma}\right)  \tag{8.17}\\
\sigma(x) & =\partial_{x} \log \left(B(z, x)^{\gamma}\right)=-\frac{2 \gamma \tau_{2}^{2} x}{z^{2}-\tau_{2}^{2} x^{2}} \tag{8.18}
\end{align*}
$$

The derivative of the dlog-basis elements $\left\langle\Phi_{i}(x)\right| \equiv\left\langle\left(\partial_{x}+\sigma(x)\right) \varphi_{i}\right|$ is given by

$$
\begin{align*}
\left\langle\Phi_{1}(x)\right| & =-\frac{\tau_{2}\left(2 \gamma \tau_{2}^{2} x^{2}-2 \gamma \tau_{2}^{2} x+\tau_{2}^{2} x+\tau_{2} x z-z^{2}-\tau_{2} z\right)}{\left(\tau_{2}+z\right)\left(\tau_{2} x-z\right)\left(\tau_{2} x+z\right)^{2}} d z  \tag{8.19}\\
\left\langle\Phi_{2}(x)\right| & =\frac{4 \gamma \tau_{2}^{3} x}{\left(\tau_{2}-z\right)\left(\tau_{2}+z\right)\left(\tau_{2} x-z\right)\left(\tau_{2} x+z\right)} d z  \tag{8.20}\\
\left\langle\Phi_{3}(x)\right| & =-\frac{\tau_{2}\left(2 \gamma \tau_{2}^{2} x^{2}-2 \gamma \tau_{2}^{2} x+\tau_{2}^{2} x-\tau_{2} x z-z^{2}+\tau_{2} z\right)}{\left(\tau_{2}-z\right)\left(\tau_{2} x-z\right)^{2}\left(\tau_{2} x+z\right)} d z \tag{8.21}
\end{align*}
$$

The intersection matrix $\mathbf{F}$ with entries $\mathbf{F}_{i j}=\left\langle\Phi_{i} \mid \varphi_{j}\right\rangle$ reads,

$$
\mathbf{F}=\left(\begin{array}{ccc}
\frac{7 x^{2}+2 x-1}{(x-1) x(x+1)} & -\frac{2}{x-1} & -\frac{x-1}{x(x+1)}  \tag{8.22}\\
-\frac{2}{x-1} & \frac{4 x}{(x-1)(x+1)} & -\frac{2}{x-1} \\
-\frac{x-1}{x(x+1)} & -\frac{2}{x-1} & \frac{7 x^{2}+2 x-1}{(x-1) x(x+1)}
\end{array}\right)
$$

and using $\mathbf{C}^{-1}$ computed in eq. (8.9) we finally obtain

$$
\boldsymbol{\Omega}=\mathbf{F C}^{-1}=\gamma\left(\begin{array}{ccc}
\frac{4 x^{2}+x-1}{(x-1) x(x+1)} & \frac{1}{x} & \frac{1}{x(x+1)}  \tag{8.23}\\
-\frac{2}{(x-1)(x+1)} & \frac{2}{x+1} & -\frac{2}{(x-1)(x+1)} \\
\frac{1}{x(x+1)} & \frac{1}{x} & \frac{4 x^{2}+x-1}{(x-1) x(x+1)}
\end{array}\right)
$$

We observe that since $\mathbf{C}^{-1}$ is a constant matrix with $\gamma$ factored out, the system of differential equations for the dlog-basis is canonical, being $\gamma$ factorized as well as Fuchsian.

## 9 Two-loop planar triangle

Let us consider the 2-loop planar triangle in figure 6. The independent (incoming) external momenta are chosen to be $p_{1}$ and $p_{2}$, with $p_{1}^{2}=s, p_{2}^{2}=0$ and $\left(p_{1}+p_{2}\right)^{2}=0$.

The denominators are given by:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, & D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{2}+p_{1}\right)^{2}-m^{2}, \\
D_{4}=\left(k_{2}+p_{1}+p_{2}\right)^{2}-m^{2}, & D_{5}=k_{2}^{2}-m^{2}, & D_{6}=\left(k_{1}-k_{2}\right)^{2}-m^{2} . \tag{9.1}
\end{array}
$$

We choose the ISP $z=D_{7}=\left(k_{1}+p_{2}\right)^{2}$.

### 9.1 Standard Baikov representation

The standard Baikov representation, on the maximal cut, gives us:

$$
\begin{align*}
& u=\left((s-z)\left(4 m^{2} z+s^{2}-s z\right)\right)^{\frac{d-5}{2}} \\
& \omega=\left(\frac{(d-5)\left(2 m^{2}(s-2 z)+s(z-s)\right)}{(s-z)\left(4 m^{2} z+s^{2}-s z\right)}\right) d z . \tag{9.2}
\end{align*}
$$

Thus, we infer:

$$
\begin{equation*}
\nu=1, \quad \mathcal{P}=\left\{s, \frac{s^{2}}{s-4 m^{2}}, \infty\right\} . \tag{9.3}
\end{equation*}
$$

Denominator power bigger than one. Let us consider the decomposition of $\left.I_{2,1,1,1,1,1 ; 0}=\langle\varphi| \mathcal{C}\right]$, with:

$$
\begin{equation*}
\hat{\varphi}=\frac{(d-5)\left(-4 m^{2} s+6 m^{2} z+s^{2}-s z\right)}{(s-z)\left(4 m^{2} z+s^{2}-s z\right)}, \tag{9.4}
\end{equation*}
$$

in terms of $\left.J_{1}=I_{1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$.
We build the $\mathbf{C}$ matrix, containing just a single element:

$$
\begin{equation*}
\mathbf{C}_{11}=\left\langle\phi_{1} \mid \phi_{1}\right\rangle=\frac{4(d-5) m^{4} s^{2}}{(d-6)(d-4)\left(s-4 m^{2}\right)^{2}}, \tag{9.5}
\end{equation*}
$$

and the intersection number:

$$
\begin{equation*}
\left\langle\varphi \mid \phi_{1}\right\rangle=-\frac{4(d-5) m^{4} s}{(d-6)\left(s-4 m^{2}\right)^{2}} . \tag{9.6}
\end{equation*}
$$

Finally, eq. (3.30) leads to:

$$
\begin{equation*}
I_{2,1,1,1,1,1 ; 0}=\frac{4-d}{s} J_{1} . \tag{9.7}
\end{equation*}
$$

The result is in agreement with Reduze.

### 9.2 Loop-by-loop approach

Let us consider again the decomposition of $\left.I_{2,1,1,1,1,1 ; 0}=\langle\varphi| \mathcal{C}\right]$ in terms of the integral $\left.I_{1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$.

In the loop by loop approach the Baikov Polynomial of such integrals do not depend on the ISP. Therefore the maximal cut can be computed by means of residues:

$$
\begin{equation*}
I_{a_{1}, \ldots, a_{6} ; 0}=\prod_{i=1}^{6} \frac{1}{\left(a_{i}-1\right)!}\left(\left.\frac{\partial^{a_{i}-1}}{\left.\partial z_{i}^{a_{i}-1} u\right)}\right|_{z_{1}=\ldots=z_{6}=0}\right. \tag{9.8}
\end{equation*}
$$



Figure 7. The planar double triangle.

Thus, we have:

$$
\begin{align*}
& I_{2,1,1,1,1,1 ; 0}=(4-d) 2^{\frac{3 d}{2}-5}\left(-m^{2}\right)^{d-4} s^{\frac{3 d-15}{2}}\left(4 m^{2}-s\right)^{\frac{3-d}{2}}  \tag{9.9}\\
& I_{1,1,1,1,1,1 ; 0}=2^{\frac{3 d}{2}-5}\left(-m^{2}\right)^{d-4} s^{\frac{3 d-13}{2}}\left(4 m^{2}-s\right)^{\frac{3-d}{2}} \tag{9.10}
\end{align*}
$$

The ratio of their maximal cut directly gives the coefficient of the IBP decomposition, resulting in

$$
\begin{equation*}
I_{2,1,1,1,1,1 ; 0}=c_{1} I_{1,1,1,1,1,1 ; 0} \tag{9.11}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{1}=\frac{\langle\varphi| \mathcal{C}]}{\left.\left\langle\phi_{1}\right| \mathcal{C}\right]}=\frac{4-d}{s} \tag{9.12}
\end{equation*}
$$

in agreement with the result given by intersection theory and by REDUZE.

## 10 Planar double triangle

We consider the planar two-Loop triangle in figure 7, where the independent (incoming) momenta are chosen to be $p_{1}$ and $p_{2}$ with $p_{1}^{2}=p_{2}^{2}=0$. The kinematic invariant is $s=\left(p_{1}+p_{2}\right)^{2}$ and the denominators are defined as

$$
\begin{array}{ll}
D_{1}=k_{1}^{2}-m^{2}, & D_{2}=k_{2}-m^{2}, \quad D_{3}=\left(k_{1}-k_{2}\right)^{2} \\
D_{4}=\left(k_{2}-p_{1}\right)^{2}-m^{2}, & D_{5}=\left(k_{1}-p_{1}-p_{2}\right)^{2}-m^{2} \tag{10.1}
\end{array}
$$

We choose the ISP $z=D_{6}=\left(k_{1}-p_{1}\right)^{2}-m^{2}$.
Using the Loop-by-Loop form of Baikov representation and performing the maximal cut as defined in eq. (3.14) we find

$$
\begin{equation*}
u=\frac{\left(z(s+z)+s m^{2}\right)^{\frac{d-4}{2}}}{z}, \quad \omega=\frac{z((d-6) s+2(d-5) z)-2 m^{2} s}{2 z\left(z(s+z)+s m^{2}\right)} d z \tag{10.2}
\end{equation*}
$$

with the $\omega$ corresponding to $\nu=2$ in agreement with the literature [104, 105].
Let us notice that $u$ has a factor of $z$ risen to an integer power, violating one of the assumption for the applicability of intersection theory [80]. We solve this issue, by introducing a regulating exponent $\rho, z^{-1} \rightarrow z^{\rho-1}$, which we put to zero at the end of the
calculation. Additionally, we factorize the polynomial appearing in $u$, so that,

$$
\begin{align*}
u & =\left(\left(z-r_{1}\right)\left(z-r_{2}\right)\right)^{\frac{d-4}{2}} z^{\rho-1}  \tag{10.3}\\
\omega & =\frac{2 r_{1} r_{2}(\rho-1)-\left(r_{1}+r_{2}\right)(d-6+2 \rho) z+2(d-5+\rho) z^{2}}{2 z\left(z-r_{1}\right)\left(z-r_{2}\right)} d z  \tag{10.4}\\
\nu & =2, \quad \mathcal{P}=\left\{0, r_{1}, r_{2}, \infty\right\} \tag{10.5}
\end{align*}
$$

with

$$
\begin{equation*}
r_{1}=\frac{1}{2}\left(-\sqrt{s^{2}-4 m^{2} s}-s\right), \quad r_{2}=\frac{1}{2}\left(\sqrt{s^{2}-4 m^{2} s}-s\right) . \tag{10.6}
\end{equation*}
$$

We observe that introducing the regulator changed neither the number $\nu$ of master integrals, nor introduce any spurious singularity.

Mixed bases. We choose a monomial basis of master integrals

$$
\begin{equation*}
J_{1}=I_{1,1,1,1,1 ; 0}, \quad J_{2}=I_{1,1,1,1,1 ;-1}, \tag{10.7}
\end{equation*}
$$

corresponding to $\phi_{1}=1 d z$ and $\phi_{2}=z d z$. Additionally we pick the right basis of

$$
\begin{equation*}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{z-r_{1}}, \quad \hat{\varphi}_{2}=\frac{1}{z-r_{1}}-\frac{1}{z-r_{2}} . \tag{10.8}
\end{equation*}
$$

This gives the $\mathbf{C}$-matrix to be

$$
\mathbf{C}=\left\langle\phi_{i} \mid \varphi_{j}\right\rangle=\left(\begin{array}{cc}
\frac{r_{1}}{d-4} & \frac{r_{2}-r_{1}}{d-4}  \tag{10.9}\\
\frac{r_{1}\left(r_{1}-r_{2}\right)}{2(d-3)} & \frac{\left(r_{2}-r_{1}\right)\left(r_{1}+r_{2}\right)}{2(d-3)}
\end{array}\right),
$$

where we have inserted $\rho \rightarrow 0$ as in the following.
Let us perform the reduction of $I_{1,1,1,1,1 ;-2}$ in the basis of $J_{1}$ and $J_{2}$. The twisted cocycle corresponding to $I_{1,1,1,1,1 ;-2}$ is $\phi_{3}=z^{2} d z$. Therefore, to obtain the decomposition, we need also

$$
\begin{equation*}
\left\langle\phi_{3} \mid \varphi_{1}\right\rangle=\frac{r_{1}\left(r_{1}-r_{2}\right)\left(r_{1}+r_{2}\right)}{4(d-3)}, \quad\left\langle\phi_{3} \mid \varphi_{2}\right\rangle=\frac{\left(r_{2}-r_{1}\right)\left(r_{1}+r_{2}\right)^{2}}{4(d-3)} . \tag{10.10}
\end{equation*}
$$

Using eq. (3.30), we obtain the following reduction formula on the maximal cut

$$
\begin{equation*}
I_{1,1,1,1,1 ;-2}=-\frac{s}{2} I_{1,1,1,1,1 ;-1} \tag{10.11}
\end{equation*}
$$

which agrees with the reduction obtained from LiteRed.
Further considerations. In this case, we have observed that integrals with positive powers of $z$ (in the sense that $z^{n}$ appears in the numerator) always have zero coefficient of $J_{0}$ (and non-zero of $J_{1}$ ).

Integrals with negative powers of $z$ (meaning that $z$ appears in the denominator as an actual propagator) correspond to a penta-cut, of the six denominator triangle graph shown in figure 8 . This six-propagator sector has no master integrals, but for the integrals associated with the indicated penta-cut, the coefficients of both $J_{1}$ and $J_{2}$ are different from


Figure 8. A six-denominator two loop sector.


Figure 9. Massless double-box.
zero. As an example, let us consider, $I_{1,1,1,1,1 ; 1}$, for which the relevant cocycle is $\phi_{0}=\frac{1}{z} d z$. By computing

$$
\begin{equation*}
\left\langle\phi_{0} \mid \varphi_{1}\right\rangle=-1, \quad\left\langle\phi_{0} \mid \varphi_{2}\right\rangle=0, \tag{10.12}
\end{equation*}
$$

the complete reduction eq. (3.30) reads,

$$
\begin{equation*}
I_{1,1,1,1,1 ; 1}=\frac{d-4}{2 m^{2}} I_{1,1,1,1,1 ; 0}+\frac{d-3}{s m^{2}} I_{1,1,1,1,1 ;-1}, \tag{10.13}
\end{equation*}
$$

in agreement with LiteRed.
For more discussion of this sector, see appendix A.1.

## 11 Massless double-box

Let us consider the massless double-box $[106,107]$ in figure 9. The external (outgoing) momenta are denoted $p_{i}$ with $p_{i}^{2}=0$ for $i=1,2,3,4$. We define the kinematic invariants to be $s=\left(p_{1}+p_{2}\right)^{2}$, and $t=\left(p_{2}+p_{3}\right)^{2}$.

The denominators are given by:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}-p_{1}\right)^{2}, & D_{3}=\left(k_{1}-p_{1}-p_{2}\right)^{2}, & D_{4}=\left(k_{1}\right. \\
D_{5}=\left(k_{2}-p_{1}-p_{2}\right)^{2}, & D_{6}=\left(k_{2}-p_{1}-p_{2}-p_{3}\right)^{2}, & D_{7}=k_{2}^{2} . \tag{11.1}
\end{array}
$$

The leftover ISP is:

$$
\begin{equation*}
z=D_{8}=\left(k_{2}-p_{1}\right)^{2} \tag{11.2}
\end{equation*}
$$

The Loop-by-Loop Baikov representation, after a hepta-cut, gives,

$$
\begin{array}{ll}
u=z^{\frac{d}{2}-3}(s+z)^{2-\frac{d}{2}}(t-z)^{d-5}, & \omega=\left(\frac{4-d}{2(s+z)}+\frac{d-5}{z-t}+\frac{d-6}{2 z}\right) d z, \\
\nu=2, & \mathcal{P}=\{0,-s, t, \infty\} . \tag{11.4}
\end{array}
$$

Mixed bases. We pick the two master integrals

$$
\begin{equation*}
J_{1}=I_{1,1,1,1,1,1,1 ; 0}, \quad J_{2}=I_{1,1,1,1,1,1,1 ;-1}, \tag{11.5}
\end{equation*}
$$

corresponding to $\phi_{1}=1 d z$ and $\phi_{2}=z d z$.
Additionally we pick the right basis as

$$
\begin{equation*}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{z+s}, \quad \hat{\varphi}_{2}=\frac{1}{z+s}-\frac{1}{z-t}, \tag{11.6}
\end{equation*}
$$

This gives the intersection matrix $\mathbf{C}$ to be

$$
\mathbf{C}=\left\langle\phi_{i} \mid \varphi_{j}\right\rangle=\left(\begin{array}{cc}
\frac{-s}{d-5} & \frac{s+t}{d-5}  \tag{11.7}\\
\frac{s((3 d-14) s+2(d-5) t)}{2(d-5)(d-4)} & \frac{-(3 d-14) s(s+t)}{2(d-5)(d-4)}
\end{array}\right)
$$

If we want to reduce $I_{1,1,1,1,1,1,1 ;-2}$ corresponding to $\phi_{3}=z^{2} d z$, we also need the intersections

$$
\begin{align*}
& \left\langle\phi_{3} \mid \varphi_{1}\right\rangle=\frac{s\left(4(d-5) t^{2}-3(d-4)(3 d-14) s^{2}-4(d-5)(2 d-9) s t\right)}{4(d-5)(d-4)(d-3)},  \tag{11.8}\\
& \left\langle\phi_{3} \mid \varphi_{2}\right\rangle=\frac{s(s+t)(3(d-4)(3 d-14) s+2(d-6)(d-5) t)}{4(d-5)(d-4)(d-3)} \tag{11.9}
\end{align*}
$$

Putting this together, the final reduction reads:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-2}=c_{1} J_{1}+c_{2} J_{2}, \tag{11.10}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{1}=\frac{(d-4) s t}{2(d-3)}, \quad c_{2}=\frac{2 t-3(d-4) s}{2(d-3)}, \tag{11.11}
\end{equation*}
$$

in agreement with Reduze.

### 11.1 A second example: the other ISP

For most of the examples in this paper, the Loop-by-Loop version of Baikov parametrization has been employed. As this approach generally integrates out some degrees of freedom, one might fear that some information is irrevocably lost: but this is not the case, as we shall see. Specifically, we consider $I_{1,1,1,1,1,1,1 ;-1,-1}$, belonging to the same double-box family as above, but for which the other potential ISP

$$
\begin{equation*}
D_{9}=\left(k_{1}-p_{1}-p_{2}-p_{3}\right)^{2} \tag{11.12}
\end{equation*}
$$

is present as well. Let us apply the Loop-by-Loop procedure by integrating out $k_{1}$ first. Expanding $D_{9}$ gives a number of scalar products, all of which can be written in terms of the propagators, or Baikov variables, considered in the former case, with the exception of $k_{1} \cdot p_{3}$. The vector $p_{3}$ can be decomposed in a basis of vectors formed by $p_{1}, p_{2}, k_{2}$ and a complementary, perpendicular vector $\eta$, as

$$
\begin{equation*}
p_{3}=\kappa_{1} p_{1}+\kappa_{2} p_{2}+\kappa_{3} k_{2}+\kappa_{4} \eta \tag{11.13}
\end{equation*}
$$



Figure 10. Four points two-loop diagram.
with

$$
\begin{equation*}
\eta^{\mu} \equiv \varepsilon_{\nu_{1} \nu_{2} \nu_{3}}^{\mu} p_{1}^{\nu_{1}} p_{2}^{\nu_{2}} k_{2}^{\nu_{3}} \tag{11.14}
\end{equation*}
$$

Contracting each side of eq. (11.13) with $p_{1}, p_{2}, k_{2}$, and $p_{3}$ gives four equations that allows us to identify all four $\kappa \mathrm{s}$, and inserting this expression in $k_{1} \cdot p_{3}$ give four terms, three of which can be re-expressed in terms of the other propagators. The remaining term $k_{1} \cdot \eta$ can easily be seen to integrate to zero. Putting all of this together yields a rather lengthy expression, but on the maximal cut it simplifies, with the result

$$
\begin{equation*}
D_{9} \rightarrow f(z)=\frac{s(t-z)}{2(s+z)} \tag{11.15}
\end{equation*}
$$

where the $f(z)$ refers to the function introduced in eq. (3.9). See appendix B. 1 for a different way of obtaining eq. (11.15), valid also when $D_{9}$ appears in the numerator at a higher power. According to eq. (3.9), the maximal cut of $I_{1,1,1,1,1,1,1 ;-1,-1}$ corresponds to

$$
\begin{equation*}
\hat{\phi}=\frac{s(t-z) z}{2(s+z)} \tag{11.16}
\end{equation*}
$$

To apply (3.30), the necessary intersection numbers are,

$$
\begin{align*}
& \left\langle\phi \mid \varphi_{1}\right\rangle=\frac{s^{2}((42-9 d) s+(38-8 d) t)}{4(d-5)(d-4)}  \tag{11.17}\\
& \left\langle\phi \mid \varphi_{2}\right\rangle=\frac{s(s+t)((9 d-42) s+2(d-4) t)}{4(d-5)(d-4)} \tag{11.18}
\end{align*}
$$

and then, the decomposition formula reads,

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1,-1}=\frac{s t}{2} J_{1}+\frac{-3 s}{2} J_{2}, \tag{11.19}
\end{equation*}
$$

in agreement with FIRE.
For a different approach to the other ISP based on intersection theory, see appendix B.1.

## 12 Internally massive double-box

Let us consider the four point two-loop integral depicted on figure 10. This diagram has recently been computed in ref. [108] in the context of top-mass corrections to $2 j$ or $2 \gamma$ production.

The external kinematics is as in the previous section. The set of propagators reads:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}-p_{3}-p_{4}\right)^{2}, & D_{4}=\left(k_{2}-p_{3}-p_{4}\right)^{2}-m^{2} \\
D_{5}=\left(k_{2}-p_{4}\right)^{2}-m^{2}, & D_{6}=k_{2}^{2}-m^{2}, & D_{7}=\left(k_{1}-k_{2}\right)^{2}-m^{2}, \tag{12.1}
\end{array}
$$

while the additional ISP is:

$$
\begin{equation*}
z=D_{8}=\left(k_{1}-p_{4}\right)^{2} \tag{12.2}
\end{equation*}
$$

With Loop-by-Loop Baikov parametrization we have two options, we can either integrate the massive or the mass-less loop out first. Starting with the massless loop gives four master integrals in agreement with ref. [108] and most public IBP codes. However, starting with the massive one, the number of master integrals is 3 : in this case, we get,

$$
\begin{equation*}
u=(z-t)^{d-5}(z+s)^{(4-d) / 2}\left(4 m^{2} s+\left(4 m^{2}-s\right) z\right)^{(d-5) / 2} z^{-1 / 2} \tag{12.3}
\end{equation*}
$$

corresponding to

$$
\begin{equation*}
\omega=\frac{q_{0}+q_{1} z+q_{2} z^{2}+q_{3} z^{3}}{2 z(s+z)(z-t)\left(4 m^{2} s+\left(4 m^{2}-s\right) z\right)} d z \tag{12.4}
\end{equation*}
$$

with

$$
\begin{align*}
& q_{0}=4 m^{2} s^{2} t \\
& q_{1}=s\left((d-6) s t+4 m^{2}((2 d-11) s+3 t)\right) \\
& q_{2}=\left(4(4 d-23) m^{2} s+(16-3 d) s^{2}+8 m^{2} t-2 s t\right),  \tag{12.5}\\
& q_{3}=2(d-6)\left(4 m^{2}-s\right)
\end{align*}
$$

and here it is easy to see that $\omega=0$ has three solutions, corresponding to $\nu=3$ master integrals for this sector.

We can get 3 master integrals out of the public code KIRA 1.1 [29] if we also search for relations in sectors in which the ISP $z$ is allowed to appear as a propagator. What is happening is the following: picking as master integrals in the seven-propagator sector defined by eqs. (12.1), the four integrals

$$
\begin{equation*}
I_{1111111 ; 0}, \quad I_{1211111 ; 0}, \quad I_{1111211 ; 0}, \quad I_{1111112 ; 0} \tag{12.6}
\end{equation*}
$$

KIRA finds the relation

$$
\begin{equation*}
I_{0111121 ; 1}=\frac{1}{2} I_{1111112 ; 0}-\frac{1}{2} I_{1111211 ; 0}-\frac{d-4}{4 m^{2}} I_{1111011 ; 1}+\frac{d-4}{4 m^{2}} I_{1111110 ; 1}+\text { subtopologies } \tag{12.7}
\end{equation*}
$$

where "subtopologies" refers to integrals in sectors with less than seven propagators. This relation is an example of an IBP relation that relate different sectors with the same number of propagators (what is referred to as a "magic relation" in ref. [31]). On the cut of the first seven propagators, this identity reduces to

$$
\begin{equation*}
I_{1111112 ; 0}=I_{1111211 ; 0} \tag{12.8}
\end{equation*}
$$



Figure 11. Bhabha - first planar sector.
which is the relation that reduces the number of master integrals in this sector to 3 on the hepta-cut. We have verified this number with a numerical evaluation of the integrals combined with the high-precision arithmetic PSLQ algorithm [109] (80 digits accuracy).

Proceeding with the reduction-by-intersections starting from the $\omega$ of eq. (12.4), the decomposition formulas are in agreement with Kira.

For more discussion of this sector, see appendix A.2.

## 13 Two-loop Bhabha scattering

In this section, we discuss the seven-propagator sectors that contribute to Bhabha scattering (i.e. $e^{+} e^{-} \rightarrow e^{+} e^{-}$in QED) at two loops. We take the external electrons to be on-shell so the integrals are functions of three variables $s=\left(p_{1}+p_{2}\right)^{2}, t=\left(p_{2}+p_{3}\right)^{2}$, and $m^{2}=p_{i}^{2}$. There are three such seven-propagator sectors, two planar and one non-planar.

### 13.1 First planar sector

This planar sector is depicted on figure 11, and was first computed in ref. [110]. It may be expressed in terms of the seven propagators

$$
\begin{array}{lll}
D_{1}=k_{2}^{2}-m^{2}, \quad D_{2}=\left(k_{2}+p_{1}\right)^{2}, & D_{3}=\left(k_{2}+p_{1}+p_{2}\right)^{2}-m^{2}, & D_{4}=\left(k_{1}+p_{1}+p_{2}\right)^{2}-m^{2}, \\
D_{5}=\left(k_{1}+p_{1}+p_{2}+p_{3}\right)^{2}, & D_{6}=k_{1}^{2}-m^{2}, & D_{7}=\left(k_{1}-k_{2}\right)^{2} . \tag{13.1}
\end{array}
$$

Additionally we need the variable $z=D_{8}=\left(k_{1}+p_{1}\right)^{2}$, which play the roles of ISP and eighth integration variable.

Using the Loop-by-Loop form of Baikov representation, by first integrating out $k_{2}$, we obtain:

$$
\begin{align*}
& u=\left(z+s-4 m^{2}\right)^{(4-d) / 2}(z-t)^{d-5} z^{(d-6) / 2},  \tag{13.2}\\
& \omega=\frac{(d-6)\left(4 m^{2}-s\right) t+\left(2 t-(3 d-16)\left(4 m^{2}-s\right)\right) z+2(d-6) z^{2}}{2 z\left(z+s-4 m^{2}\right)(z-t)} d z,  \tag{13.3}\\
& \nu=2, \quad \mathcal{P}=\left\{0,4 m^{2}-s, t, \infty\right\} . \tag{13.4}
\end{align*}
$$

Mixed bases. Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$.
The MIs can be chosen as:

$$
\begin{equation*}
\left.\left.J_{1}=I_{1,1,1,1,1,1,1,1 ; 0}=\left\langle e_{1}\right| \mathcal{C}\right], \quad J_{2}=I_{1,1,1,1,1,1,2 ; 0}=\left\langle e_{2}\right| \mathcal{C}\right], \tag{13.5}
\end{equation*}
$$



Figure 12. Bhabha - second planar sector.
with:

$$
\begin{equation*}
\hat{e}_{1}=1, \quad \hat{e}_{2}=\frac{5-d}{z} \tag{13.6}
\end{equation*}
$$

We introduce the dlog differential-stripped cocycles:

$$
\begin{equation*}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{z-t}, \quad \hat{\varphi}_{2}=\frac{1}{z-t}-\frac{1}{z+s-4 m^{2}} \tag{13.7}
\end{equation*}
$$

We can compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid \varphi_{j}\right\rangle, \quad i, j=1,2 \tag{13.8}
\end{equation*}
$$

with:

$$
\begin{array}{ll}
\left\langle e_{1} \mid \varphi_{1}\right\rangle=\frac{t}{d-5}, & \left\langle e_{1} \mid \varphi_{2}\right\rangle=\frac{4 m^{2}-s-t}{d-5} \\
\left\langle e_{2} \mid \varphi_{1}\right\rangle=\frac{-2(d-5)}{d-6}, & \left\langle e_{2} \mid \varphi_{2}\right\rangle=0 \tag{13.10}
\end{array}
$$

Moreover we can compute the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{2} \mid \varphi_{1}\right\rangle=\frac{\left(4 m^{2}-s\right) t}{2(d-5)}, \quad\left\langle\phi_{2} \mid \varphi_{2}\right\rangle=\frac{(3 d-14)\left(4 m^{2}-s\right)\left(4 m^{2}-s-t\right)}{2(d-5)(d-4)} \tag{13.11}
\end{equation*}
$$

The final reduction, given by eq. (3.30) is:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2} \tag{13.12}
\end{equation*}
$$

with:

$$
\begin{equation*}
c_{1}=\frac{(3 d-14)\left(4 m^{2}-s\right)}{2(d-4)}, \quad c_{2}=\frac{(d-6)\left(4 m^{2}-s\right) t}{2(d-5)(d-4)} \tag{13.13}
\end{equation*}
$$

in agreement with FIRE.

### 13.2 Second planar sector

The second planar seven-propagator sector contributing to Bhabha scattering, shown in figure 12 , can be expressed in terms of the propagators

$$
\begin{array}{lll}
D_{1}=k_{2}^{2}, D_{2}=\left(k_{2}+p_{1}\right)^{2}-m^{2}, & D_{3}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{4}=\left(k_{1}+p_{1}+p_{2}\right)^{2}-m^{2} \\
D_{5}=\left(k_{1}+p_{1}+p_{2}+p_{3}\right)^{2}, & D_{6}=k_{1}^{2}-m^{2}, & D_{7}=\left(k_{1}-k_{2}\right)^{2}-m^{2} \tag{13.14}
\end{array}
$$

We also need the ISP variable $z=D_{8}=\left(k_{1}+p_{1}\right)^{2}$.

After using the Loop-by-Loop Baikov representation and the hepta-cut, we get

$$
\begin{align*}
u= & \left(4 m^{2}-z\right)^{(d-5) / 2}\left(4 m^{2}-s-z\right)^{(4-d) / 2}(t-z)^{d-5} z^{-1 / 2},  \tag{13.15}\\
\omega= & \left(\frac{4 m^{2}\left(4 m^{2}-s\right) t+\left(4(2 d-11) m^{2}\left(4 m^{2}-s\right)-\left(12 m^{2}+(d-6) s\right) t\right) z}{2 z\left(4 m^{2}-z\right)\left(4 m^{2}-s-z\right)(z-t)}\right. \\
& \left.\quad+\frac{\left((92-16 d) m^{2}+(3 d-16) s+2 t\right) z^{2}+2(d-6) z^{3}}{2 z\left(4 m^{2}-z\right)\left(4 m^{2}-s-z\right)(z-t)}\right) d z,  \tag{13.16}\\
\nu= & 3, \quad \mathcal{P}=\left\{0,4 m^{2}, 4 m^{2}-s, t, \infty\right\} . \tag{13.17}
\end{align*}
$$

Mixed bases. Let us consider the decomposition of $I_{1,1,1,1,1,1,1 ;-1}$ in terms of the three master integrals

$$
\begin{equation*}
\left.\left.\left.J_{1}=I_{1,1,1,1,1,1,1 ; 0}=\left\langle e_{1}\right| \mathcal{C}\right], \quad J_{2}=I_{1,1,1,1,2,1,1 ; 0}=\left\langle e_{2}\right| \mathcal{C}\right], \quad J_{3}=I_{1,1,1,1,1,2,1 ; 0}=\left\langle e_{3}\right| \mathcal{C}\right], \tag{13.18}
\end{equation*}
$$

with:

$$
\begin{align*}
& \hat{e}_{1}=1, \quad \hat{e}_{2}=\frac{(5-d)\left(\left(4 m^{2}-s\right) t+\left(4 m^{2}-s-2 t\right) z\right)}{\left(4 m^{2}-s\right)(t-z)^{2}}  \tag{13.19}\\
& \hat{e}_{3}=\frac{(d-6)\left(4 m^{2}-s\right) t+\left((d-4)\left(4 m^{2}-s\right)-2(d-5) t\right) z}{2\left(4 m^{2}-s\right)\left(4 m^{2}-s-z\right)(t-z)} \tag{13.20}
\end{align*}
$$

The dlog differential-stripped cocycles reads:

$$
\begin{equation*}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{z-4 m^{2}}, \quad \hat{\varphi}_{2}=\frac{1}{z-4 m^{2}}-\frac{1}{z+s-4 m^{2}}, \quad \hat{\varphi}_{3}=\frac{1}{z+s-4 m^{2}}-\frac{1}{z-t} . \tag{13.21}
\end{equation*}
$$

We can compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid \varphi_{j}\right\rangle, \quad i, j=1,2, \tag{13.22}
\end{equation*}
$$

with:

$$
\begin{align*}
& \left\langle e_{1} \mid \varphi_{1}\right\rangle=\frac{4 m^{2}}{d-5}, \quad\left\langle e_{1} \mid \varphi_{2}\right\rangle=\frac{-s}{d-5}, \quad\left\langle e_{1} \mid \varphi_{3}\right\rangle=\frac{s+t-4 m^{2}}{d-5}, \\
& \left\langle e_{2} \mid \varphi_{1}\right\rangle=\frac{8(d-5) m^{2}\left(s+t-4 m^{2}\right)}{(d-6)\left(4 m^{2}-s\right)\left(4 m^{2}-t\right)}, \quad\left\langle e_{2} \mid \varphi_{2}\right\rangle=\frac{2(5-d) s t}{(d-6)\left(4 m^{2}-s\right)\left(4 m^{2}-t\right)}, \\
& \left\langle e_{2} \mid \varphi_{3}\right\rangle=\frac{4(d-5) m^{2}\left(4 m^{2}-s-t\right)}{(d-6)\left(4 m^{2}-s\right)\left(4 m^{2}-t\right)},  \tag{13.23}\\
& \left\langle e_{3} \mid \varphi_{1}\right\rangle=0, \quad\left\langle e_{3} \mid \varphi_{2}\right\rangle=1, \quad\left\langle e_{3} \mid \varphi_{3}\right\rangle=-\frac{4 m^{2}-s-t}{4 m^{2}-s} .
\end{align*}
$$

The additional intersection numbers are

$$
\begin{align*}
& \left\langle\phi_{2} \mid \varphi_{1}\right\rangle=\frac{2 m^{2}\left(4(2 d-9)-m^{2}(d-4) s-2(d-5) t\right)}{(d-5)(d-4)} \\
& \left\langle\phi_{2} \mid \varphi_{2}\right\rangle=\frac{s\left((76-16 d) m^{2}+(3 d-14) s+2(d-5) t\right)}{2(d-5)(d-4)},  \tag{13.24}\\
& \left\langle\phi_{2} \mid \varphi_{3}\right\rangle=\frac{\left(4(9-2 d) m^{2}+(3 d-14) s\right)\left(4 m^{2}-s-t\right)}{2(d-5)(d-4)},
\end{align*}
$$



Figure 13. Bhabha - non-planar sector.

The final reduction, given by eq. (3.30) is:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3} \tag{13.25}
\end{equation*}
$$

with:

$$
\begin{align*}
& c_{1}=-\frac{8(9-2 d) m^{4}+(d-6) s t+2(d-4) m^{2}(s+2 t)}{2(d-4)\left(2 m^{2}-t\right)}  \tag{13.26}\\
& c_{2}=\frac{(d-6)\left(4 m^{2}-s\right)\left(4 m^{2}-t\right) t}{2(d-5)(d-4)\left(2 m^{2}-t\right)} \quad c_{3}=-\frac{2\left(4 m^{2}-s\right) s\left(m^{2}-t\right)}{(d-4)\left(2 m^{2}-t\right)} \tag{13.27}
\end{align*}
$$

in agreement with Kira.

### 13.3 Non-planar sector

We consider the non-planar contribution to Bhabha scattering in figure 13 . The seven denominators can be parametrized as:

$$
\begin{array}{lll}
D_{1}=k_{2}^{2}-m^{2}, & D_{2}=\left(k_{2}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}+p_{1}+p_{2}\right)^{2}-m^{2}, \\
D_{5}=k_{1}^{2}-m^{2}, & D_{6}=\left(k_{1}-k_{2}\right)^{2}, & D_{7}=\left(k_{1}+p_{1}+p_{2}+k_{2}+p_{2}\right)^{2}-m^{2} \tag{13.28}
\end{array}
$$

and the leftover ISP is:

$$
\begin{equation*}
z=D_{8}=\left(k_{1}+p_{1}\right)^{2} \tag{13.29}
\end{equation*}
$$

We find:

$$
\begin{align*}
u & =(z-t)^{d-5} z^{(d-6) / 2}(z+s)^{(d-5) / 2}\left(z+s-4 m^{2}\right)^{-1 / 2}  \tag{13.30}\\
\omega & =\frac{c_{0}+c_{1} z+c_{2} z^{2}+c_{3} z^{3}}{2 z(z+s)\left(s+z-4 m^{2}\right)(z-t)} d z \tag{13.31}
\end{align*}
$$

where in eq. (13.31) we defined:

$$
\begin{align*}
& c_{0}=(d-6)\left(4 m^{2}-s\right) s t \\
& c_{1}=(3 d-16) s\left(s-4 m^{2}\right)+(8 d-44) m^{2} t-3(d-6) s t \\
& c_{2}=(84-16 d) m^{2}+(7 d-38) s-2(d-6) t  \tag{13.32}\\
& c_{3}=(4 d-22)
\end{align*}
$$

and so, we get:

$$
\begin{equation*}
\nu=3, \quad \mathcal{P}=\left\{0,-s, 4 m^{2}-s, t\right\} . \tag{13.33}
\end{equation*}
$$

Mixed bases. Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$.
The MIs can be chosen as:

$$
\begin{equation*}
\left.\left.\left.J_{1}=I_{1,1,1,1,1,1,1 ; 0}=\left\langle e_{1}\right| \mathcal{C}\right], \quad J_{2}=I_{1,1,1,1,1,2,1 ; 0}=\left\langle e_{2}\right| \mathcal{C}\right], \quad J_{3}=I_{1,1,1,1,1,1,2 ; 0}=\left\langle e_{3}\right| \mathcal{C}\right], \tag{13.34}
\end{equation*}
$$

with:

$$
\begin{equation*}
\hat{e}_{1}=1, \quad \hat{e}_{2}=\frac{5-d}{z}, \quad \hat{e}_{3}=\frac{d-5}{z+s} . \tag{13.35}
\end{equation*}
$$

Moreover we introduce the following dlog differential-stripped cocycles:

$$
\begin{align*}
& \hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{z+s-4 m^{2}},  \tag{13.36}\\
& \hat{\varphi}_{2}=\frac{1}{z+s-4 m^{2}}-\frac{1}{z+s},  \tag{13.37}\\
& \hat{\varphi}_{3}=\frac{1}{z+s}-\frac{1}{z-t} \tag{13.38}
\end{align*}
$$

We compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid \varphi_{j}\right\rangle, \quad 1 \leq i, j \leq 3 \tag{13.39}
\end{equation*}
$$

with:

$$
\begin{align*}
& \left\langle e_{1} \mid \varphi_{1}\right\rangle=\frac{4 m^{2}-s}{2(d-5)}, \quad\left\langle e_{1} \mid \varphi_{2}\right\rangle=\frac{2 m^{2}}{5-d}, \quad\left\langle e_{1} \mid \varphi_{3}\right\rangle=\frac{s+t}{2(d-5)},  \tag{13.40}\\
& \left\langle e_{2} \mid \varphi_{1}\right\rangle=\frac{2(5-d)}{d-6}, \quad\left\langle e_{2} \mid \varphi_{2}\right\rangle=0, \quad\left\langle e_{2} \mid \varphi_{3}\right\rangle=0,  \tag{13.41}\\
& \left\langle e_{3} \mid \varphi_{1}\right\rangle=0, \quad\left\langle e_{3} \mid \varphi_{2}\right\rangle=-2, \quad\left\langle e_{3} \mid \varphi_{3}\right\rangle=2 . \tag{13.42}
\end{align*}
$$

Moreover we can compute the intersection numbers:

$$
\begin{align*}
\left\langle\phi_{2} \mid \varphi_{1}\right\rangle & =\frac{\left(4 m^{2}-s\right)\left(4(4 d-19) m^{2}+(14-3 d) s-2(d-5) t\right)}{4(d-5)(2 d-9)},  \tag{13.43}\\
\left\langle\phi_{2} \mid \varphi_{2}\right\rangle & =\frac{m^{2}\left((76-16 d) m^{2}+(7 d-34) s+2(d-5) t\right)}{(d-5)(2 d-9)},  \tag{13.44}\\
\left\langle\phi_{2} \mid \varphi_{3}\right\rangle & =\frac{(s+t)\left(4 m^{2}+(14-3 d) s+2(d-5) t\right)}{4(d-5)(2 d-9)} . \tag{13.45}
\end{align*}
$$

Then, eq. (3.30) yields:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}, \tag{13.46}
\end{equation*}
$$

with:

$$
\begin{align*}
& c_{1}=\frac{4(4 d-19) m^{2}+(14-3 d) s+2(d-5) t}{4 d-18},  \tag{13.47}\\
& c_{2}=\frac{(d-6)\left(4 m^{2}-s\right) t}{2(d-5)(2 d-9)},  \tag{13.48}\\
& c_{3}=\frac{-2 m^{2}(s+t)}{2 d-9}, \tag{13.49}
\end{align*}
$$

in agreement with Kira.


Figure 14. A planar contribution to $H+j$ (left) and to $H H$ (right).

## 14 Two-loop associated Higgs production

### 14.1 Planar contribution to $H+j$ and $H \boldsymbol{H}$ production

In this section we discuss planar seven-propagator integrals contributing to Higgs+jet $(H+j)$ production [47, 111, 112] and double Higgs $(H H)$ production [44, 45], portrayed in figure 14. We treat the two cases simultaneously as they are very similar. The seven propagators are

$$
\begin{array}{lll}
D_{1}=k_{2}^{2}-m_{t}^{2}, D_{2}=\left(k_{2}+p_{1}\right)^{2}-m_{t}^{2}, & D_{3}=\left(k_{2}+p_{1}+p_{2}\right)^{2}-m_{t}^{2}, & D_{4}=\left(k_{1}+p_{1}+p_{2}\right)^{2}-m_{t}^{2} \\
D_{5}=\left(k_{1}+p_{1}+p_{2}+p_{3}\right)^{2}-m_{t}^{2}, & D_{6}=k_{1}^{2}-m_{t}^{2}, & D_{7}=\left(k_{1}-k_{2}\right)^{2} \tag{14.1}
\end{array}
$$

The ISP is chosen to be:

$$
\begin{equation*}
z=D_{8}=\left(k_{1}+p_{1}\right)^{2}-m_{t}^{2} \tag{14.2}
\end{equation*}
$$

The kinematics is such that $p_{1}^{2}=p_{2}^{2}=0,\left(p_{1}+p_{2}\right)^{2}=s,\left(p_{2}+p_{3}\right)^{2}=t$, and $\left(p_{1}+p_{2}+p_{3}\right)^{2}=$ $m_{H}^{2}$. The only difference between the cases of $H+j$ and $H H$ is the relation $p_{3}^{2}=\delta m_{H}^{2}$ where $\delta=0$ for the case of $H+j$, while $\delta=1$ for the case of $H H$.

The Loop-by-Loop Baikov parametrization, on the maximal cut, gives us:

$$
\begin{equation*}
u=z^{d-5}\left(\left(z-r_{1}\right)\left(z-r_{2}\right)\right)^{(4-d) / 2}\left(\left(z-r_{3}\right)\left(z-r_{4}\right)\right)^{(d-5) / 2} \tag{14.3}
\end{equation*}
$$

with:

$$
\begin{align*}
r_{1}= & \frac{1}{2}\left(-\sqrt{s^{2}-4 s m_{t}^{2}}-s\right)  \tag{14.4}\\
r_{2}= & \frac{1}{2}\left(\sqrt{s^{2}-4 s m_{t}^{2}}-s\right),  \tag{14.5}\\
r_{3}= & \left(2 \sqrt{s\left(\delta m_{H}^{4}-(\delta+1) t m_{H}^{2}+t(s+t)\right)\left(m_{H}^{4}\left((\delta-1)^{2} m_{t}^{2}+\delta s\right)-2(\delta+1) s m_{H}^{2} m_{t}^{2}+s^{2} m_{t}^{2}\right)}\right. \\
& \left.+2 \delta s m_{H}^{4}-(\delta+1) s t m_{H}^{2}+s^{2} t\right) /\left((\delta-1)^{2} m_{H}^{4}-2(\delta+1) s m_{H}^{2}+s^{2}\right),  \tag{14.6}\\
r_{4}= & \left(-2 \sqrt{s\left(\delta m_{H}^{4}-(\delta+1) t m_{H}^{2}+t(s+t)\right)\left(m_{H}^{4}\left((\delta-1)^{2} m_{t}^{2}+\delta s\right)-2(\delta+1) s m_{H}^{2} m_{t}^{2}+s^{2} m_{t}^{2}\right)}\right. \\
& \left.+2 \delta s m_{H}^{4}-(\delta+1) s t m_{H}^{2}+s^{2} t\right) /\left((\delta-1)^{2} m_{H}^{4}-2(\delta+1) s m_{H}^{2}+s^{2}\right) . \tag{14.7}
\end{align*}
$$

Then, we have:

$$
\begin{equation*}
\omega=\frac{q_{0}+q_{1} z+q_{2} z^{2}+q_{3} z^{3}+q_{4} z^{4}}{2 z\left(z-r_{1}\right)\left(z-r_{2}\right)\left(z-r_{3}\right)\left(z-r_{4}\right)} d z \tag{14.8}
\end{equation*}
$$

where:

$$
\begin{align*}
& q_{0}=2(d-5) r_{1} r_{2} r_{3} r_{4}  \tag{14.9}\\
& q_{1}=-\left((d-6)\left(r_{1}+r_{2}\right) r_{3} r_{4}+3(d-5) r_{1} r_{2}\left(r_{3}+r_{4}\right)\right)  \tag{14.10}\\
& q_{2}=4(d-5) r_{1} r_{2}-2 r_{3} r_{4}+(2 d-11)\left(r_{1}+r_{2}\right)\left(r_{3}+r_{4}\right)  \tag{14.11}\\
& q_{3}=\left((16-3 d)\left(r_{1}+r_{2}\right)-(d-7)\left(r_{3}+r_{4}\right)\right)  \tag{14.12}\\
& q_{4}=2(d-6) \tag{14.13}
\end{align*}
$$

Therefore we find:

$$
\begin{equation*}
\nu=4, \quad \mathcal{P}=\left\{0, r_{1}, r_{2}, r_{3}, r_{4} \infty\right\} \tag{14.14}
\end{equation*}
$$

Mixed bases. Let us consider the reduction of $\left.I_{1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$ in terms of $J_{1}=$ $\left.\left.\left.I_{1,1,1,1,1,1,1 ; 0}=\left\langle e_{1}\right| \mathcal{C}\right], J_{2}=I_{1,2,1,1,1,1,1 ; 0}=\left\langle e_{2}\right| \mathcal{C}\right], J_{3}=I_{1,1,1,1,2,1,1 ; 0}=\left\langle e_{3}\right| \mathcal{C}\right]$ and $J_{4}=$ $\left.I_{1,1,1,1,1,1,2 ; 0}=\left\langle e_{4}\right| \mathcal{C}\right]$ with:

$$
\begin{align*}
& \hat{e}_{1}=1  \tag{14.15}\\
& \hat{e}_{2}=\frac{5-d}{z}  \tag{14.16}\\
& \hat{e}_{3}=\frac{(d-5) s\left(\left((1+\delta) m_{H}^{2}-s-2 t\right) z-s t\right)}{\left((1-\delta)^{2} m_{H}^{4}-2(1+\delta) m_{H}^{2} s+s^{2}\right)\left(z-r_{3}\right)\left(z-r_{4}\right)}  \tag{14.17}\\
& \hat{e}_{4}=\frac{(d-5) s\left(2 m_{t}^{2}+z\right)}{\left(4 m_{t}^{2}-s\right) z^{2}} \tag{14.18}
\end{align*}
$$

Moreover we can introduce the following differential-stripped cocycles:

$$
\begin{array}{ll}
\hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{z-r_{1}}, & \hat{\varphi}_{2}=\frac{1}{z-r_{1}}-\frac{1}{z-r_{2}}, \\
\hat{\varphi}_{3}=\frac{1}{z-r_{2}}-\frac{1}{z-r_{3}}, & \hat{\varphi}_{4}=\frac{1}{z-r_{3}}-\frac{1}{z-r_{4}} . \tag{14.20}
\end{array}
$$

We compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid \varphi_{j}\right\rangle, \quad 1 \leq i, j \leq 4 \tag{14.21}
\end{equation*}
$$

with:

$$
\begin{array}{lll}
\left\langle e_{1} \mid \varphi_{1}\right\rangle=\frac{r_{1}}{d-5}, & \left\langle e_{1} \mid \varphi_{2}\right\rangle=\frac{r_{2}-r_{1}}{d-5}, & \left\langle e_{1} \mid \varphi_{3}\right\rangle=\frac{r_{3}-r_{2}}{d-5}, \\
\left\langle e_{1} \mid \varphi_{4}\right\rangle=\frac{r_{4}-r_{3}}{d-5}, & \left\langle e_{2} \mid \varphi_{1}\right\rangle=-1, & \left\langle e_{2} \mid \varphi_{2}\right\rangle=0 \tag{14.23}
\end{array}
$$

$$
\begin{align*}
& \left\langle e_{2} \mid \varphi_{3}\right\rangle=\left\langle e_{2} \mid \varphi_{4}\right\rangle=\left\langle e_{3} \mid \varphi_{1}\right\rangle=\left\langle e_{3} \mid \varphi_{2}\right\rangle=0,  \tag{14.24}\\
& \left\langle e_{3} \mid \varphi_{3}\right\rangle=\frac{2 s\left(s t+r_{3}\left(s+2 t-(1+\delta) m_{H}^{2}\right)\right)}{\left(r_{3}-r_{4}\right)\left((1-\delta)^{2} m_{H}^{4}-2(1+\delta) m_{H}^{2} s+s^{2}\right)},  \tag{14.25}\\
& \left\langle e_{3} \mid \varphi_{4}\right\rangle=\frac{2 s\left(\left(r_{3}+r_{4}\right)\left((1+\delta) m_{H}^{2}-s-2 t\right)-2 s t\right)}{\left(r_{3}-r_{4}\right)\left((1-\delta)^{2} m_{H}^{4}-2(1+\delta) m_{H}^{2} s+s^{2}\right)},  \tag{14.26}\\
& \left\langle e_{4} \mid \varphi_{1}\right\rangle=\frac{s\left[(d-6) r_{1} r_{2} r_{3} r_{4}+m_{t}^{2}\left(\left((d-6) r_{2} r_{3} r_{4}-(d-4) r_{1} r_{3} r_{4}+(d-5) r_{1} r_{2}\left(r_{3}+r_{4}\right)\right)\right]\right.}{(d-6) r_{1} r_{2} r_{3} r_{4}\left(4 m_{t}^{2}-s\right)},  \tag{14.27}\\
& \left\langle e_{4} \mid \varphi_{2}\right\rangle=\frac{\left(r_{1}-r_{2}\right)}{r_{1} r_{2}} \frac{2(d-5) m_{t}^{2} s}{(d-6)\left(4 m_{t}^{2}-s\right)},  \tag{14.28}\\
& \left\langle e_{4} \mid \varphi_{3}\right\rangle=\frac{\left(r_{2}-r_{3}\right)}{r_{2} r_{3}} \frac{2(d-5) m_{t}^{2} s}{(d-6)\left(4 m_{t}^{2}-s\right)},  \tag{14.29}\\
& \left\langle e_{4} \mid \varphi_{4}\right\rangle=\frac{\left(r_{3}-r_{4}\right)}{r_{3} r_{4}} \frac{2(d-5) m_{t}^{2} s}{(d-6)\left(4 m_{t}^{2}-s\right)} . \tag{14.30}
\end{align*}
$$

We notice that only two of the sixteen entries of $\mathbf{C}$ have explicit dependence on $\delta$.
Moreover we can compute the intersection numbers:

$$
\begin{align*}
& \left\langle\phi_{2} \mid \varphi_{1}\right\rangle=\frac{r_{1}\left((3 d-14) r_{1}+(d-4) r_{2}-(d-5)\left(r_{3}+r_{4}\right)\right)}{2(d-5)(d-4)},  \tag{14.31}\\
& \left\langle\phi_{2} \mid \varphi_{2}\right\rangle=\frac{\left(r_{2}-r_{1}\right)\left((3 d-14)\left(r_{1}+r_{2}\right)-(d-5)\left(r_{3}+r_{4}\right)\right)}{2(d-5)(d-4)},  \tag{14.32}\\
& \left\langle\phi_{2} \mid \varphi_{3}\right\rangle=\frac{\left(r_{3}-r_{2}\right)\left((d-4) r_{1}+(3 d-14) r_{2}+(d-5)\left(r_{3}-r_{4}\right)\right)}{2(d-5)(d-4)},  \tag{14.33}\\
& \left\langle\phi_{2} \mid \varphi_{4}\right\rangle=\frac{\left(r_{4}-r_{3}\right)\left((d-4)\left(r_{1}+r_{2}\right)+(d-5)\left(r_{3}+r_{4}\right)\right)}{2(d-5)(d-4)} . \tag{14.34}
\end{align*}
$$

From now on, we reintroduce the explicit values of $\delta$.

- $\mathbf{H}+\mathbf{j}$ reduction: $(\boldsymbol{\delta}=\mathbf{0})$. The final reduction (3.30) reads:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}+c_{4} J_{4}, \tag{14.35}
\end{equation*}
$$

with:

$$
\begin{align*}
& c_{1}=\frac{s\left((3 d-14)\left(2 m_{T}^{2}\left(m_{H}^{2}-s\right)-s t\right)+4(2 d-9) m_{t}^{2} t\right)}{2(d-4)\left(s t+2 m_{t}^{2}\left(m_{H}^{2}-s-2 t\right)\right)},  \tag{14.36}\\
& c_{2}=\frac{2 m_{t}^{2} s\left(m_{t}^{2}\left(m_{H}^{2}-s-2 t\right)+s t\right)}{(d-4)\left(s t+2 m_{t}^{2}\left(m_{H}^{2}-s-2 t\right)\right)},  \tag{14.37}\\
& c_{3}=\frac{2 m_{t}^{2}\left(s t\left(s+t-m_{H}^{2}\right)-m_{t}^{2}\left(s+2 t-m_{H}^{2}\right)^{2}\right)}{\left.(d-4)\left(s t+2 m_{t}^{2} m_{H}^{2}-s-2 t\right)\right)},  \tag{14.38}\\
& c_{4}=\frac{(d-6) s t\left(s-4 m_{t}^{2}\right)\left(4 m_{t}^{2}\left(m_{H}^{2}-s-t\right)+s t\right)}{2(d-5)(d-4)\left(m_{H}^{2}-s\right)\left(s t+2 m_{t}^{2}\left(m_{H}^{2}-s-2 t\right)\right)} . \tag{14.39}
\end{align*}
$$

The result is in agreement with Kira.


Figure 15. Non-planar $(H+j)$-production.

- HH production: $(\boldsymbol{\delta}=\mathbf{1})$. The final reduction (3.30) reads:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}+c_{4} J_{4} \tag{14.40}
\end{equation*}
$$

with:

$$
\begin{equation*}
c_{1}=\frac{s\left(\left(4(d-5) m_{H}^{4}-(3 d-14) s\left(4 m_{H}^{2}-s\right)\right) t-2 m_{t}^{2}\left(4 m_{H}^{2}-s\right)\left((3 d-14)\left(2 m_{H}^{2}-s\right)+2(9-2 d) t\right)\right)}{2(d-4)\left(4 m_{H}^{2}-s\right)\left(2 m_{t}^{2}\left(2 m_{H}^{2}-s-2 t\right)+s t\right)} \tag{14.41}
\end{equation*}
$$

$c_{2}=\frac{2 m_{t}^{2} s\left(m_{t}^{2}\left(4 m_{H}^{2}-s\right)\left(2 m_{H}^{2}-s-2 t\right)+2 m_{H}^{4}\left(m_{H}^{2}-t\right)-s^{2} t-m_{H}^{2} s\left(m_{H}^{2}-4 t\right)\right)}{(d-4)\left(4 m_{H}^{2}-s\right)\left(2 m_{t}^{2}\left(2 m_{H}^{2}-s-2 t\right)+s t\right)}$,
$c_{3}=\frac{2\left(m_{H}^{4}-m_{t}^{2}\left(4 m_{H}^{2}-s\right)\right)\left(m_{t}^{2}\left(s+2 t-2 m_{H}^{2}\right)^{2}-s t\left(s+t-2 m_{H}^{2}\right)\right)}{(d-4)\left(4 m_{H}^{2}-s\right)\left(2 m_{t}^{2}\left(2 m_{H}^{2}-s-2 t\right)+s t\right)}$,
$c_{4}=\frac{(d-6)\left(2 m_{H}^{2}-s\right)\left(4 m_{t}^{2}-s\right)\left(s t^{2}-4 m_{t}^{2}\left(m_{H}^{4}+\left(s+t-2 m_{H}^{2}\right) t\right)\right)}{2(d-5)(d-4)\left(4 m_{H}^{2}-s\right)\left(2 m_{t}^{2}\left(2 m_{H}^{2}-s-2 t\right)+s t\right)}$.
The result is in agreement with Kira.
Let us mention that no relations such as $\delta^{2}=\delta$ have been imposed; this means that $\delta$ is effectively acting as an extra mass scale. Thus, taking for instance $\delta \rightarrow m_{Z}^{2} / m_{H}^{2}$ would correspond to a contribution to $H+Z$ production.

### 14.2 Non-planar contribution to $H+j$ production

Let us consider one of the non-planar integral families which contributes to the $H+j$ production [111] at hadron colliders, depicted in figure 15.

The independent (incoming) momenta are: $\left\{p_{1}, p_{3}, p_{4}\right\}$ with $p_{1}^{2}=p_{2}^{2}=p_{3}^{2}=0$ and $p_{4}^{2}=m_{H}^{2}$. We define the kinematic invariants as $\left(p_{3}+p_{4}\right)^{2}=s$ and $\left(p_{1}+p_{4}\right)^{2}=t$. The denominators are defined as:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, & D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}-p_{3}-p_{4}\right)^{2} \\
D_{4}=\left(k_{2}-p_{3}\right)^{2}-m_{t}^{2} & D_{5}=k_{2}^{2}-m_{t}^{2}, & D_{6}=\left(k_{1}-k_{2}\right)^{2}-m_{t}^{2}  \tag{14.45}\\
D_{7}=\left(k_{1}-k_{2}-p_{4}\right)^{2}-m_{t}^{2} & &
\end{array}
$$

We choose one ISP as:

$$
\begin{equation*}
z=D_{8}=\left(k_{1}-p_{3}\right)^{2} \tag{14.46}
\end{equation*}
$$

We use the Loop-by-Loop form of the Baikov representation and after performing the maximal cut as defined in eq. (3.14), we obtain

$$
\begin{align*}
u & =\frac{\left(-m_{H}^{2}+s+t+z\right)^{d-5}\left(z\left(m_{H}^{2}-s-z\right)+4 s m_{t}^{2}\right)^{\frac{d-5}{2}}}{\sqrt{z\left(-m_{H}^{2}+s+z\right)}}  \tag{14.47}\\
\omega & =\frac{q_{0}+q_{1} z+q_{2} z^{2}+q_{3} z^{3}+q_{4} z^{4}}{2 z\left(-m_{H}^{2}+s+z\right)\left(-m_{H}^{2}+s+t+z\right)\left(z\left(-m_{H}^{2}+s+z\right)-4 s m_{t}^{2}\right)} d z \tag{14.48}
\end{align*}
$$

where,

$$
\begin{align*}
& q_{0}=4 s m_{t}^{2}\left(m_{H}^{2}-s\right)\left(m_{H}^{2}-s-t\right) \\
& q_{1}=8 m_{t}^{2} s t-(d-6)\left(m_{H}^{2}-s\right)^{2}\left(m_{H}^{2}-s-t\right)+4(2 d-13) m_{t}^{2}\left(m_{H}^{2}-s\right) s, \\
& q_{2}=2(3 d-17)\left(m_{H}^{2}-s\right)^{2}-(d-6)\left(8 m_{t}^{2} s+3\left(m_{H}^{2}-s\right) t\right)  \tag{14.49}\\
& q_{3}=2(d-6) t-(9 d-50)\left(m_{H}^{2}-s\right), \\
& q_{4}=4 d-22,
\end{align*}
$$

So, we get

$$
\begin{align*}
\nu & =4  \tag{14.50}\\
\mathcal{P} & =\left\{0, m_{H}^{2}-s, \frac{1}{2}\left(m_{H}^{2}-s-\rho\right), \frac{1}{2}\left(m_{H}^{2}-s+\rho\right), m_{H}^{2}-s-t, \infty\right\} \tag{14.51}
\end{align*}
$$

where,

$$
\begin{equation*}
\rho=\sqrt{m_{H}^{4}-2 s m_{H}^{2}+16 s m_{t}^{2}+s^{2}} \tag{14.52}
\end{equation*}
$$

Mixed bases. Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$. We define the master integrals as: $\left.\left.J_{1}=I_{1,1,1,1,1,1,1 ; 0}=\left\langle e_{1}\right| \mathcal{C}\right], J_{2}=I_{1,2,1,1,1,1,1: 0}=\left\langle e_{2}\right| \mathcal{C}\right], J_{3}=$ $\left.I_{1,1,1,2,1,1,1 ; 0}=\left\langle e_{3}\right| \mathcal{C}\right]$ and $\left.J_{4}=I_{1,1,1,1,2,1,1 ; 0}=\left\langle e_{4}\right| \mathcal{C}\right]$, where

$$
\begin{align*}
& \hat{e}_{1}=1 \\
& \hat{e}_{2}=\frac{(d-5)\left(m_{H}^{4}-m_{H}^{2}(2 s+t+z)+s^{2}+s(t+z)+2 t z\right)}{s\left(-m_{H}^{2}+s+t+z\right)^{2}} \\
& \hat{e}_{3}=\frac{(d-5)(s+z)}{z\left(m_{H}^{2}-s-z\right)+4 s m_{t}^{2}}  \tag{14.53}\\
& \hat{e}_{4}=\frac{(d-5)\left(m_{H}^{2}-z\right)}{z\left(m_{H}^{2}-s-z\right)+4 s m_{t}^{2}}
\end{align*}
$$

Moreover we introduce the following dlog differential-stripped cocycles:

$$
\begin{align*}
& \hat{\varphi}_{1}=\frac{1}{z}-\frac{1}{-m_{H}^{2}+s+z}, \\
& \hat{\varphi}_{2}=\frac{1}{-m_{H}^{2}+s+z}-\frac{1}{\frac{1}{2}\left(-m_{H}^{2}+\rho+s\right)+z} \\
& \hat{\varphi}_{3}=\frac{1}{\frac{1}{2}\left(-m_{H}^{2}+\rho+s\right)+z}-\frac{1}{\frac{1}{2}\left(-m_{H}^{2}-\rho+s\right)+z},  \tag{14.54}\\
& \hat{\varphi}_{4}=\frac{1}{\frac{1}{2}\left(-m_{H}^{2}-\rho+s\right)+z}-\frac{1}{-m_{H}^{2}+s+t+z}
\end{align*}
$$

Then we compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid \varphi_{j}\right\rangle, \quad 1 \leq i, j \leq 4 \tag{14.55}
\end{equation*}
$$

with:

$$
\begin{align*}
& \left\langle e_{1} \mid \varphi_{1}\right\rangle=\frac{m_{H}^{2}-s}{2(d-5)},  \tag{14.56}\\
& \left\langle e_{1} \mid \varphi_{2}\right\rangle=\frac{m_{H}^{2}+\rho-s}{20-4 d},  \tag{14.57}\\
& \left\langle e_{1} \mid \varphi_{3}\right\rangle=\frac{\rho}{2(d-5)},  \tag{14.58}\\
& \left\langle e_{1} \mid \varphi_{4}\right\rangle=\frac{m_{H}^{2}-\rho-s-2 t}{4(d-5)},  \tag{14.59}\\
& \left\langle e_{2} \mid \varphi_{1}\right\rangle=\frac{2(d-5)\left(m_{H}^{2}-s\right)}{(d-6) s},  \tag{14.60}\\
& \left\langle e_{2} \mid \varphi_{2}\right\rangle=\frac{2(d-5)\left(s-m_{H}^{2}-\rho\right)\left(m_{H}^{2}-s-t\right)}{(d-6) s\left(m_{H}^{2}+\rho-s-2 t\right)},  \tag{14.61}\\
& \left\langle e_{2} \mid \varphi_{3}\right\rangle=\frac{2(d-5) \rho t\left(m_{H}^{2}-s-t\right)}{(d-6) s\left(t\left(m_{H}^{2}-s-t\right)+4 s m_{t}^{2}\right)},  \tag{14.62}\\
& \left\langle e_{2} \mid \varphi_{4}\right\rangle=\frac{(d-5)\left(4 m_{t}^{2} s\left(m_{H}^{2}-s-2 t\right)-\left(m_{H}^{2}+\rho-s-2 t\right)\left(m_{H}^{2}-s-t\right) t\right)}{(d-6) s\left(4 m_{t}^{2} s+t\left(m_{H}^{2}-s-t\right)\right)},  \tag{14.63}\\
& \left\langle e_{3} \mid \varphi_{1}\right\rangle=0,  \tag{14.64}\\
& \left\langle e_{3} \mid \varphi_{2}\right\rangle=\frac{\rho-m_{H}^{2}-s}{\rho}, \\
& \left\langle e_{3} \mid \varphi_{3}\right\rangle=\frac{2\left(m_{H}^{2}+s\right)}{\rho}, \quad\left\langle e_{3} \mid \varphi_{4}\right\rangle=-\frac{m_{H}^{2}+\rho+s}{\rho},  \tag{14.65}\\
& \left\langle e_{4} \mid \varphi_{1}\right\rangle=0, \\
& \left\langle e_{4} \mid \varphi_{2}\right\rangle=-\frac{m_{H}^{2}+\rho+s}{\rho},  \tag{14.66}\\
& \left\langle e_{4} \mid \varphi_{3}\right\rangle=\frac{2\left(m_{H}^{2}+s\right)}{\rho}, \quad\left\langle e_{4} \mid \varphi_{4}\right\rangle=\frac{\rho-m_{H}^{2}-s}{\rho} . \tag{14.67}
\end{align*}
$$

The other intersection numbers read

$$
\begin{align*}
& \left\langle\phi_{2} \mid \varphi_{1}\right\rangle=\frac{\left(m_{H}^{2}-s\right)\left((d-4)\left(m_{H}^{2}-s\right)+2(d-5) t\right)}{4(d-5)(2 d-9)}  \tag{14.68}\\
& \left\langle\phi_{2} \mid \varphi_{2}\right\rangle=\frac{\left(m_{H}^{2}+\rho-s\right)\left((14-3 d)\left(m_{H}^{2}-s\right)+2(d-5)(\rho-t)\right)}{8(d-5)(2 d-9)},  \tag{14.69}\\
& \left\langle\phi_{2} \mid \varphi_{3}\right\rangle=\frac{\rho\left((d-4)\left(m_{H}^{2}-s\right)+2(d-5) t\right)}{4(d-5)(2 d-9)},  \tag{14.70}\\
& \left\langle\phi_{2} \mid \varphi_{4}\right\rangle=\frac{\left(-m_{H}^{2}+\rho+s+2 t\right)\left((14-3 d)\left(m_{H}^{2}-s\right)+2(d-5)(t-\rho)\right)}{8(d-5)(2 d-9)} . \tag{14.71}
\end{align*}
$$

Then, by means of eq. (3.30), we obtain the following final reduction:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}+c_{4} J_{4}, \tag{14.72}
\end{equation*}
$$

with

$$
\begin{align*}
c_{1}= & \left(4(4 d-19) m_{t}^{2} s\left(s-m_{H}^{2}\right) t-(5 d-22)\left(m_{H}^{2}-s\right)^{2} t^{2}+8(d-5) m_{t}^{2} s t^{2}\right. \\
& \left.+2(2 d-9)\left(m_{H}^{2}-s\right) t^{3}+(d-4)\left(m_{H}^{2}-s\right)^{2}\left(2 m_{t}^{2} s+\left(m_{H}^{2}-s\right) t\right)\right) / \\
& /\left(2(2 d-9)\left(m_{H}^{2}-s-2 t\right)\left(2 m_{t}^{2} s+t\left(m_{H}^{2}-s-t\right)\right)\right),  \tag{14.73}\\
c_{2}= & \frac{(d-6) s t\left(m_{H}^{2}-s-t\right)\left(4 s m_{t}^{2}+t\left(m_{H}^{2}-s-t\right)\right)}{2(d-5)(2 d-9)\left(m_{H}^{2}-s-2 t\right)\left(2 s m_{t}^{2}+t\left(m_{H}^{2}-s-t\right)\right)},  \tag{14.74}\\
c_{3}= & \left(2 s m _ { t } ^ { 2 } \left(m_{H}^{4}\left(2 s m_{t}^{2}-t(3 s+5 t)\right)+t m_{H}^{2}\left(4 s m_{t}^{2}+t(s+3 t)\right)+2 t m_{H}^{6}\right.\right. \\
& \left.\left.+s\left(t(s+t)(s+3 t)-2 m_{t}^{2}\left(s^{2}+6 s t+4 t^{2}\right)\right)\right)\right) /\left((2 d-9)\left(m_{H}^{2}+s\right)\right. \\
& \left.\times\left(m_{H}^{2}-s-2 t\right)\left(2 s m_{t}^{2}+t\left(m_{H}^{2}-s-t\right)\right)\right),  \tag{14.75}\\
c_{4}= & \left(2 s m _ { t } ^ { 2 } \left(-t\left(-3 s m_{H}^{2}\left(4 m_{t}^{2}+s\right)+m_{H}^{6}+2 s^{2}\left(2 m_{t}^{2}+s\right)\right)-3 t^{3}\left(m_{H}^{2}+s\right)\right.\right. \\
& \left.\left.+t^{2}\left(s m_{H}^{2}+4 m_{H}^{4}-s\left(8 m_{t}^{2}+5 s\right)\right)+2 s m_{t}^{2}\left(s-m_{H}^{2}\right)\left(m_{H}^{2}+s\right)\right)\right) /((2 d-9) \\
& \left.\times\left(m_{H}^{2}+s\right)\left(m_{H}^{2}-s-2 t\right)\left(2 s m_{t}^{2}+t\left(m_{H}^{2}-s-t\right)\right)\right) . \tag{14.76}
\end{align*}
$$

Checks. The IBP reduction on the maximal-cut $D_{i}=0, i=1, \ldots, 7$, and negative powers of $D_{8}$ and $D_{9}=\left(k_{2}+p_{1}\right)^{2}$, performed with KIRA, leaves us with 6 MIs, chosen as,

$$
\begin{array}{lll}
J_{1}=I_{1,1,1,1,1,1,1 ; 0,0}, & J_{2}=I_{1,2,1,1,1,1,1 ; 0,0}, & J_{3}=I_{1,1,1,2,1,1,1 ; 0,0}, \\
J_{4}=I_{1,1,1,1,2,1,1 ; 0,0}, & J_{5}=I_{1,1,1,1,1,2,1 ; 0,0}, & J_{6}=I_{1,1,2,1,1,1,1 ; 0,0} \tag{14.77}
\end{array}
$$

Adding the IBP identities obtained by reducing, on the same hepta-cut, the 8-denominator integral family built by allowing $D_{8}$ to appear as a propagator as well, the number of MIs is reduced to 5 - an example of an additional relation (on the maximal-cut) being:

$$
\begin{equation*}
J_{6}=\frac{10-2 d}{s} J_{1}+\frac{\left(2 m_{t}^{2}-m_{H}^{2}\right) s+m_{H}^{4}}{m_{H}^{2} s} J_{3}+\frac{2 m_{t}^{2}}{s} J_{4}+\frac{s\left(m_{H}^{2}-2 m_{t}^{2}\right)+2 m_{H}^{2} m_{t}^{2}}{m_{H}^{2} s} J_{5} . \tag{14.78}
\end{equation*}
$$

Moreover, by applying to $J_{5}$ the self-similarity transformation,

$$
\begin{equation*}
k_{1} \rightarrow-k_{1}-p_{1}-p_{2}, \quad k_{2} \rightarrow-k_{2}+p_{3}, \quad p_{1} \leftrightarrows p_{2} \tag{14.79}
\end{equation*}
$$

(mapping the set of denominators $D_{i}=0, i=1, \ldots, 7$ into itself), together with IBP identities, we obtain a second relation

$$
\begin{equation*}
J_{5}=\frac{s}{m_{H}^{2}+s} J_{3}-\frac{m_{H}^{2}}{m_{H}^{2}+s} J_{4} \tag{14.80}
\end{equation*}
$$

bringing the number of master integrals on the maximal cut down from 6 to 4 , as expected from intersection theory. We verified that after using these 2 extra relations, the reduction of $I_{1,1,1,1,1,1,1 ;-1,0}$ (in terms of $J_{i}, i=1, \ldots, 4$ ) with KIRA is in perfect agreement with the eq. (14.72), and additionally we have verified $\nu=4$ with a numerical evaluation of the integrals on the maximal cut combined with the high-precision arithmetic PSLQ algorithm [109] (80 digits accuracy).


Figure 16. Non-planar $(H H)$-production.

### 14.3 Non-planar contribution to $\boldsymbol{H} \boldsymbol{H}$ production

Let us consider the non-planar contribution to $H H$ production [44, 45] in figure 16.
The denominators are:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, & D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}-p_{3}-p_{4}\right)^{2} \\
D_{4}=\left(k_{2}-p_{3}\right)^{2}-m_{t}^{2} & D_{5}=k_{2}^{2}-m_{t}^{2}, & D_{6}=\left(k_{1}-k_{2}\right)^{2}-m_{t}^{2},  \tag{14.81}\\
D_{7}=\left(k_{1}-k_{2}-p_{4}\right)^{2}-m_{t}^{2} & &
\end{array}
$$

while the ISP is:

$$
\begin{equation*}
z=D_{8}=\left(k_{1}-p_{3}\right)^{2} . \tag{14.82}
\end{equation*}
$$

The kinematics is such that: $p_{1}^{2}=p_{2}^{2}=0, p_{3}^{2}=p_{4}^{2}=m_{H}^{2}, s=\left(p_{3}+p_{4}\right)^{2}$, and $t=\left(p_{1}+p_{4}\right)^{2}$.
The Loop-by-Loop Baikov parametrization gives us:

$$
\begin{align*}
& u=\frac{\left(\left(z-r_{1}\right)\left(z-r_{2}\right)\right)^{\frac{d-5}{2}}\left(z-r_{5}\right)^{d-5}}{\sqrt{\left(z-r_{3}\right)\left(z-r_{4}\right)}}  \tag{14.83}\\
& \omega=\frac{1}{2}\left(\frac{d-5}{z-r_{1}}+\frac{d-5}{z-r_{2}}+\frac{2(d-5)}{z-r_{5}}+\frac{1}{r_{3}-z}+\frac{1}{r_{4}-z}\right) d z \tag{14.84}
\end{align*}
$$

with:

$$
\begin{align*}
& r_{1} \rightarrow m_{H}^{2}-\frac{s}{2}-\frac{1}{2} \sqrt{s\left(-4 m_{H}^{2}+16 m_{t}^{2}+s\right)},  \tag{14.85}\\
& r_{2} \rightarrow m_{H}^{2}-\frac{s}{2}+\frac{1}{2} \sqrt{s\left(-4 m_{H}^{2}+16 m_{t}^{2}+s\right)},  \tag{14.86}\\
& r_{3} \rightarrow m_{H}^{2}-\frac{s}{2}-\frac{1}{2} \sqrt{s\left(s-4 m_{H}^{2}\right)},  \tag{14.87}\\
& r_{4} \rightarrow m_{H}^{2}-\frac{s}{2}+\frac{1}{2} \sqrt{s\left(s-4 m_{H}^{2}\right)},  \tag{14.88}\\
& r_{5} \rightarrow 2 m_{H}^{2}-s-t . \tag{14.89}
\end{align*}
$$

Therefore we infer:

$$
\begin{equation*}
\nu=4, \quad \mathcal{P}=\left\{r_{1}, r_{2}, r_{3}, r_{4}, r_{5}, \infty\right\} . \tag{14.90}
\end{equation*}
$$

Mixed bases. We consider the decomposition of $\left.I_{1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$ in terms of $\left.\left.\left.J_{1}=I_{1,1,1,1,1,1,1 ; 0}=\left\langle e_{1}\right| \mathcal{C}\right], J_{2}=I_{1,2,1,1,1,1,1 ; 0}=\left\langle e_{2}\right| \mathcal{C}\right], J_{3}=I_{1,1,1,2,1,1,1 ; 0}=\left\langle e_{3}\right| \mathcal{C}\right]$ and
$\left.J_{4}=I_{1,1,1,1,2,1,1 ; 0}=\left\langle e_{4}\right| \mathcal{C}\right]$, where:

$$
\begin{align*}
& \hat{e}_{1}=1,  \tag{14.91}\\
& \hat{e}_{2}=\frac{(d-5)\left(2 m_{H}^{4}-2 m_{H}^{2}(2 s+t+z)+s(s+t+z)+2 t z\right)}{s\left(z-r_{5}\right)^{2}},  \tag{14.92}\\
& \hat{e}_{3}=\frac{(d-5)\left(m_{H}^{2}-s-z\right)}{\left(z-r_{1}\right)\left(z-r_{2}\right)},  \tag{14.93}\\
& \hat{e}_{4}=-\frac{(d-5)\left(m_{H}^{2}-z\right)}{\left(z-r_{1}\right)\left(z-r_{2}\right)} . \tag{14.94}
\end{align*}
$$

Moreover, we introduce the following differential-stripped cocycles:

$$
\begin{array}{ll}
\hat{\varphi}_{1}=\frac{1}{z-r_{1}}-\frac{1}{z-r_{2}}, & \hat{\varphi}_{2}=\frac{1}{z-r_{2}}-\frac{1}{z-r_{3}}, \\
\hat{\varphi}_{3}=\frac{1}{z-r_{3}}-\frac{1}{z-r_{4}}, & \hat{\varphi}_{4}=\frac{1}{z-r_{4}}-\frac{1}{z-r_{5}} . \tag{14.96}
\end{array}
$$

We can compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle e_{i} \mid \varphi_{j}\right\rangle, \quad 1 \leq i, j \leq 4, \tag{14.97}
\end{equation*}
$$

and the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{2} \mid \varphi_{j}\right\rangle \quad 1 \leq i \leq 4 . \tag{14.98}
\end{equation*}
$$

Finally eq. (3.30) yields:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}+c_{4} J_{4}, \tag{14.99}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1}= & -\frac{8(d-5) s m_{t}^{4}\left(-2 m_{H}^{2}+s+2 t\right)}{(2 d-9)\left(4 m_{H}^{2}-8 m_{t}^{2}-s\right)\left(m_{H}^{4}-2 t m_{H}^{2}-2 s m_{t}^{2}+t(s+t)\right)} \\
& -\frac{(d-5) s\left(4 m_{H}^{2}-s\right)\left(4 m_{H}^{2}-16 m_{t}^{2}-s\right)}{2(2 d-9)\left(-2 m_{H}^{2}+s+2 t\right)\left(4 m_{H}^{2}-8 m_{t}^{2}-s\right)}+m_{H}^{2}-\frac{s}{2},  \tag{14.100}\\
c_{2}= & \frac{(d-6) s\left(m_{H}^{4}-2 t m_{H}^{2}+t(s+t)\right)\left(m_{H}^{4}-2 t m_{H}^{2}-4 s m_{t}^{2}+t(s+t)\right)}{2(d-5)(2 d-9)\left(-2 m_{H}^{2}+s+2 t\right)\left(m_{H}^{4}-2 t m_{H}^{2}-2 s m_{t}^{2}+t(s+t)\right)},  \tag{14.101}\\
c_{3}= & \left(2 s m _ { t } ^ { 2 } \left(m_{H}^{4}\left(8 m_{t}^{2}-s-5 t\right)-4 m_{H}^{2} m_{t}^{2}(s+4 t)+t m_{H}^{2}(3 s+7 t)+m_{H}^{6}\right.\right. \\
& \left.\left.+2 m_{t}^{2}\left(s^{2}+6 s t+4 t^{2}\right)-t(s+t)(s+3 t)\right)\right) /\left((2 d-9)\left(2 m_{H}^{2}-s-2 t\right)\right. \\
& \left.\times\left(m_{H}^{4}-2 t m_{H}^{2}-2 s m_{t}^{2}+t(s+t)\right)\right),  \tag{14.102}\\
c_{4}= & \left(2 s m _ { t } ^ { 2 } \left(m_{H}^{4}\left(8 m_{t}^{2}+2 s+13 t\right)+4 m_{H}^{2} m_{t}^{2}(s-4 t)-t m_{H}^{2}(9 s+11 t)-5 m_{H}^{6}\right.\right. \\
& \left.\left.+m_{t}^{2}\left(8 t^{2}+4 s t-2 s^{2}\right)+t(s+t)(2 s+3 t)\right)\right) /\left((2 d-9)\left(2 m_{H}^{2}-s-2 t\right)\right. \\
& \left.\times\left(m_{H}^{4}-2 t m_{H}^{2}-2 s m_{t}^{2}+t(s+t)\right)\right) . \tag{14.103}
\end{align*}
$$

The result is in agreement with Kira.

Differential equation in mixed bases. We choose the variable $x=s$ with respect to which, we build the system of differential equations here. For simplicity, we choose the following arbitrary phase-space point.

$$
\begin{equation*}
t=5 \quad m_{H}^{2}=3 \quad m_{t}^{2}=1 \tag{14.104}
\end{equation*}
$$

Then we compute the $\sigma(x)$ and build the $\Phi_{i}(x)$ as defined in section 3.2. They are

$$
\begin{align*}
\sigma= & \frac{1}{2}\left(\frac{d(z-4)}{\left(z-r_{1}\right)\left(z-r_{2}\right)}+\frac{2 d}{z-r_{5}}+\frac{20}{\left(z-r_{1}\right)\left(z-r_{2}\right)}\right) \\
& +\frac{1}{2}\left(\frac{5 z}{\left(r_{1}-z\right)\left(z-r_{2}\right)}+\frac{z}{\left(r_{3}-z\right)\left(z-r_{4}\right)}+\frac{10}{r_{5}-z}\right)  \tag{14.105}\\
\left\langle\Phi_{1}(x)\right|= & -\frac{(d-5)(4-z)}{2\left(z-r_{1}\right)\left(z-r_{2}\right)}+\frac{d-5}{z-r_{5}}-\frac{z}{2\left(z-r_{3}\right)\left(z-r_{4}\right)}, \\
\left\langle\Phi_{2}(x)\right|= & \left(\frac{(d-5)\left(s^{2}+s(z+5)-6(2 s+z+5)+10 z+18\right)}{s\left(z-r_{5}\right)^{2}}\right) \\
& \times\left(-\frac{(d-5)(4-z)}{2\left(z-r_{1}\right)\left(z-r_{2}\right)}+\frac{d-5}{z-r_{5}}-\frac{2\left(z-r_{3}\right)\left(z-r_{4}\right)}{2}\right) \\
& -\frac{(d-5)\left(s^{3}-6\left(3 s^{2}+3 s(z+5)+z^{2}+20 z+25\right)\right)}{s^{2}\left(z-r_{5}\right)^{3}} \\
& +\frac{(d-5)\left(s^{2}(z+5)+30 s z+54(s+z+5)+10 z(z+5)-108\right)}{s^{2}\left(z-r_{5}\right)^{3}}, \\
\left\langle\Phi_{3}(x)\right|= & \left(\frac{(d-5)(-s-z+3)}{\left(z-r_{1}\right)\left(z-r_{2}\right)}\right)\left(-\frac{(d-5)(4-z)}{2\left(z-r_{1}\right)\left(z-r_{2}\right)}+\frac{d-5}{z-r_{5}}-\frac{105}{2\left(z-r_{3}\right)\left(z-r_{4}\right)}\right) \\
& +\frac{(d-5)(3-z)}{\left(z-r_{1}\right)^{2}\left(z-r_{2}\right)^{2}}, \\
\left\langle\Phi_{4}(x)\right|= & \frac{(d-5)(3-z)(z-4)}{\left(z-r_{1}\right)^{2}\left(z-r_{2}\right)^{2}}  \tag{14.106}\\
& -\left(\frac{(d-5)(3-z)}{\left(z-r_{1}\right)\left(z-r_{2}\right)}\right)\left(-\frac{(d-5)(4-z)}{2\left(z-r_{1}\right)\left(z-r_{2}\right)}+\frac{d-5}{z-r_{5}}-\frac{z}{2\left(z-r_{3}\right)\left(z-r_{4}\right)}\right) .
\end{align*}
$$

Now, by means of eq. (3.49), we compute the entries of the $\mathbf{A}$ matrix, which are written below.

$$
\begin{aligned}
& \mathbf{A}_{11}=\frac{1}{10}\left(\frac{5(d-7)}{s}+\frac{8(d-5)}{s-12}+\frac{21(d-5)}{3 s+4}-\frac{25(d-4)}{5 s+4}\right) \\
& \mathbf{A}_{12}=\frac{(d-6)(5 s-12)}{2(d-5)(s-12)(3 s+4)} \\
& \mathbf{A}_{13}=-\frac{2}{s-12} \\
& \mathbf{A}_{\mathbf{1 4}}=-\frac{16(s-1)}{(s-12)(3 s+4)} \\
& \mathbf{A}_{\mathbf{2 1}}=\frac{2(d-5)^{2}(15 s+4)}{s(3 s+4)(5 s+4)}
\end{aligned}
$$

$$
\begin{align*}
& \mathbf{A}_{\mathbf{2 2}}=-\frac{2\left(s\left(8(d+7) s+15 s^{2}+160\right)+64\right)}{s(s+4)(3 s+4)(5 s+4)}, \\
& \mathbf{A}_{\mathbf{2 3}}=-\frac{4(d-5)}{s(s+4)}, \\
& \mathbf{A}_{\mathbf{2 4}}=-\frac{4(d-5)(s(29 s+96)+48)}{s(s+4)(3 s+4)(5 s+4)}, \\
& \mathbf{A}_{\mathbf{3 1}}=\frac{6(d-5)^{2}((s-2) s+8)}{(s-12) s(s+4)(3 s+4)}, \\
& \mathbf{A}_{\mathbf{3 2}}=\frac{(d-6)(5 s-12)}{(s-12)(s+4)(3 s+4)}, \\
& \mathbf{A}_{\mathbf{3 3}}=\frac{1}{4}\left(\frac{5-d}{s-12}+\frac{3 d-20}{s}+\frac{4 d-21}{s+4}-\frac{10(d-4)}{5 s+4}\right), \\
& \mathbf{A}_{\mathbf{3 4}}=-\frac{(29 d-148) s^{2}+48(d-4)+32 s}{(s-12) s(s+4)(3 s+4)}, \\
& \mathbf{A}_{\mathbf{4 1}}=\frac{2(d-5)^{2}(s(3 s-2)-24)}{(s-12) s(s+4)(3 s+4)}, \\
& \mathbf{A}_{\mathbf{4 2}}=\frac{3(d-6)}{(s-12)(3 s+4)}, \\
& \mathbf{A}_{\mathbf{4 3}}=\frac{d(12-5 s)+26 s-72}{(s-12) s(s+4)}, \\
& \mathbf{A}_{\mathbf{4 4}}=\frac{1}{20}\left(\frac{5(d-10)}{s}-\frac{11(d-5)}{s-12}+\frac{5(2 d-11)}{s+4}+\frac{18(d-5)}{3 s+4}-\frac{50(d-4)}{5 s+4}\right) . \tag{14.107}
\end{align*}
$$

This is in agreement with the result obtained from Reduze and Kira.

## 15 Two-loop pentabox

In general, the prefactor $K^{\prime}$ appearing in eq. (3.14) can be factorized in a component proportional to the kinematic variables, and another which depends only on the dimensional parameter:

$$
\begin{equation*}
K^{\prime}=\kappa(d) K^{\prime \prime}\left(d, v_{i j}\right) \tag{15.1}
\end{equation*}
$$

with $v_{i j} \equiv p_{i} \cdot p_{j}$.
The factor $\kappa(d)$ do not affect neither IBPs nor differential equations, and therefore we disregard it in the following.

From here on we refer to $K^{\prime \prime}$ as $K$ to ease our notation.

### 15.1 Planar diagram

Let us consider the massless five-point planar topology at two loops [49, 113] in figure 17 with the following list of denominators:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}+p_{1}+p_{2}\right)^{2}, & D_{4}=\left(k_{1}-k_{2}\right)^{2}, \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{6}=\left(k_{2}+p_{1}+p_{2}+p_{3}\right)^{2},  \tag{15.2}\\
D_{7}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}, & D_{8}=k_{2}^{2} .
\end{array}
$$



Figure 17. Massless planar pentabox.

The ISP considered in the Loop-by-Loop procedure is:

$$
\begin{equation*}
z=D_{9}=\left(k_{2}+p_{1}\right)^{2} \tag{15.3}
\end{equation*}
$$

We find:

$$
\begin{align*}
& u=z^{\alpha}(a+z)^{\beta}\left(b+e z+f z^{2}\right)^{\alpha}, \\
& K=v_{34}^{\frac{d-6}{2}} v_{45}^{\frac{d-6}{2}} v_{12}^{\frac{d-6}{2}}\left(\left(v_{15}-v_{23}\right)^{2} v_{12}^{2}+2\left(\left(v_{15}-v_{23}\right) v_{23} v_{34}+\left(v_{15}\left(v_{23}-v_{15}\right)\right.\right.\right.  \tag{15.4}\\
& \left.\left.\left.+\left(v_{15}+v_{23}\right) v_{34}\right) v_{45}\right) v_{12}+\left(v_{23} v_{34}+\left(v_{15}-v_{34}\right) v_{45}\right)^{2}\right)^{\frac{5-d}{2}} \text {, }
\end{align*}
$$

where:

$$
\begin{array}{ll}
\alpha=\frac{d}{2}-3, \quad \beta=2-\frac{d}{2}, \quad a=2 v_{12}, & b=4 v_{12} v_{15} v_{23} \\
e=-2\left(v_{12} v_{15}-v_{45} v_{15}+v_{12} v_{23}-v_{23} v_{34}+v_{34} v_{45}\right), & f=v_{12}-v_{34}-v_{45} \tag{15.6}
\end{array}
$$

Thus:

$$
\begin{align*}
& \omega=\left(\frac{\beta}{a+z}+\frac{\alpha(b+z(2 e+3 f z))}{z(b+z(e+f z))}\right) d z,  \tag{15.7}\\
& \nu=3, \quad \mathcal{P}=\left\{0,-a, \frac{-\sqrt{e^{2}-4 b f}-e}{2 f}, \frac{\sqrt{e^{2}-4 b f}-e}{2 f}, \infty\right\} . \tag{15.8}
\end{align*}
$$

We observe that the combination $e^{2}-4 b f$ is proportional to the Gram determinant $\Delta=$ $\left|2 p_{i} \cdot p_{j}\right|$ with $1 \leq i, j, \leq 4$. Similar relations hold for the cases studied in the other multileg cases (see also [114, 115]).

Monomial basis. Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1,1 ;-3}=\left\langle\phi_{4}\right| \mathcal{C}\right]$ in terms of $\left.\left.J_{1}=I_{1,1,1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right], J_{2}=I_{1,1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$, and $J_{3}=I_{1,1,1,1,1,1,1,1 ;-2}=$ $\left.\left\langle\phi_{3}\right| \mathcal{C}\right]$. We can compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i, j=1,2,3, \tag{15.9}
\end{equation*}
$$

and the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{4} \mid \phi_{i}\right\rangle, \quad i=1,2,3: \tag{15.10}
\end{equation*}
$$

Then, eq. (3.30) yields:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1 ;-3}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}, \tag{15.11}
\end{equation*}
$$

with the coefficients:

$$
\begin{align*}
& c_{1}=-\frac{a(\alpha+1) b}{f(3 \alpha+\beta+4)}, \\
& c_{2}=-\frac{2 a(\alpha+1) e+b(\alpha+\beta+2)}{f(3 \alpha+\beta+4)},  \tag{15.12}\\
& c_{3}=-\frac{3 a(\alpha+1) f+e(2 \alpha+\beta+3)}{f(3 \alpha+\beta+4)} .
\end{align*}
$$

In agreement with Reduze.
Differential equations in monomial basis. We define the variable $x=v_{12}$ with respect to which we build the system of differential equations. In order to do it, one also needs

$$
\begin{align*}
\sigma(x) & =\partial_{x} \log (u)  \tag{15.13}\\
& =\frac{\left(z-2 v_{23}\right)\left(\left(z-2 v_{15}\right)((d-6) z-4 x)+2(d-4) v_{34} z\right)+2(d-4) v_{45} z\left(-2 v_{15}+2 v_{34}+z\right)}{2(2 x+z)\left(\left(z-2 v_{23}\right)\left(x\left(z-2 v_{15}\right)-v_{34} z\right)-v_{45} z\left(-2 v_{15}+2 v_{34}+z\right)\right)}
\end{align*}
$$

and $\left\langle\Phi_{i}(x)\right|=\left\langle\left(\partial_{x}+\sigma(x)\right) \phi_{i}\right|$, which are:

$$
\begin{align*}
& \left\langle\Phi_{1}(x)\right|=\sigma d z,  \tag{15.14}\\
& \left\langle\Phi_{2}(x)\right|=z \sigma d z,  \tag{15.15}\\
& \left\langle\Phi_{3}(x)\right|=z^{2} \sigma d z . \tag{15.16}
\end{align*}
$$

Then, according to the procedure described in section 3.2, we can compute the analytic expression of $\mathbf{A}$.

For readability we present the result in a single phase space point:

$$
\begin{equation*}
v_{23}=\frac{1}{2}, \quad v_{34}=\frac{1}{3}, \quad v_{45}=\frac{1}{5}, \quad v_{15}=\frac{1}{7}, \tag{15.17}
\end{equation*}
$$

The entries of A read:
$\mathbf{A}_{11}=\frac{d-6}{x}+\frac{2(d-4)}{10 x+3}-\frac{735(d-4)}{134(21 x-4)}+\frac{22556 d+375(2263-482 d) x-96589}{67(5 x(375 x-38)+243)}$,
$\mathbf{A}_{12}=\frac{4(x(45 x(11830 x+21893)-268886)-459)-d(x(45 x(8890 x+19219)-272918)+5589)}{4 x(10 x+3)(21 x-4)(5 x(375 x-38)+243)}$,
$\mathbf{A}_{13}=\frac{7(d-4)(15 x-8)(615 x-1103)}{2 x(10 x+3)(21 x-4)(5 x(375 x-38)+243)}$,
$\mathbf{A}_{21}=-\frac{15(d-4) x(615 x-1103)}{(10 x+3)(21 x-4)(5 x(375 x-38)+243)}$,
$\mathbf{A}_{22}=\frac{d-5}{x}-\frac{16(d-4)}{10 x+3}-\frac{609(d-4)}{134(21 x-4)}+\frac{2(d-4)(19875 x-21104)}{67(5 x(375 x-38)+243)}$,


Figure 18. Massless non-planar pentabox.

$$
\begin{aligned}
\mathbf{A}_{23}= & -\frac{7(d-4)(25 x(9 x(125 x-19)+376)-864)}{x(10 x+3)(21 x-4)(5 x(375 x-38)+243)} \\
\mathbf{A}_{31}= & \frac{30(d-4) x(25 x(9 x(125 x-19)+376)-864)}{(10 x+3)(15 x-8)(21 x-4)(5 x(375 x-38)+243)} \\
\mathbf{A}_{32}= & \frac{1}{1005}\left(-\frac{9648(d-4)}{10 x+3}+\frac{1740(d-4)}{21 x-4}+\right. \\
& \left.\quad+\frac{-5633500 x+9 d(137875 x-9963)+250128}{5 x(375 x-38)+243}-\frac{5360(3 d-13)}{15 x-8}\right)
\end{aligned}
$$

$$
\mathbf{A}_{33}=\frac{d-6}{2 x}+\frac{15(d-2)}{16-30 x}+\frac{14(d-4)}{10 x+3}+\frac{672(d-4)}{67(21 x-4)}+\frac{126 d(257-875 x)+566625 x-135893}{67(5 x(375 x-38)+243)}
$$

in agreement with Reduze.

### 15.2 Non-planar diagram

We consider the massless non-planar five-point topology at two loops [116], shown in figure 18.

We denote the scalar products as: $v_{i j}=p_{i} \cdot p_{j}$. We consider the following list of denominators:

$$
\begin{array}{ll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}-k_{2}-p_{2}\right)^{2}, \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{6}=\left(k_{2}+p_{1}+p_{2}+p_{3}\right)^{2} \\
D_{7}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}, & D_{8}=k_{2}^{2} \tag{15.19}
\end{array}
$$

The ISP considered in the Loop-by-Loop approach is:

$$
\begin{equation*}
z=D_{9}=\left(k_{2}+p_{1}\right)^{2} \tag{15.20}
\end{equation*}
$$

Performing a maximal cut we find:

$$
\begin{gather*}
u=\left(z(a+z)\left(b+e z+f z^{2}\right)\right)^{\alpha} \\
K=v_{12}^{2-\frac{d}{2}} v_{34}^{\frac{d-6}{2}} v_{45}^{\frac{d-6}{2}}\left(v_{12}^{2}\left(v_{15}-v_{23}\right)^{2}+\left(v_{23} v_{34}+\left(v_{15}-v_{34}\right) v_{45}\right)^{2}+2 v_{12}\left(\left(v_{15}-v_{23}\right) v_{23} v_{34}\right.\right. \\
 \tag{15.21}\\
\left.\left.+\left(v_{15}\left(v_{23}-v_{15}\right)+\left(v_{15}+v_{23}\right) v_{34}\right) v_{45}\right)\right)^{\frac{5-d}{2}}
\end{gather*}
$$

where

$$
\begin{array}{ll}
\alpha=\frac{d}{2}-3, \quad a=2 v_{12}, & b=4 v_{12} v_{15} v_{23},  \tag{15.22}\\
e=-2\left(v_{12} v_{15}-v_{45} v_{15}+v_{12} v_{23}-v_{23} v_{34}+v_{34} v_{45}\right), & f=v_{12}-v_{34}-v_{45}
\end{array}
$$

Then:

$$
\begin{equation*}
\omega=\frac{\alpha\left(2 z(a e+b)+a b+3 z^{2}(a f+e)+4 f z^{3}\right)}{z(a+z)(b+z(e+f z))} d z, \tag{15.23}
\end{equation*}
$$

and so:

$$
\begin{equation*}
\nu=3, \quad \mathcal{P}=\left\{0,-a, \frac{-\sqrt{e^{2}-4 b f}-e}{2 f}, \frac{\sqrt{e^{2}-4 b f}-e}{2 f}, \infty\right\} . \tag{15.24}
\end{equation*}
$$

Monomial basis. The MIs can be chosen as: $\left.J_{1}=I_{1,1,1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right], J_{2}=$ $\left.I_{1,1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$, and $\left.J_{3}=I_{1,1,1,1,1,1,1,1,1,-2}=\left\langle\phi_{3}\right| \mathcal{C}\right]$.

Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1,1 ;-3}=\left\langle\phi_{4}\right| \mathcal{C}\right]$ in this basis. We can compute the $\mathbf{C}$ matrix,

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i, j=1,2,3, \tag{15.25}
\end{equation*}
$$

and the additional intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{4} \mid \phi_{i}\right\rangle, \quad i=1,2,3, \tag{15.26}
\end{equation*}
$$

and then, eq. (3.30) yields:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1,-3}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}, \tag{15.27}
\end{equation*}
$$

with:

$$
\begin{equation*}
c_{1}=-\frac{a b}{4 f}, \quad c_{2}=-\frac{a e+b}{2 f}, \quad c_{3}=-\frac{3(a f+e)}{4 f} \tag{15.28}
\end{equation*}
$$

in agreement with Reduze.
Differential equations in monomial basis. Let us define the variable $x=v_{12}$ with respect to which we build the system of differential equations. Then we consider:

$$
\begin{align*}
\sigma(x) & =\partial_{x} \log (u)  \tag{15.29}\\
& =\frac{(d-6)\left(\left(z-2 v_{23}\right)\left(\left(4 v_{12}+z\right)\left(z-2 v_{15}\right)-2 v_{34} z\right)-2 v_{45} z\left(-2 v_{15}+2 v_{34}+z\right)\right)}{2\left(2 v_{12}+z\right)\left(\left(z-2 v_{23}\right)\left(v_{12}\left(z-2 v_{15}\right)-v_{34} z\right)-v_{45} z\left(-2 v_{15}+2 v_{34}+z\right)\right)}
\end{align*}
$$

and $\left\{\left\langle\Phi_{i}(x)\right|\right\}_{i=1,2,3}$ are given by:

$$
\begin{align*}
& \left\langle\Phi_{1}(x)\right|=\sigma d z,  \tag{15.30}\\
& \left\langle\Phi_{2}(x)\right|=z \sigma d z,  \tag{15.31}\\
& \left\langle\Phi_{3}(x)\right|=z^{2} \sigma d z . \tag{15.32}
\end{align*}
$$

Then, according to the procedure described in section 3.2, we can compute the analytic expression of $\mathbf{A}$.

For readability we present the result in a single phase space point:

$$
\begin{equation*}
v_{23}=\frac{1}{2}, \quad v_{34}=\frac{1}{3}, \quad v_{45}=\frac{1}{5}, \quad v_{15}=\frac{1}{7} \tag{15.33}
\end{equation*}
$$

The entries of $\mathbf{A}$ become:

$$
\begin{align*}
\mathbf{A}_{11}= & \frac{d-6}{x}+\frac{2(d-4)}{10 x+3}-\frac{735(d-4)}{134(21 x-4)}+\frac{22556 d+375(2263-482 d) x-96589}{67(5 x(375 x-38)+243)}, \\
\mathbf{A}_{12}= & \frac{42(x(15 x(9630 x+6623)-33682)+4167)-d(x(45 x(26390 x+20249)-340738)+40959)}{4 x(10 x+3)(21 x-4)(5 x(375 x-38)+243)}, \\
\mathbf{A}_{13}= & \frac{7(2 d-9)(15 x-8)(615 x-1103)}{2 x(10 x+3)(21 x-4)(5 x(375 x-38)+243)}, \\
\mathbf{A}_{21}= & -\frac{15(d-4) x(615 x-1103)}{(10 x+3)(21 x-4)(5 x(375 x-38)+243)}, \\
\mathbf{A}_{22}= & \frac{4914-861 d}{536-2814 x}+\frac{d-5}{x}+\frac{84-20 d}{10 x+3}+\frac{-68225 d+375(65 d-219) x+298917}{67(5 x(375 x-38)+243)}, \\
\mathbf{A}_{23}= & -\frac{7(2 d-9)(25 x(9 x(125 x-19)+376)-864)}{x(10 x+3)(21 x-4)(5 x(375 x-38)+243)},  \tag{15.34}\\
\mathbf{A}_{31}= & \frac{30(d-4) x(25 x(9 x(125 x-19)+376)-864)}{(10 x+3)(15 x-8)(21 x-4)(5 x(375 x-38)+243)}, \\
\mathbf{A}_{32}= & \frac{450 x(3 x(45 x(500 x-227)+8107)-8504)}{67(5 x(375 x-38)+243)} \\
& +\frac{-3 d(5 x(225 x(x(2250 x-1001)+763)-59368)+24192)+290304}{(10 x+3)(15 x-8)(21 x-4)(5 x(375 x-38)+243)}, \\
\mathbf{A}_{33}= & \frac{45(d-4)}{16-30 x}-\frac{d-4}{2 x}+\frac{14(2 d-9)}{10 x+3}+\frac{672(2 d-9)}{67(21 x-4)}+\frac{d(58399-94875 x)+489750 x-265978}{67(5 x(375 x-38)+243)}
\end{align*}
$$

in agreement with REDUZE.

## 16 Multileg and massive cases

Let us now study how the polynomial $u$ changes when we compute Feynman integrals such as those in section 15 , but with massive external legs, or with more massless external legs ${ }^{7}$ as shown in figure 19.

- Case (1), planar massive pentabox. The external kinematic is defined by $p_{3}^{2}=$ $p_{5}^{2}=m^{2}$ and $p_{i}^{2}=0$ for $i=1,2,4$, with the denominators

$$
\begin{array}{ll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}+p_{1}+p_{2}\right)^{2}, \quad D_{4}=\left(k_{1}-k_{2}\right)^{2} \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{6}=\left(k_{2}+p_{1}+p_{2}+p_{3}\right)^{2}  \tag{16.1}\\
D_{7}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}, & D_{8}=k_{2}^{2}
\end{array}
$$

[^5]

Figure 19. Planar and non-planar pentabox with two external masses ( 1,2 ), as well as planar and non-planar hexagon-box $(3,4)$.

- Case (2), non-planar massive pentabox. The external kinematic is defined by $p_{3}^{2}=p_{5}^{2}=m^{2}$ and $p_{i}^{2}=0$ for $i=1,2,4$, with the denominators

$$
\begin{array}{ll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}-k_{2}-p_{2}\right)^{2}, \quad D_{4}=\left(k_{1}-k_{2}\right)^{2}, \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{6}=\left(k_{2}+p_{1}+p_{2}+p_{3}\right)^{2},  \tag{16.2}\\
D_{7}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}, & D_{8}=k_{2}^{2} .
\end{array}
$$

- Case (3), planar massless hexagon-box. The external kinematic is defined by $p_{i}^{2}=0$ for $i=1, \ldots, 5$, with the denominators

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}+p_{1}+p_{2}\right)^{2}, \quad D_{4}=\left(k_{1}-k_{2}\right)^{2}, \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{6}=\left(k_{2}+p_{1}+p_{2}+p_{3}\right)^{2}, & \\
D_{7}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}, & D_{8}=k_{2}^{2}, &  \tag{16.3}\\
D_{9}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}+p_{5}\right)^{2} . & &
\end{array}
$$

- Case (4), non-planar massless hexagon-box. The external kinematic is defined by $p_{i}^{2}=0$ for $i=1, \ldots, 5$, with the denominators

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, \quad D_{2}=\left(k_{1}+p_{1}\right)^{2}, & D_{3}=\left(k_{1}-p_{1}-p_{2}\right)^{2}, \quad D_{4}=\left(k_{1}-k_{2}\right)^{2}, \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{6}=\left(k_{2}+p_{1}+p_{2}+p_{3}\right)^{2}, & \\
D_{7}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}, & D_{8}=k_{2}^{2},  \tag{16.4}\\
D_{9}=\left(k_{2}+p_{1}+p_{2}+p_{3}+p_{4}+p_{5}\right)^{2} . & &
\end{array}
$$

The only ISP appearing using the Loop-by-Loop procedure in these four cases is:

$$
\begin{equation*}
z=\left(k_{2}+p_{1}\right)^{2} . \tag{16.5}
\end{equation*}
$$

In all the 4 cases show in figure 19, the Loop-by-Loop Baikov polynomials on the maximal cut give the common expression,

$$
\begin{equation*}
u=z^{\alpha_{i}}\left(a_{i}+z\right)^{\beta_{i}}\left(b_{i}+e_{i} z+f_{i} z^{2}\right)^{\gamma_{i}} \tag{16.6}
\end{equation*}
$$

- Case (1), planar massive pentabox.

$$
\begin{aligned}
\alpha_{1}= & \gamma_{1}=\frac{d}{2}-3, \quad \beta_{1}=2-\frac{d}{2}, \quad a_{1}=2 v_{12} \\
b_{1}= & 2 v_{12}\left(m^{2}\left(v_{15}-v_{23}\right)-v_{34}\left(m^{2}+2 v_{23}\right)\right)\left(m^{2}\left(v_{45}-v_{23}\right)+v_{15}\left(m^{2}+2 v_{45}\right)\right) \\
e_{1}= & 2 v_{12}\left(m^{2}\left(v_{15}-v_{23}\right) v_{34}+v_{45}\left(m^{2}\left(v_{23}-v_{15}\right)+2 v_{34}\left(m^{2}+v_{15}+v_{23}\right)\right)\right) \\
& -2\left(v_{23} v_{34}+\left(v_{15}-v_{34}\right) v_{45}\right)\left(m^{2} v_{45}+v_{34}\left(m^{2}+2 v_{45}\right)\right) \\
f_{1}= & v_{34}^{2}\left(m^{2}+2 v_{45}\right)+2 v_{45} v_{34}\left(m^{2}-v_{12}+v_{45}\right)+m^{2} v_{45}^{2}
\end{aligned}
$$

## - Case (2), non-planar massive pentabox.

$$
\begin{aligned}
\alpha_{2}= & \beta_{2}=\gamma_{2}=\frac{d}{2}-3, \quad a_{2}=2 v_{12} \\
b_{2}= & 2 v_{12}\left(m^{2}\left(v_{15}-v_{23}\right)-v_{34}\left(m^{2}+2 v_{23}\right)\right)\left(m^{2}\left(v_{45}-v_{23}\right)+v_{15}\left(m^{2}+2 v_{45}\right)\right) \\
e_{2}= & 2 v_{12}\left(m^{2}\left(v_{15}-v_{23}\right) v_{34}+v_{45}\left(m^{2}\left(v_{23}-v_{15}\right)+2 v_{34}\left(m^{2}+v_{15}+v_{23}\right)\right)\right) \\
& -2\left(v_{23} v_{34}+\left(v_{15}-v_{34}\right) v_{45}\right)\left(m^{2} v_{45}+v_{34}\left(m^{2}+2 v_{45}\right)\right) \\
f_{2}= & v_{34}^{2}\left(m^{2}+2 v_{45}\right)+2 v_{45} v_{34}\left(m^{2}-v_{12}+v_{45}\right)+m^{2} v_{45}^{2}
\end{aligned}
$$

In the cases concerning 6 external legs, the number of independent kinematic variables grows a lot and the expressions for the constants become rather heavy.

We present them evaluated at the phase space point:

$$
\begin{array}{llll}
v_{12}=1, & v_{13}=\frac{1}{2}, & v_{14}=\frac{1}{3}, & v_{15}=\frac{1}{5},
\end{array} \quad v_{23}=\frac{1}{7}
$$

- Case (3), planar massless hexagon-box.

$$
\begin{array}{rlrl}
\alpha_{3} & =\frac{d-6}{2}, \quad \beta_{3}=2-\frac{d}{2}, & \gamma_{3}=\frac{d-7}{2}, \quad a_{3}=2 \\
b_{3} & =\frac{619142135915328239231}{1450900103219383716900}, & e_{3} & =-\frac{7218174020286869797}{2586274693795692900}  \tag{16.8}\\
f_{3} & =-\frac{47636820419356249}{18440461274835600} . & &
\end{array}
$$

- Case (4), non-planar massless hexagon-box.

$$
\begin{array}{rlrl}
\alpha_{4} & =\beta_{4}=\frac{d}{2}-3, & \gamma_{4}=\frac{d-7}{2}, \quad a_{4}=2 \\
b_{4} & =\frac{619142135915328239231}{1450900103219383716900}, & e_{4} & =-\frac{7218174020286869797}{2586274693795692900} \\
f_{4} & =\frac{47636820419356249}{18440461274835600} . & & \tag{16.9}
\end{array}
$$



Figure 20. Multileg generalization of the topologies portrayed in figure 19.

We define:

$$
\begin{equation*}
\omega_{i}=\left(\frac{\beta_{i}}{a_{i}+z}+\frac{\gamma_{i}\left(e_{i}+2 f_{i} z\right)}{b_{i}+z\left(e_{i}+f_{i} z\right)}+\frac{\alpha_{i}}{z}\right) d z \tag{16.10}
\end{equation*}
$$

So we get:

$$
\begin{equation*}
\nu=3, \quad \mathcal{P}=\left\{0,-a_{i}, \frac{-\sqrt{e_{i}^{2}-4 b_{i} f_{i}}-e_{i}}{2 f_{i}}, \frac{\sqrt{e_{i}^{2}-4 b_{i} f_{i}}-e_{i}}{2 f_{i}}, \infty\right\} \tag{16.11}
\end{equation*}
$$

Monomial basis. The MIs are chosen to be: $\left.J_{1}=I_{1,1,1,1,1,1,1,1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right], J_{2}=$ $\left.I_{1,1,1,1,1,1,1,1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$ and $\left.J_{3}=I_{1,1,1,1,1,1,1,1 ;-2}=\left\langle\phi_{3}\right| \mathcal{C}\right]$.

Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1,1 ;-3}=\left\langle\phi_{4}\right| \mathcal{C}\right]$ in terms of this basis.
We compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i, j=1,2,3 \tag{16.12}
\end{equation*}
$$

and the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{4} \mid \phi_{i}\right\rangle, \quad i=1,2,3, \tag{16.13}
\end{equation*}
$$

and the eq. (3.30) gives:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1,1 ;-3}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3} \tag{16.14}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1} & =-\frac{a_{i}\left(\alpha_{i}+1\right) b_{i}}{f_{i}\left(\alpha_{i}+\beta_{i}+2 \gamma_{i}+4\right)} \\
c_{2} & =-\frac{a_{i} e_{i}\left(\alpha_{i}+\gamma_{i}+2\right)+b_{i}\left(\alpha_{i}+\beta_{i}+2\right)}{f_{i}\left(\alpha_{i}+\beta_{i}+2 \gamma_{i}+4\right)},  \tag{16.15}\\
c_{3} & =-\frac{a_{i} f_{i}\left(\alpha_{i}+2 \gamma_{i}+3\right)+e_{i}\left(\alpha_{i}+\beta_{i}+\gamma_{i}+3\right)}{f_{i}\left(\alpha_{i}+\beta_{i}+2 \gamma_{i}+4\right)},
\end{align*}
$$

in agreement with Reduze, for all four cases.


Figure 21. Planar three-loop diagram contributing to $H+j$ production.

### 16.1 Arbitrary number of external legs case

The direct generalization of the cases discussed above is portrayed in figure 20.
Here, choosing the following list of denominators:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}, & D_{2}=\left(k_{1}+p_{1}\right)^{2}, \quad D_{3}=\left(k_{1}+p_{1}+p_{2}\right)^{2}, & D_{4}=\left(k_{1}-k_{2}\right)^{2}, \\
D_{5}=\left(k_{2}+p_{1}+p_{2}\right)^{2}, & D_{5+j}=\left(k_{2}+p_{1}+p_{2}+\sum_{r=1}^{j} p_{2+r}\right)^{2} \tag{16.16}
\end{array}
$$

for a diagram with a number of external legs $E$ equal to $E=4+j$ with $j>1$, and choosing as ISP

$$
\begin{equation*}
z=D_{8+j}=\left(k_{2}+p_{1}\right)^{2} . \tag{16.17}
\end{equation*}
$$

the Loop-by-Loop Baikov polynomials on the maximal cut have the same structure as the previous 5 and 6 point cases, where at least one of $p_{1}$ and $p_{2}$ is massless:

$$
\begin{equation*}
u=z^{\alpha_{i}}\left(a_{i}+z\right)^{\beta_{i}}\left(b_{i}+e_{i} z+f_{i} z^{2}\right)^{\gamma_{i}} ; \tag{16.18}
\end{equation*}
$$

Therefore the reduction derived in eq. (16.14) remains valid for any number of external legs.

This result has been checked numerically with Reduze up to 8 external legs.

## 17 Arbitrary loop examples

### 17.1 Planar rocket diagram for $H+j$ : $(3+2 n)$-loop case

In this section we consider certain higher-loop topologies that contribute to the Higgs+jet production. As done in section 15, we define $K$ as described in and around eq. (15.1).

Let us consider a specific planar integral sector for Higgs+jet production from gluon fusion at three loops, depicted in figure 21. The kinematics is such that: $p_{1}^{2}=m_{H}^{2}, p_{i}^{2}=0$ with $i=2,3, s=\left(p_{1}+p_{2}\right)^{2}, t=\left(p_{2}+p_{3}\right)^{2}$ and $\left(p_{1}+p_{2}+p_{3}\right)^{2}=0$.

The denominators are chosen as:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}-m_{t}^{2}, & D_{2}=\left(k_{1}-p_{1}\right)^{2}-m_{t}^{2}, & D_{3}=\left(k_{1}-k_{2}\right)^{2}-m_{t}^{2}, \\
D_{4}=\left(k_{2}-p_{1}\right)^{2}, & D_{5}=\left(k_{2}-p_{1}-p_{2}\right)^{2}, & D_{6}=k_{2}^{2}, \\
D_{7}=\left(k_{2}-k_{3}\right)^{2},  \tag{17.1}\\
D_{8}=\left(k_{3}-p_{1}-p_{2}\right)^{2}, & D_{9}=\left(k_{3}-p_{1}-p_{2}-p_{3}\right)^{2}, & D_{10}=k_{3}^{2},
\end{array}
$$



Figure 22. Planar five-loop diagram contributing to $H+j$ production.
while the ISP is:

$$
\begin{equation*}
z=D_{11}=\left(k_{3}+p_{1}\right)^{2} \tag{17.2}
\end{equation*}
$$

The Loop-by-Loop Baikov representation on the maximal cut, gives:

$$
\begin{align*}
u & =\left(z-2 m_{H}^{2}\right)^{\frac{d}{2}-3}\left(m_{H}^{2}+s-z\right)^{2-\frac{d}{2}}\left(-2 m_{H}^{2}+t+z\right)^{d-5}  \tag{17.3}\\
K & =\frac{s^{d-6} t^{2-\frac{d}{2}} m_{t}^{d-4}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}}}{m_{H}^{2}} \tag{17.4}
\end{align*}
$$

On the other hand let us consider the five loop topology in figure 22, Given the set of denominators:

$$
\begin{array}{rlrlr}
D_{1} & =k_{1}^{2}-m_{t}^{2}, & D_{2} & =\left(k_{1}-p_{1}\right)^{2}-m_{t}^{2}, & \\
D_{4} & =\left(k_{2}-p_{1}\right)^{2}, & D_{5} & =\left(k_{2}-k_{3}\right)^{2}-m_{t}^{2}, & \\
D_{7} & =\left(k_{3}-p_{1}\right)^{2}-m_{t}^{2}, m_{t}^{2}, \\
D_{10} & =\left(k_{4}-p_{1}\right)^{2}, & D_{8} & =\left(k_{3}-k_{4}\right)^{2}-m_{t}^{2}, & \\
D_{11} & D_{9}=k_{3}^{2}-m_{t}^{2},  \tag{17.5}\\
D_{14} & =\left(k_{5}-p_{1}-p_{2}\right)^{2}, & D_{15}=\left(k_{5}-p_{1}-p_{2}\right)^{2}, & \left.D_{12}-p_{3}\right)^{2}, & D_{16}^{2}=k_{5}^{2}
\end{array}
$$

and choosing the ISP as:

$$
\begin{equation*}
z=D_{17}=\left(k_{5}+p_{1}\right)^{2} \tag{17.6}
\end{equation*}
$$

the Loop-by-Loop Baikov representation on the maximal cut gives:

$$
\begin{align*}
u & =\left(z-2 m_{H}^{2}\right)^{\frac{d}{2}-3}\left(m_{H}^{2}+s-z\right)^{2-\frac{d}{2}}\left(-2 m_{H}^{2}+t+z\right)^{d-5}  \tag{17.7}\\
K & =s^{d-6} t^{2-\frac{d}{2}} m_{H}^{d-9} m_{t}^{3(d-4)}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{\frac{3-d}{2}}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}} \tag{17.8}
\end{align*}
$$

We notice that $u$ is exactly the same as eq. (17.3), while $K$ slightly changes from eq. (17.4).
Iterating the Loop-by-Loop procedure to topologies with higher number of loops, we observe that the structure remains the same; thus, we can generalize that formula to the $(3+2 n)$-loop case $(n \geq 0)$ shown in figure 23 In fact choosing the ISP as:

$$
\begin{equation*}
z=D_{11+6 n}=\left(k_{3+2 n}+p_{1}\right)^{2} \tag{17.9}
\end{equation*}
$$

the Loop-by-Loop Baikov representation on the maximal cut gives:

$$
\begin{align*}
u & =\left(z-2 m_{H}^{2}\right)^{\frac{d}{2}-3}\left(m_{H}^{2}+s-z\right)^{2-\frac{d}{2}}\left(-2 m_{H}^{2}+t+z\right)^{d-5}  \tag{17.10}\\
K & =s^{d-6} t^{2-\frac{d}{2}} m_{H}^{(d-7) n-2} m_{t}^{(d-4)(2 n+1)}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{-\frac{1}{2}(d-3) n}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}} \tag{17.11}
\end{align*}
$$



Figure 23. Planar box-rocket diagram contributing to $H+j$ production.

And so:

$$
\begin{align*}
& \omega=\frac{1}{2}\left(\frac{d-4}{m_{H}^{2}+s-z}+\frac{2(d-5)}{-2 m_{H}^{2}+t+z}+\frac{d-6}{z-2 m_{H}^{2}}\right) d z,  \tag{17.12}\\
& \nu=2, \quad \mathcal{P}=\left\{2 m_{H}^{2}, 2 m_{H}^{2}-t, m_{H}^{2}+s, \infty\right\}, \tag{17.13}
\end{align*}
$$

which are valid for all the $(3+2 n)$-loop diagrams.
Monomial basis. Let us consider the decomposition of $\left.I_{1,1, \ldots, 1 ;-3}=\left\langle\phi_{4}\right| \mathcal{C}\right]$ in terms of the MIs: $\left.J_{1}=I_{1,1, \ldots, 1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$ and $\left.J_{2}=I_{1,1, \ldots, 1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$. We compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i, j=1,2, \tag{17.14}
\end{equation*}
$$

and the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{4} \mid \phi_{i}\right\rangle, \quad i=1,2, \tag{17.15}
\end{equation*}
$$

Then, we obtain the final decomposition by means of eq. (3.30):

$$
\begin{equation*}
I_{1,1, \ldots, 1 ;-3}=c_{1} J_{1}+c_{2} J_{2}, \tag{17.16}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1}= & -\frac{m_{H}^{2}\left(9 d^{2} s^{2}-d^{2} s t-66 d s^{2}-14 d s t-2 d t^{2}+120 s^{2}+72 s t+16 t^{2}\right)}{2(d-3)(d-2)} \\
& -\frac{m_{H}^{4}\left(36 d^{2} s+5 d^{2} t-168 d s-42 d t+96 s-8 t\right)}{4(d-3)(d-2)}  \tag{17.17}\\
& -\frac{\left(5 d^{2}-10 d+24\right) m_{H}^{6}}{2(d-3)(d-2)}+\frac{(d-4) s t(3 d s-10 s-4 t)}{4(d-3)(d-2)}, \\
c_{2}= & \frac{m_{H}^{2}\left(9 d^{2} s-d^{2} t-42 d s+2 d t+24 s-16 t\right)}{2(d-3)(d-2)}+\frac{3\left(7 d^{2}-30 d+40\right) m_{H}^{4}}{4(d-3)(d-2)}  \tag{17.18}\\
& +\frac{9 d^{2} s^{2}+2 d^{2} s t-66 d s^{2}-28 d s t+120 s^{2}+80 s t+8 t^{2}}{4(d-3)(d-2)},
\end{align*}
$$

in (numerical) agreement with Reduze in the three loop case.


Figure 24. Non-planar three-loop diagram contributing to the $H+j$ production.

Differential equation in monomial basis. We build the system of differential equations with respect to the variable s.

We consider:

$$
\begin{equation*}
\sigma(s)=\partial_{s} \log (u)=-\frac{d-4}{2\left(m_{H}^{2}+s-z\right)} . \tag{17.19}
\end{equation*}
$$

Then, $\left\{\left\langle\Phi_{i}\right|\right\}_{i=1,2}$ are given by:

$$
\begin{align*}
& \left\langle\Phi_{1}\right|=\sigma d z  \tag{17.20}\\
& \left\langle\Phi_{2}\right|=\sigma z d z . \tag{17.21}
\end{align*}
$$

Following the discussion presented in section 3.2 we determine the $\mathbf{A}$ matrix; the entries read:

$$
\begin{align*}
& \mathbf{A}_{11}=\frac{(d-4)(2 s+t)}{t\left(-m_{H}^{2}+s+t\right)}+\frac{2(d-4) s}{t\left(m_{H}^{2}-s\right)}+\frac{d-6}{s},  \tag{17.22}\\
& \mathbf{A}_{12}=\frac{d-4}{\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)},  \tag{17.23}\\
& \mathbf{A}_{21}=\frac{(d-4)\left(s t-m_{H}^{2}\left(2 m_{H}^{2}+6 s+t\right)\right)}{2\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)},  \tag{17.24}\\
& \mathbf{A}_{22}=-\frac{3(d-4)}{2\left(-m_{H}^{2}+s+t\right)}+\frac{2(d-4) s}{\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)}+\frac{d-6}{s}, \tag{17.25}
\end{align*}
$$

in (numerical) agreement with Reduze in the three loop case.

### 17.2 Non-planar rocket diagram for $H+j$ : $(3+2 n)$-loop case

Let us consider the non-planar topology for the $H+j$ production at three loop portrayed in figure 24. The kinematics is such that: $p_{1}^{2}=m_{H}^{2}, p_{i}^{2}=0$ with $i=2,3, s=\left(p_{1}+p_{2}\right)^{2}$, $t=\left(p_{2}+p_{3}\right)^{2}$ and $\left(p_{1}+p_{2}+p_{3}\right)^{2}=0$.

The denominators are given by:

$$
\begin{array}{lll}
D_{1}=k_{1}^{2}-m_{t}^{2}, & D_{2}=\left(k_{1}-p_{1}\right)^{2}-m_{t}^{2}, & D_{3}=\left(k_{1}-k_{2}\right)^{2}-m_{t}^{2}, \\
D_{4}=\left(k_{2}-p_{1}\right)^{2} & D_{5}=\left(k_{2}-k_{3}+p_{2}\right)^{2}, & D_{6}=k_{2}^{2}, \\
D_{7}=\left(k_{2}-k_{3}\right)^{2},  \tag{17.28}\\
D_{8}=\left(k_{3}-p_{1}-p_{2}\right)^{2}, & D_{9}=\left(k_{3}-p_{1}-p_{2}-p_{3}\right)^{2}, & D_{10}=k_{3}^{2},
\end{array}
$$



Figure 25. Non-planar box-rocket diagram contributing to $H+j$ production.
while the ISP is:

$$
\begin{equation*}
z=D_{11}=\left(k_{3}+p_{1}\right)^{2} \tag{17.29}
\end{equation*}
$$

Using the Loop-by-Loop Baikov representation, on the maximal cut we obtain:

$$
\begin{align*}
u & =\left(z-2 m_{H}^{2}\right)^{\frac{d}{2}-3}\left(m_{H}^{2}+s-z\right)^{\frac{d}{2}-3}\left(-2 m_{H}^{2}+t+z\right)^{d-5}  \tag{17.30}\\
K & =\frac{t^{2-\frac{d}{2}} m_{t}^{d-4}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}}}{s m_{H}^{2}} \tag{17.31}
\end{align*}
$$

As done for the planar diagram, we can infer the general structure for the corresponding $3+2 n$-loop integral $(n \geq 0)$ shown in figure 25 : In fact choosing the ISP as:

$$
\begin{equation*}
z=D_{11+6 n}=\left(k_{3+2 n}+p_{1}\right)^{2} \tag{17.32}
\end{equation*}
$$

after the maximal cut, we find:

$$
\begin{align*}
u & =\left(z-2 m_{H}^{2}\right)^{\frac{d}{2}-3}\left(m_{H}^{2}+s-z\right)^{\frac{d}{2}-3}\left(-2 m_{H}^{2}+t+z\right)^{d-5}  \tag{17.33}\\
K & =\frac{t^{2-\frac{d}{2}} m_{H}^{(d-7) n-2} m_{t}^{(d-4)(2 n+1)}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{-\frac{1}{2}(d-3) n}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}}}{s} \tag{17.34}
\end{align*}
$$

thus:

$$
\begin{align*}
\omega & =\frac{1}{2}\left(\frac{6-d}{m_{H}^{2}+s-z}+\frac{2(d-5)}{-2 m_{H}^{2}+t+z}+\frac{d-6}{z-2 m_{H}^{2}}\right) d z  \tag{17.35}\\
\nu & =2, \quad \mathcal{P}=\left\{2 m_{H}^{2},-t+2 m_{H}^{2},\left(m_{H}^{2}+s\right), \infty\right\} \tag{17.36}
\end{align*}
$$

which are valid for all the $(3+2 n)$-loop diagrams.
Monomial basis. Let us consider the decomposition of $\left.I_{1,1, \ldots, 1 ;-3}=\left\langle\phi_{4}\right| \mathcal{C}\right]$ in terms of $\left.J_{1}=I_{1,1, \ldots, 1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$ and $\left.J_{2}=I_{1,1, \ldots, 1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$.

We can compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i, j=1,2 \tag{17.37}
\end{equation*}
$$

and the additional intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{4} \mid \phi_{i}\right\rangle, \quad i=1,2 \tag{17.38}
\end{equation*}
$$

and finally eq. (3.30) gives:

$$
\begin{equation*}
I_{1,1, \ldots, 1 ;-3}=c_{1} J_{1}+c_{2} J_{2}, \tag{17.39}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1}= & -\frac{m_{H}^{2}\left(9 d s^{2}-17 d s t+3 d t^{2}-30 s^{2}+62 s t-9 t^{2}\right)}{4(2 d-7)} \\
& -\frac{m_{H}^{4}(108 d s-59 d t-384 s+202 t)}{8(2 d-7)} \\
& -\frac{(65 d-226) m_{H}^{6}}{4(2 d-7)}+\frac{s t(3 d s-2 d t-10 s+6 t)}{8(2 d-7)},  \tag{17.40}\\
c_{2}= & \frac{m_{H}^{2}(27 d s-20 d t-96 s+69 t)}{4(2 d-7)}+\frac{3(43 d-150) m_{H}^{4}}{8(2 d-7)} \\
& +\frac{9 d s^{2}-8 d s t+4 d t^{2}-30 s^{2}+30 s t-12 t^{2}}{8(2 d-7)}, \tag{17.41}
\end{align*}
$$

in (numerical) agreement with Reduze in the three loop case.
Differential equations in monomial basis. We build the system of differential equation with respect to the variable $s$.

We consider:

$$
\begin{equation*}
\sigma(s)=\partial_{s} \log (u)=\frac{d-6}{2\left(m_{H}^{2}+s-z\right)}, \tag{17.42}
\end{equation*}
$$

which gives $\left\{\left\langle\Phi_{i}\right|\right\}_{i=1,2}$ :

$$
\begin{align*}
\left\langle\Phi_{1}\right| & =\sigma d z,  \tag{17.43}\\
\left\langle\Phi_{2}\right| & =\sigma z d z . \tag{17.44}
\end{align*}
$$

Then, following the discussion in section 3.2, we build the $\mathbf{A}$ matrix, with:

$$
\begin{align*}
& \mathbf{A}_{11}=\frac{m_{H}^{2}((21-4 d) s+t)+s((d-6) t-2 s)-m_{H}^{4}}{s\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)},  \tag{17.45}\\
& \mathbf{A}_{12}=\frac{2 d-9}{\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)},  \tag{17.46}\\
& \mathbf{A}_{21}=\frac{m_{H}^{2}((3 d-16) t-6(d-4) s)+(48-10 d) m_{H}^{4}+(d-4) s t}{2\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)},  \tag{17.47}\\
& \mathbf{A}_{22}=\frac{m_{H}^{2}((5 d-18) s+2 t)+s((3 d-16) s-2 t)-2 m_{H}^{4}}{2 s\left(s-m_{H}^{2}\right)\left(-m_{H}^{2}+s+t\right)} . \tag{17.48}
\end{align*}
$$

in (numerical) agreement with Reduze in the three loop case.

### 17.3 Planar rocket diagram for $H+j:(2+2 n)$-loop case

Let us consider the four loop planar topology in figure 26 which contributes to the $H+j$ production. The kinematics is such that: $p_{1}^{2}=m_{H}^{2}, p_{i}^{2}=0$ with $i=2,3, s=\left(p_{1}+p_{2}\right)^{2}$, $t=\left(p_{2}+p_{3}\right)^{2}$ and $\left(p_{1}+p_{2}+p_{3}\right)^{2}=0$.


Figure 26. Planar four-loop diagram contributing to $H+j$ production.
The denominators are:

$$
\begin{aligned}
& D_{1}=k_{1}^{2}-m_{t}^{2}, \quad D_{2}=\left(k_{1}-p_{1}\right)^{2}-m_{t}^{2}, \quad D_{3}=\left(k_{1}-k_{2}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{4}=\left(k_{2}-p_{1}\right)^{2} \text {, } \\
& D_{5}=\left(k_{2}-k_{3}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{6}=k_{2}^{2} \text {, } \\
& D_{7}=\left(k_{3}-p_{1}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{8}=\left(k_{3}-p_{1}-p_{2}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{9}=\left(k_{3}-k_{4}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{10}=k_{3}^{2}-m_{t}^{2} \text {, } \\
& D_{11}=\left(k_{4}-p_{1}-p_{2}\right)^{2} \text {, } \\
& D_{12}=\left(k_{4}-p_{1}-p_{2}-p_{3}\right)^{2}, \\
& D_{13}=k_{4}^{2} \text {. }
\end{aligned}
$$

While the ISP is:

$$
\begin{equation*}
z=D_{14}=\left(k_{4}+p_{1}\right)^{2} . \tag{17.50}
\end{equation*}
$$

The Loop-by-Loop Baikov representation, on the maximal cut gives: with

$$
\begin{align*}
& u=\frac{\left(m_{H}^{2}+s-z\right)^{2-\frac{d}{2}}\left(-2 m_{H}^{2}+t+z\right)^{d-5}\left(2 s m_{H}^{2}-4 m_{H}^{2} m_{t}^{2}-4 s m_{t}^{2}+z\left(4 m_{t}^{2}-s\right)\right)^{\frac{d-5}{2}}}{\sqrt{z-2 m_{H}^{2}}},  \tag{17.51}\\
& K=s^{\frac{d-7}{2}} t^{2-\frac{d}{2}} m_{H}^{(d-7)} m_{t}^{2(d-4)}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{-\frac{1}{2}(d-3)}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}} . \tag{17.52}
\end{align*}
$$

We can generalize such a construction in order to describe the $(2+2 n)$-loop diagram $(n \geq 0)$, shown in figure 27: In fact choosing as ISP:

$$
\begin{equation*}
D_{8+6 n}=\left(k_{2+2 n}+p_{1}\right)^{2}, \tag{17.53}
\end{equation*}
$$

we obtain:

$$
\begin{align*}
u & =\frac{\left(m_{H}^{2}+s-z\right)^{2-\frac{d}{2}}\left(-2 m_{H}^{2}+t+z\right)^{d-5}\left(2 s m_{H}^{2}-4 m_{H}^{2} m_{t}^{2}-4 s m_{t}^{2}+z\left(4 m_{t}^{2}-s\right)\right)^{\frac{d-5}{2}}}{\sqrt{z-2 m_{H}^{2}}},  \tag{17.54}\\
K & =s^{\frac{d-7}{2}} t^{2-\frac{d}{2}} m_{H}^{(d-7) n} m_{t}^{2(d-4) n}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{-\frac{1}{2}(d-3) n}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}}, \tag{17.55}
\end{align*}
$$

from which we can evaluate:

$$
\begin{align*}
& \omega=\frac{1}{2}\left(\frac{(d-5)\left(s-4 m_{t}^{2}\right)}{m_{H}^{2}\left(4 m_{t}^{2}-2 s\right)+4 m_{t}^{2}(s-z)+s z}+\frac{d-4}{m_{H}^{2}+s-z}+\frac{2(d-5)}{-2 m_{H}^{2}+t+z}+\frac{1}{2 m_{H}^{2}-z}\right) d z, \\
& \nu=3, \quad \mathcal{P}=\left\{2 m_{H}^{2}, m_{H}^{2}+s, 2 m_{H}^{2}-t,-\frac{2\left(-s m_{H}^{2}+2 m_{H}^{2} m_{t}^{2}+2 s m_{t}^{2}\right)}{s-4 m_{t}^{2}}, \infty\right\} . \tag{17.56}
\end{align*}
$$

which are valid for all the $(2+2 n)$-loop diagrams.


Figure 27. Planar All-loop diagram contributing to $H+j$ production.

Monomial basis. Let us consider the reduction of $\left.I_{1,1, \ldots, 1 ;-3}=\left\langle\phi_{4}\right| \mathcal{C}\right]$ in terms of: $J_{1}=$ $\left.I_{1,1, \ldots, 1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right]$ and $\left.J_{2}=I_{1,1, \ldots, 1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right]$ and $\left.J_{3}=I_{1,1, \ldots, 1 ;-2}=\left\langle\phi_{3}\right| \mathcal{C}\right]$.

We can compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad i=1,2,3, \tag{17.57}
\end{equation*}
$$

and the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{4} \mid \phi_{i}\right\rangle, \quad i=1,2,3, \tag{17.58}
\end{equation*}
$$

thus, eq. (3.30) leads to:

$$
\begin{equation*}
I_{1,1, \ldots, 1 ;-3}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}, \tag{17.59}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1}= & \left(s m_{H}^{2}\left(m_{H}^{2}((6 d-20) s+(d-10) t)+2(d+2) m_{H}^{4}+(2-d) s t\right)+\right.  \tag{17.60}\\
& \left.+2 m_{t}^{2}\left(m_{H}^{2}+s\right)\left(m_{H}^{2}((14-4 d) s+7 t)+(2-4 d) m_{H}^{4}+s t\right)\right) /\left((d-2)\left(s-4 m_{t}^{2}\right)\right), \\
c_{2}= & \left(4 m_{t}^{2}\left(m_{H}^{2}(6(2 d-5) s-11 t)+(10 d-11) m_{H}^{4}+s((2 d-7) s-5 t)\right)+\right.  \tag{17.61}\\
& \left.+s\left(m_{H}^{2}((40-12 d) s-(d-18) t)+(8-12 d) m_{H}^{4}+(d-2) s t\right)\right) /\left(2(d-2)\left(s-4 m_{t}^{2}\right)\right), \\
c_{3}= & \left(4 m_{t}^{2}\left((13-8 d) m_{H}^{2}+(11-4 d) s+4 t\right)+\right.  \tag{17.62}\\
& \left.+s\left((9 d-14) m_{H}^{2}+(3 d-10) s-4 t\right)\right) /\left(2(d-2)\left(s-4 m_{t}^{2}\right)\right) .
\end{align*}
$$

in agreement with Reduze in the two loop case.
Differential equations in monomial basis. We derive:

$$
\begin{equation*}
\sigma(s)=-\frac{\left(z-2 m_{H}^{2}\right)\left(-(d-5) m_{H}^{2}+(d-5) z+s\right)+4 m_{t}^{2}\left(m_{H}^{2}+s-z\right)}{2\left(m_{H}^{2}+s-z\right)\left(4 m_{t}^{2}\left(m_{H}^{2}+s-z\right)+s\left(z-2 m_{H}^{2}\right)\right)} . \tag{17.63}
\end{equation*}
$$

The $\left\{\left\langle\Phi_{i}\right|\right\}_{i=1,2,3}$ are given by:

$$
\begin{align*}
& \left\langle\Phi_{1}\right|=\sigma d z  \tag{17.64}\\
& \left\langle\Phi_{2}\right|=\sigma z d z  \tag{17.65}\\
& \left\langle\Phi_{3}\right|=\sigma z^{2} d z . \tag{17.66}
\end{align*}
$$

Then, the A matrix can be computed following section (3.2); the entries are presented evaluated at the phase space point:

$$
\begin{equation*}
m_{t}^{2}=1, \quad m_{H}^{2}=3, \quad t=5 . \tag{17.67}
\end{equation*}
$$

We find:

$$
\begin{align*}
& \mathbf{A}_{11}=\frac{d\left(13 s^{2}+7 s-120\right)-2\left(s^{3}+19 s^{2}+10 s-186\right)}{s\left(s^{3}-9 s^{2}+2 s+48\right)},  \tag{17.68}\\
& \mathbf{A}_{12}=\frac{d\left(-2 s^{2}-15 s+72\right)+8 s^{2}+50 s-244}{(s-8)(s-3) s(s+2)},  \tag{17.69}\\
& \mathbf{A}_{13}=\frac{2(d-3)(s-4)}{(s-8)(s-3) s(s+2)},  \tag{17.70}\\
& \mathbf{A}_{21}=\frac{2\left(3 d\left(5 s^{2}-15 s-72\right)-59 s^{2}+168 s+810\right)}{(s-8)(s-3) s(s+2)},  \tag{17.71}\\
& \mathbf{A}_{22}=\frac{d\left(-10 s^{2}+28 s+240\right)-2 s^{3}+51 s^{2}-84 s-900}{s\left(s^{3}-9 s^{2}+2 s+48\right)},  \tag{17.72}\\
& \mathbf{A}_{23}=\frac{(d-3)\left(s^{2}-4 s-24\right)}{(s-8)(s-3) s(s+2)},  \tag{17.73}\\
& \mathbf{A}_{31}=\frac{3 d\left(5 s^{4}-35 s^{3}-132 s^{2}+648 s+1728\right)-2\left(28 s^{4}-193 s^{3}-753 s^{2}+3636 s+9720\right)}{(s-8)(s-4)(s-3) s(s+2)}  \tag{17.74}\\
& \mathbf{A}_{32}=\frac{d\left(-23 s^{4}+173 s^{3}+408 s^{2}-2088 s-5184\right)+2\left(41 s^{4}-307 s^{3}-712 s^{2}+3588 s+8784\right)}{2(s-8)(s-4)(s-3) s(s+2)}, \tag{17.75}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{A}_{33}=\frac{d\left(3 s^{4}-21 s^{3}-76 s^{2}+376 s+384\right)-2\left(7 s^{4}-59 s^{3}-70 s^{2}+740 s+192\right)}{2(s-8)(s-4)(s-3) s(s+2)} . \tag{17.76}
\end{equation*}
$$

in agreement with Reduze in the two loop case.

### 17.4 Non-planar rocket diagram for $H+j:(2+2 n)$-loop case

Let us consider the non planar four loop contribution to $H+j$ production in figure 28. The kinematics is such that: $p_{1}^{2}=m_{H}^{2}, p_{i}^{2}=0$ with $i=2,3, s=\left(p_{1}+p_{2}\right)^{2}, t=\left(p_{2}+p_{3}\right)^{2}$ and $\left(p_{1}+p_{2}+p_{3}\right)^{2}=0$.


Figure 28. Non planar four loop contribution to $H+j$ production.


Figure 29. Non planar $(2+2 n)$-loop contribution to $H+j$ production.

In this case the denominators are:

$$
\begin{align*}
& D_{1}=k_{1}^{2}-m_{t}^{2} \text {, } \\
& D_{2}=\left(k_{1}-p_{1}\right)^{2}-m_{t}^{2}, \\
& D_{3}=\left(k_{1}-k_{2}\right)^{2}-m_{t}^{2}, \\
& D_{4}=\left(k_{2}-p_{1}\right)^{2} \text {, }  \tag{17.77}\\
& D_{5}=\left(k_{2}-k_{3}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{6}=k_{2}^{2} \text {, } \\
& D_{7}=\left(k_{3}-p_{1}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{8}=\left(k_{3}-k_{4}+p_{2}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{9}=\left(k_{3}-k_{4}\right)^{2}-m_{t}^{2} \text {, } \\
& D_{10}=k_{3}^{2}-m_{t}^{2} \text {, } \\
& D_{11}=\left(k_{4}-p_{1}-p_{2}\right)^{2} \text {, } \\
& D_{12}=\left(k_{4}-p_{1}-p_{2}-p_{3}\right)^{2}, \\
& D_{13}=k_{4}^{2} \text {. }
\end{align*}
$$

We choose the ISP as:

$$
\begin{equation*}
z=D_{14}=\left(k_{4}+p_{1}\right)^{2} \tag{17.78}
\end{equation*}
$$

The Loop-by-Loop Baikov representation, after the maximal cut gives:

$$
\begin{align*}
u & =\frac{\left(-2 m_{H}^{2}+t+z\right)^{d-5}\left(\left(2 m_{H}^{2}-z\right)\left(m_{H}^{2}+s-z\right)-4 s m_{t}^{2}\right)^{\frac{d-5}{2}}}{\sqrt{z-2 m_{H}^{2}} \sqrt{m_{H}^{2}+s-z}},  \tag{17.79}\\
K & =\frac{t^{2-\frac{d}{2}} m_{H}^{d-7} m_{t}^{2(d-4)}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{\frac{3-d}{2}}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}}}{s} . \tag{17.80}
\end{align*}
$$

As stated above, we can generalize such Baikov polynomial in order to describe the ( $2+2 n$ )loop diagram ( $n \geq 0$ ) shown in figure 29. In fact choosing the ISP as:

$$
\begin{equation*}
D_{8+6 n}=\left(k_{2+2 n}+p_{1}\right)^{2}, \tag{17.81}
\end{equation*}
$$

we obtain:

$$
\begin{align*}
u & =\frac{\left(-2 m_{H}^{2}+t+z\right)^{d-5}\left(\left(2 m_{H}^{2}-z\right)\left(m_{H}^{2}+s-z\right)-4 s m_{t}^{2}\right)^{\frac{d-5}{2}}}{\sqrt{z-2 m_{H}^{2}} \sqrt{m_{H}^{2}+s-z}},  \tag{17.82}\\
K & =\frac{t^{2-\frac{d}{2}} m_{H}^{(d-7) n} m_{t}^{2(d-4) n}\left(4 m_{t}^{2}-m_{H}^{2}\right)^{-\frac{1}{2}(d-3) n}\left(-m_{H}^{2}+s+t\right)^{2-\frac{d}{2}}}{s}, \tag{17.83}
\end{align*}
$$

from which we evaluate:

$$
\begin{align*}
\omega & =\frac{1}{2}\left(\frac{(d-5)\left(3 m_{H}^{2}+s-2 z\right)}{\left(z-2 m_{H}^{2}\right)\left(m_{H}^{2}+s-z\right)+4 s m_{t}^{2}}+\frac{2(d-5)}{-2 m_{H}^{2}+t+z}+\frac{1}{m_{H}^{2}+s-z}+\frac{1}{2 m_{H}^{2}-z}\right) d z,  \tag{17.84}\\
\nu & =4, \quad \mathcal{P}=\left\{2 m_{H}^{2}, m_{H}^{2}+s, 2 m_{H}^{2}-t, \rho_{1}, \rho_{2}, \infty\right\} . \tag{17.85}
\end{align*}
$$

which are valid for all the $(2+2 n)$-loop diagrams.
Monomial basis. Let us consider the reduction of $\left.I_{1,1, \ldots, 1 ;-4}=\left\langle\phi_{5}\right| \mathcal{C}\right]$ in terms of: $J_{1}=$ $\left.\left.\left.I_{1,1, \ldots, 1 ; 0}=\left\langle\phi_{1}\right| \mathcal{C}\right], J_{2}=I_{1,1, \ldots, 1 ;-1}=\left\langle\phi_{2}\right| \mathcal{C}\right], J_{3}=I_{1,1, \ldots, 1 ;-2}=\left\langle\phi_{3}\right| \mathcal{C}\right]$ and $J_{4}=I_{1,1, \ldots, 1 ;-3}=$ $\left.\left\langle\phi_{4}\right| \mathcal{C}\right]$.

We compute the $\mathbf{C}$ matrix:

$$
\begin{equation*}
\mathbf{C}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle, \quad 1 \leq i, j \leq 4, \tag{17.86}
\end{equation*}
$$

and the intersection numbers:

$$
\begin{equation*}
\left\langle\phi_{5} \mid \phi_{i}\right\rangle, \quad 1 \leq i \leq 4, \tag{17.87}
\end{equation*}
$$

then eq. (3.30) gives:

$$
\begin{equation*}
I_{1,1, \ldots, 1 ;-4}=c_{1} J_{1}+c_{2} J_{2}+c_{3} J_{3}+c_{4} J_{4}, \tag{17.88}
\end{equation*}
$$

with:

$$
\begin{align*}
c_{1}= & \frac{m_{H}^{2}\left(m_{H}^{2}+s\right)\left(m_{H}^{2}((20-6 d) s+3(d-2) t)+(28-10 d) m_{H}^{4}+(d-2) s t\right)}{2(d-3)} \\
& +\frac{-2 s m_{t}^{2}\left(m_{H}^{2}((14-4 d) s+3 t)+(10-4 d) m_{H}^{4}+s t\right)}{2(d-3)},  \tag{17.89}\\
c_{2}= & \frac{m_{H}^{4}(4(15 d-46) s-13(d-2) t)+2 s m_{H}^{2}((6 d-20) s-5(d-2) t)}{4(d-3)} \\
& +\frac{4 s m_{t}^{2}\left((17-6 d) m_{H}^{2}+(7-2 d) s+2 t\right)+8(7 d-20) m_{H}^{6}+(2-d) s^{2} t}{4(d-3)},  \tag{17.90}\\
c_{3}= & \frac{m_{H}^{2}(4(28-9 d) s+9(d-2) t)+(166-57 d) m_{H}^{4}+s\left(8(d-3) m_{t}^{2}\right.}{4(d-3)} \\
& +\frac{(10-3 d) s+3(d-2) t)}{4(d-3)},  \tag{17.91}\\
c_{4}= & \frac{(25 d-74) m_{H}^{2}+(7 d-22) s-2(d-2) t}{4(d-3)} . \tag{17.92}
\end{align*}
$$

in agreement with Reduze in the two loop case.

Differential equations in monomial basis. In the two loop case $(n=0)$ we derive:

$$
\begin{equation*}
\sigma(s)=\frac{4 m_{t}^{2}\left((d-5) m_{H}^{2}+(d-6) s-(d-5) z\right)+(d-6)\left(z-2 m_{H}^{2}\right)\left(m_{H}^{2}+s-z\right)}{2\left(m_{H}^{2}+s-z\right)\left(\left(z-2 m_{H}^{2}\right)\left(m_{H}^{2}+s-z\right)+4 s m_{t}^{2}\right)} \tag{17.93}
\end{equation*}
$$

The $\left\{\left\langle\Phi_{i}\right|\right\}_{i=1,2,3,4}$ are given by:

$$
\begin{align*}
& \left\langle\Phi_{1}\right|=\sigma d z  \tag{17.94}\\
& \left\langle\Phi_{2}\right|=\sigma z d z  \tag{17.95}\\
& \left\langle\Phi_{3}\right|=\sigma z^{2} d z  \tag{17.96}\\
& \left\langle\Phi_{4}\right|=\sigma z^{3} d z \tag{17.97}
\end{align*}
$$

Then, the $\mathbf{A}$ matrix can be computed following section (3.2); the entries are presented evaluated at the phase space point:

$$
\begin{equation*}
m_{t}^{2}=1, \quad m_{H}^{2}=3, \quad t=5 \tag{17.98}
\end{equation*}
$$

We find:

$$
\begin{aligned}
\mathbf{A}_{11}= & \frac{-2 s^{5}+13 s^{4}+92 s^{3}-3751 s^{2}-19284 s+d\left(-11 s^{4}-43 s^{3}+1063 s^{2}+5235 s+4860\right)}{(s-3) s(s+2)(s+10)\left(s^{2}+10 s+9\right)} \\
& +\frac{-18144}{(s-3) s(s+2)(s+10)\left(s^{2}+10 s+9\right)}, \\
\mathbf{A}_{12}= & \frac{3\left(-3 s^{4}+2 s^{3}+851 s^{2}+4976 s+5058\right)+d\left(2 s^{4}-8 s^{3}-703 s^{2}-4002 s-4077\right)}{(s-3) s(s+2)(s+10)\left(s^{2}+10 s+9\right)}, \\
\mathbf{A}_{13}= & \frac{d\left(3 s^{3}+113 s^{2}+899 s+1041\right)-2\left(5 s^{3}+200 s^{2}+1617 s+1872\right)}{(s-3) s(s+2)(s+10)\left(s^{2}+10 s+9\right)}, \\
\mathbf{A}_{14}= & -\frac{2(2 d-7)\left(s^{2}+16 s+21\right)}{(s-3) s(s+2)(s+10)\left(s^{2}+10 s+9\right)}, \\
\mathbf{A}_{21}= & \frac{30 d\left(s^{3}+19 s^{2}+69 s+63\right)-2\left(53 s^{3}+1079 s^{2}+3972 s+3618\right)}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{22}= & \frac{-2 s^{4}+106 s^{3}+1560 s^{2}+6126 s-d\left(34 s^{3}+423 s^{2}+1628 s+1623\right)+6066}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{23}= & \frac{d\left(5 s^{3}+80 s^{2}+378 s+429\right)-2\left(9 s^{3}+143 s^{2}+677 s+768\right)}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{24}= & -\frac{2(2 d-7)\left(s^{2}+7 s+9\right)}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{31}= & \frac{30 d\left(s^{4}+19 s^{3}+120 s^{2}+297 s+243\right)-4\left(28 s^{4}+535 s^{3}+3426 s^{2}+8514 s+6939\right)}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{32}^{=}= & \frac{2\left(41 s^{4}+813 s^{3}+5128 s^{2}+13425 s+11853\right)-d\left(23 s^{4}+449 s^{3}+2790 s^{2}\right.}{(s-3) s(s+1)(s+2)(s+10)} \\
& +\frac{7281 s+6453)}{(s-3) s(s+1)(s+2)(s+10)},
\end{aligned}
$$

$$
\begin{aligned}
\mathbf{A}_{33}= & -\frac{12 s^{4}+271 s^{3}+2061 s^{2}+6278 s-d\left(3 s^{4}+72 s^{3}+577 s^{2}+1783 s+1779\right)+6276}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{34}= & -\frac{(2 d-7)\left(s^{3}+17 s^{2}+70 s+78\right)}{(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{41}= & \frac{(s+9)\left(15 d\left(s^{4}+20 s^{3}+121 s^{2}+288 s+234\right)-2\left(28 s^{4}+569 s^{3}+3457 s^{2}\right.\right.}{(s-3) s(s+1)(s+2)(s+10)} \\
& +\frac{8214 s+6642))}{(s-3) s(s+1)(s+2)(s+10)}, \\
& +\frac{\left.32613 s^{2}+71874 s+57726\right)+210492}{2(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{42}= & \frac{82 s^{5}+2362 s^{4}+25034 s^{3}+119834 s^{2}+263028 s-d\left(23 s^{5}+649 s^{4}+6803 s^{3}\right.}{2(s-3) s(s+1)(s+2)(s+10)} \\
& +\frac{d\left(3 s^{5}+90 s^{4}+1135 s^{3}+7030 s^{2}+18528 s+16578\right)-2\left(5 s^{5}+162 s^{4}+2081 s^{3}\right.}{2(s-3) s(s+1)(s+2)(s+10)} \\
\mathbf{A}_{43}= & \frac{\left.12586 s^{2}+32838 s+29376\right)}{2(s-3) s(s+1)(s+2)(s+10)}, \\
\mathbf{A}_{44}= & \frac{2\left(s^{4}+62 s^{3}+773 s^{2}+2746 s+2706\right)-d\left(s^{4}+40 s^{3}+441 s^{2}+1530 s+1512\right)}{2(s-3) s(s+1)(s+2)(s+10)} .
\end{aligned}
$$

in agreement with Reduze in the two loop case.

## 18 Iterated one-forms

We consider cases of maximally cut integrals of 2-forms depending on two variables (two ISPs), and we show in a few examples, how they can be decomposed by applying the univariate intersection numbers, in one variable at a time.

In particular, we deal with integrals of the form

$$
\begin{align*}
I_{n, m} & \equiv K \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} u z_{1}^{n} z_{2}^{m} d z_{1} \wedge d z_{2}  \tag{18.1}\\
u & =u\left(z_{1}, z_{2}\right)  \tag{18.2}\\
\omega & =\hat{\omega}_{1} d z_{1}+\hat{\omega}_{2} d z_{2}, \quad \hat{\omega}_{1} \equiv \partial_{z_{1}} \log u, \quad \hat{\omega}_{2} \equiv \partial_{z_{2}} \log u \tag{18.3}
\end{align*}
$$

As in the previous sections, the prefactor $K$ does not play any role in the decomposition formulas, and therefore it is left implicit in the following.

Intersections in $\boldsymbol{z}_{\boldsymbol{1}}$. We rewrite $u$ as,

$$
\begin{equation*}
u=u_{z_{1}} \tag{18.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\omega}_{z_{1}} \equiv \partial_{z_{1}} \log u_{z_{1}}=\partial_{z_{1}} \log u=\hat{\omega}_{1} \tag{18.5}
\end{equation*}
$$

In this fashion,

$$
\begin{align*}
I_{n, m} & =\int_{\mathcal{C}_{2}} J_{n} z_{2}^{m} d z_{2}  \tag{18.6}\\
J_{n} & \left.=\int_{\mathcal{C}_{1}} u_{z_{1}} z_{1}^{n} d z_{1} \equiv \omega_{1}\left\langle\phi_{n+1}\right| \mathcal{C}_{1}\right] \tag{18.7}
\end{align*}
$$

For the cases at hand, we assume that the $J_{n}$ integral family admits $\nu_{1}=1$ master integral, say $J_{0}$, defined as,

$$
\begin{equation*}
\left.J_{0}=\int_{\mathcal{C}_{1}} u_{z_{1}} d z_{1} \equiv \omega_{1}\left\langle\phi_{1}\right| \mathcal{C}_{1}\right] \tag{18.8}
\end{equation*}
$$

which is a function of $z_{2}$, i.e., $J_{0}=J_{0}\left(z_{2}\right)$. Then, $J_{n}$ can be decomposed in terms of $J_{0}$, as

$$
\begin{equation*}
J_{n}=c_{n} J_{0} \quad \Leftrightarrow \quad \omega_{1}\left\langle\phi_{n+1}\right|=c_{n} \omega_{1}\left\langle\phi_{1}\right|, \tag{18.9}
\end{equation*}
$$

where the coefficient $c_{n}$ can be obtained by intersection in $z_{1}$, using the master formula eq. (3.30),

$$
\begin{equation*}
c_{n}=\left\langle\phi_{n+1} \mid \phi_{1}\right\rangle_{\omega_{1}}\left\langle\phi_{1} \mid \phi_{1}\right\rangle_{\omega_{1}}^{-1} \tag{18.10}
\end{equation*}
$$

and which may depend on $z_{2}$, i.e., $c_{n}=c_{n}\left(z_{2}\right)$.
Intersections in $\boldsymbol{z}_{\mathbf{2}}$. After performing all intersections in $z_{1}, I_{n, m}$ reads,

$$
\begin{equation*}
\left.I_{n, m}=\int_{\mathcal{C}_{2}} c_{n} J_{0} z_{2}^{m} d z_{2}=\int_{\mathcal{C}_{2}} u_{z_{2}} \psi_{n, m} \equiv \omega_{z_{2}}\left\langle\psi_{n, m}\right| \mathcal{C}_{2}\right] \tag{18.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{n, m} \equiv c_{n} z_{2}^{m} d z_{2}, \quad u_{z_{2}} \equiv J_{0}, \quad \hat{\omega}_{z_{2}}=\partial_{z_{2}} \log u_{z_{2}} \tag{18.12}
\end{equation*}
$$

Let us stress that $\hat{\omega}_{z_{2}} \neq \hat{\omega}_{2}$, while, by construction, $\hat{\omega}_{z_{1}}=\hat{\omega}_{1}$.
Under the assumption that $\nu_{1}=1$, the number $\nu_{2}$ of solutions of $\hat{\omega}_{z_{2}}=0$ corresponds to the total number $\nu$ of MIs. Finally, we define a monomial basis for the $z_{2}$-intersection, $\omega_{z_{2}}\left\langle\phi_{k}\right| \equiv z_{2}^{k-1} d z_{2}$, and complete the decomposition of $I_{n, m}$, by applying the reduction by intersections in $z_{2}$ to $\omega_{z_{2}}\left\langle\psi_{n, m}\right|$,

$$
\begin{equation*}
\omega_{z_{2}}\left\langle\psi_{n, m}\right|=\sum_{i, j=1}^{\nu_{2}}\left\langle\psi_{n, m} \mid \phi_{j}\right\rangle_{\omega_{z_{2}}}\left(\mathbf{C}_{\omega_{z_{2}}}^{-1}\right)_{j i \omega_{z_{2}}}\left\langle\phi_{i}\right| \tag{18.13}
\end{equation*}
$$

where all intersection numbers are computed with $\omega_{z_{2}}$.
The above equation corresponds to the decomposition of $I_{n, m}$ in terms of $\nu_{2}$ master integrals $I_{0, i}$ with $i=0,1, \ldots, \nu_{2}-1$,

$$
\begin{equation*}
I_{n, m}=\sum_{i=0}^{\nu_{2}-1} c_{n, m, i} I_{0, i} \tag{18.14}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n, m, i}=\left\langle\psi_{n, m} \mid \phi_{j}\right\rangle_{\omega_{z_{2}}}\left(\mathbf{C}_{\omega_{z_{2}}}^{-1}\right)_{j i} \tag{18.15}
\end{equation*}
$$

We apply the iterative intersections method to the two-loop sunrise and massless planar doublebox diagrams.

### 18.1 Two-loop massless sunrise

In the standard Baikov approach, the sunrise type integrals considered in section 7.1, on the maximal-cut, depend on two ISPs. The corresponding two-fold Baikov representation was studied in [67]. Accordingly, we consider the following integral family,

$$
\begin{align*}
I_{n, m} & \equiv \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} u z_{1}^{n} z_{2}^{m} d z_{1} \wedge d z_{2}, \quad \mathcal{C}_{1}, \mathcal{C}_{2}=[0, \infty]  \tag{18.16}\\
u & =\left(z_{1} z_{2}\left(1+z_{1}+z_{2}\right)\right)^{\gamma} \tag{18.17}
\end{align*}
$$

with

$$
\begin{equation*}
\omega=\hat{\omega}_{1} d z_{1}+\hat{\omega}_{2} d z_{2}, \quad \hat{\omega}_{1}=\frac{\gamma\left(2 z_{1}+z_{2}+1\right)}{z_{1}\left(z_{1}+z_{2}+1\right)}, \quad \hat{\omega}_{2}=\frac{\gamma\left(z_{1}+2 z_{2}+1\right)}{z_{2}\left(z_{1}+z_{2}+1\right)} . \tag{18.18}
\end{equation*}
$$

We observe that by setting $\gamma=(d-4) / 2$, these integrals correspond to one introduced in section 7.1 for $s=-1$.

### 18.1.1 Iterated intersections

We rewrite $I_{n, m}$ iteratively, as,

$$
\begin{align*}
I_{n, m} & \equiv \int_{\mathcal{C}_{2}} d z_{2} z_{2}^{m} J_{n},  \tag{18.19}\\
J_{n} & \equiv \int_{\mathcal{C}_{1}} d z_{1} u_{z_{1}} z_{1}^{n},  \tag{18.20}\\
u_{z_{1}} & =\left(z_{1} z_{2}\left(1+z_{1}+z_{2}\right)\right)^{\gamma} . \tag{18.21}
\end{align*}
$$

Intersections in $\boldsymbol{z}_{1}$. We define

$$
\begin{equation*}
\hat{\omega}_{z_{1}}=\partial_{z_{1}} \log \left(u_{z_{1}}\right)=\frac{\gamma\left(2 z_{1}+z_{2}+1\right)}{z_{1}\left(z_{1}+z_{2}+1\right)}=\hat{\omega}_{1} \tag{18.22}
\end{equation*}
$$

with $\nu_{1}=1$. The decomposition of $J_{1}$ in terms of $J_{0}$ reads

$$
\begin{align*}
& \left.\left.J_{1}=c_{1} J_{0}, \quad \Longleftrightarrow \quad \omega_{1}\left\langle\phi_{2}\right| \mathcal{C}_{1}\right]=c_{1} \omega_{1}\left\langle\phi_{1}\right| \mathcal{C}_{1}\right]  \tag{18.23}\\
& c_{1}=\left\langle\phi_{2} \mid \phi_{1}\right\rangle_{\omega_{1}}\left\langle\phi_{1} \mid \phi_{1}\right\rangle_{\omega_{1}}^{-1}=-\frac{1}{2}\left(1+z_{2}\right) \tag{18.24}
\end{align*}
$$

## Intersections in $z_{2}$.

$$
\begin{equation*}
\hat{\omega}_{z_{2}}=\partial_{z_{2}} \log \left(J_{0}\right)=\frac{\gamma+3 \gamma z_{2}+z_{2}}{z_{2}\left(z_{2}+1\right)}, \tag{18.25}
\end{equation*}
$$

In this case, $\nu_{2}=1$, therefore the problem has just 1 master integral, which we chose to be $\omega_{z_{2}}\left\langle\phi_{1}\right|=d z_{2}$. After defining

$$
\begin{equation*}
\psi_{1,0}=c_{1} d z_{2}=-\frac{1}{2}\left(1+z_{2}\right) d z_{2} \tag{18.26}
\end{equation*}
$$

using eq. (18.15), we finally get

$$
\begin{align*}
I_{1,0} & =c_{1,0,0} I_{0,0},  \tag{18.27}\\
c_{1,0,0} & =\left\langle\psi_{1,0} \mid \phi_{1}\right\rangle_{\omega_{1}}\left\langle\phi_{1} \mid \phi_{1}\right\rangle_{\omega_{1}}^{-1}=-\frac{1}{3} . \tag{18.28}
\end{align*}
$$

which is the expected result, in agreement with eq. (7.8) for $s=-1$.

### 18.2 Two-loop massless double-box

In the standard Baikov approach, the massless double-box type integrals considered in section 11, on the maximal-cut, depend on two ISPs. The corresponding two-fold Baikov representation was studied in [67]. Accordingly, we consider the following integral family,

$$
\begin{align*}
I_{n, m} & \equiv \int_{\mathcal{C}_{1}} \int_{\mathcal{C}_{2}} u z_{1}^{n} z_{2}^{m} d z_{1} \wedge d z_{2}, \quad \mathcal{C}_{1}, \mathcal{C}_{2}=[0, \infty]  \tag{18.29}\\
u & =\left(z_{1} z_{2}\left(1+a\left(z_{1}+z_{2}\right)+b z_{1} z_{2}\right)\right)^{\gamma} \tag{18.30}
\end{align*}
$$

with

$$
\begin{align*}
\omega & =\hat{\omega}_{1} d z_{1}+\hat{\omega}_{2} d z_{2}  \tag{18.31}\\
\hat{\omega}_{1} & =\frac{\gamma\left(a\left(2 z_{1}+z_{2}\right)+2 b z_{1} z_{2}+1\right)}{z_{1}\left(a\left(z_{1}+z_{2}\right)+b z_{1} z_{2}+1\right)}, \quad \hat{\omega}_{2}=\frac{\gamma\left(2 z_{2}\left(a+b z_{1}\right)+a z_{1}+1\right)}{z_{2}\left(a\left(z_{1}+z_{2}\right)+b z_{1} z_{2}+1\right)} \tag{18.32}
\end{align*}
$$

This family, with $\gamma=(d-6) / 2$, appears in the maximal cut of the two-loop double-box introduced in section 11 (for $a=-1 / t$ and $b=-1 /(s t)$ ).

### 18.2.1 Iterated intersections

Rewrite $I_{n, m}$ iteratively, as,

$$
\begin{align*}
I_{n, m} & \equiv \int_{\mathcal{C}_{2}} d z_{2} z_{2}^{m} J_{n}  \tag{18.33}\\
J_{n} & \equiv \int_{\mathcal{C}_{1}} d z_{1} u_{z_{1}} z_{1}^{n}  \tag{18.34}\\
u_{z_{1}} & =\left(z_{1} z_{2}\left(1+a\left(z_{1}+z_{2}\right)+b z_{1} z_{2}\right)\right)^{\gamma} \tag{18.35}
\end{align*}
$$

We consider the decomposition of two integrals, namely $I_{1,0}$, and $I_{2,0}$.
Intersections in $\boldsymbol{z}_{1}$. We define

$$
\begin{equation*}
\hat{\omega}_{z_{1}}=\partial_{z_{1}} \log \left(u_{z_{1}}\right)=\frac{\gamma\left(a\left(2 z_{1}+z_{2}\right)+2 b z_{1} z_{2}+1\right)}{z_{1}\left(a\left(z_{1}+z_{2}\right)+b z_{1} z_{2}+1\right)}=\hat{\omega}_{1} \tag{18.36}
\end{equation*}
$$

with $\nu_{1}=1$.
The decomposition of $J_{1}$ in terms of $J_{0}$ reads

$$
\begin{align*}
& \left.\left.J_{1}=c_{1} J_{0}, \quad \Longleftrightarrow \quad \omega_{1}\left\langle\phi_{2}\right| \mathcal{C}_{1}\right]=c_{1} \omega_{1}\left\langle\phi_{1}\right| \mathcal{C}_{1}\right]  \tag{18.37}\\
& c_{1}=\left\langle\phi_{2} \mid \phi_{1}\right\rangle_{\omega_{1}}\left\langle\phi_{1} \mid \phi_{1}\right\rangle_{\omega_{1}}^{-1}=-\frac{a z_{2}+1}{2\left(a+b z_{2}\right)} \tag{18.38}
\end{align*}
$$

and the decomposition of $J_{2}$ in terms of $J_{0}$ reads

$$
\begin{align*}
& \left.\left.J_{2}=c_{2} J_{0}, \quad \Longleftrightarrow \quad \omega_{1}\left\langle\phi_{3}\right| \mathcal{C}_{1}\right]=c_{2} \omega_{1}\left\langle\phi_{1}\right| \mathcal{C}_{1}\right]  \tag{18.39}\\
& c_{2}=\left\langle\phi_{3} \mid \phi_{1}\right\rangle_{\omega_{1}}\left\langle\phi_{1} \mid \phi_{1}\right\rangle_{\omega_{1}}^{-1}=\frac{(\gamma+2)\left(a z_{2}+1\right)^{2}}{2(2 \gamma+3)\left(a+b z_{2}\right)^{2}} \tag{18.40}
\end{align*}
$$

## Intersections in $\boldsymbol{z}_{2}$.

$$
\begin{equation*}
\hat{\omega}_{z_{2}}=\partial_{z_{2}} \log \left(J_{0}\right)=\frac{a^{2}\left(3 \gamma z_{2}+z_{2}\right)+a\left(2 b \gamma z_{2}^{2}+\gamma\right)-b z_{2}}{z_{2}\left(a z_{2}+1\right)\left(a+b z_{2}\right)} . \tag{18.41}
\end{equation*}
$$

In this case, $\nu_{2}=2$, therefore the problem has 2 master integrals, which we choose to be $\omega_{z_{2}}\left\langle\phi_{1}\right|=d z_{2}$ and $\omega_{z_{2}}\left\langle\phi_{2}\right|=z_{2} d z_{2}$.

After defining

$$
\begin{equation*}
\psi_{1,0}=c_{1} d z_{2}, \quad \psi_{2,0}=c_{2} d z_{2}, \tag{18.42}
\end{equation*}
$$

we obtain the decompositions of $I_{1,0}$ and $I_{2,0}$ in terms of the master integrals $I_{0,0}$ and $I_{0,1}$,

$$
\begin{align*}
& I_{1,0}=c_{1,0,0} I_{0,0}+c_{1,0,1} I_{0,1},  \tag{18.43}\\
& I_{2,0}=c_{2,0,0} I_{0,0}+c_{2,0,1} I_{0,1}, \tag{18.44}
\end{align*}
$$

where the coefficients are computed using eq. (18.15),

$$
\begin{array}{ll}
c_{1,0,0}=0, & c_{1,0,1}=1 \\
c_{2,0,0}=-\frac{\gamma+1}{b(2 \gamma+3)}, & c_{2,0,1}=-\frac{3 a^{2} \gamma+3 a^{2}+b}{a b(2 \gamma+3)},
\end{array}
$$

in agreement with Reduze.
In appendix B, we provide further applications of the Iterative Intersections approach to the decomposition of integrals belonging to the massless double-box and planar pentabox integral families, the latter being an example of three-form integral decomposition.

## 19 Intersection numbers of two-forms

In this section we present an alternative algorithm for computing intersection numbers of two-forms and demonstrate how to reproduce the two-loop results of section 7.1 and 11 from this point of view. The algorithm is an extension of Matsumoto's method [78] to non-logarithmic differential forms. We summarize it as follows.

Let us consider an integral of the form

$$
\begin{equation*}
\int_{\mathcal{C}} u(x, y) \phi(x, y) \quad \text { with } \quad u=B_{1}^{\gamma_{1}} B_{2}^{\gamma_{2}} \cdots B_{m}^{\gamma_{m}} \tag{19.1}
\end{equation*}
$$

where $\gamma_{i}$ are generic coefficients, $\phi(x, y)$ is a two-form $\phi(x, y)=\hat{\phi} d x \wedge d y$, and $\mathcal{C}$ is an integration cycle such that $u$ vanishes on its boundaries. From here we define the oneform:

$$
\begin{equation*}
\omega=d \log u=\sum_{i=1}^{m} \gamma_{i}\left(\frac{\partial_{x} B_{i}}{B_{i}} d x+\frac{\partial_{y} B_{i}}{B_{i}} d y\right) . \tag{19.2}
\end{equation*}
$$

As before, we also define the connection $\nabla_{\omega} \equiv d+\omega \wedge$. Poles of $\omega$ form hypersurfaces $\mathcal{H}_{i}$. For example, associated to each factor $B_{i}$ in (19.1) we have:

$$
\begin{equation*}
\mathcal{H}_{i} \equiv\left\{(x, y) \mid B_{i}(x, y)=0\right\} . \tag{19.3}
\end{equation*}
$$

It is important to remember that all the differential forms are defined on the complex projective plane $\mathbb{C P}^{2}$, and by choosing coordinates $(x, y) \in \mathbb{C}^{2}$ we committed ourselves to one particular chart on this space, which does not cover the points at infinity. In order to find all hypersurfaces, including those at infinity, it is necessary to cover the full space with other charts, e.g., $(\hat{x}, \hat{y})=(x, 1 / y),(1 / x, y),(1 / x, 1 / y)$. We find that they do not contribute to the cases of our interest.

The above hypersurfaces, in general, intersect at points $\mathcal{P}_{i j}$ (we assume that all intersections are transverse),

$$
\begin{equation*}
\mathcal{P}_{i j} \equiv \mathcal{H}_{i} \cap \mathcal{H}_{j} \quad \text { for } \quad i \neq j . \tag{19.4}
\end{equation*}
$$

It is possible that $\mathcal{P}_{i j}$ contains more than one intersection point. If more than two distinct hypersurfaces intersect at one point, i.e., $\mathcal{H}_{i} \cap \mathcal{H}_{j} \cap \mathcal{H}_{k} \neq \varnothing$, there is a need for a local blowup near such a point. It is not relevant to the cases we study.

### 19.1 General algorithm

The algorithm for computing the intersection number $\left\langle\phi_{L} \mid \phi_{R}\right\rangle_{\omega}$ consists of three steps.

1. Hypersurfaces. In the small neighbourhood of each hypersurface $\mathcal{H}_{i}$ construct the one-form $\psi_{i}$ satisfying the equation:

$$
\begin{equation*}
\nabla_{\omega} \psi_{i}=\phi_{L} \quad \text { locally near } \mathcal{H}_{i} . \tag{19.5}
\end{equation*}
$$

Let us show how to do it explicitly when $\mathcal{H}_{i}$ is a hyperplane, i.e., the corresponding $B_{i}(x, y)$ is a linear function in $x$ and $y$.
Let us pick coordinates: normal to the hyperplane, $z_{i}^{\perp}=B_{i}$, and along the hyperplane $z_{i}^{\|}$, in such a way that they are orthonormal, i.e., $d x \wedge d y=d z_{i}^{\perp} \wedge d z_{i}^{\|}$with a unit Jacobian. Treating $z_{i}^{\|}$as a constant, we write an ansatz in terms of a Laurent expansion:

$$
\begin{equation*}
\psi_{i}=\left(\sum_{k=\min }^{\max } \psi_{i}^{(k)}\left(z_{i}^{\perp}\right)^{k}+\mathcal{O}\left(\left(z_{i}^{\perp}\right)^{k+1}\right)\right) d z_{i}^{\|} . \tag{19.6}
\end{equation*}
$$

The expansion start at the order $\min =\operatorname{ord}_{z_{\dot{亡}}^{\perp}}\left(\phi_{L}\right)+1$ and it is enough to expand until $\max =-\operatorname{ord}_{z_{i}^{\perp}}\left(\phi_{R}\right)-1$. By comparing both sides of (19.5) at each order in $z_{i}^{\perp}$ we can solve for the coefficients $\psi_{i}^{(k)}$.
2. Intersections of hypersurfaces. In the small neighbourhood of each point in $\mathcal{P}_{i j}$ construct the function $\psi_{i j}$ satisfying the equation:

$$
\begin{equation*}
\nabla_{\omega} \psi_{i j}=\psi_{i}-\psi_{j} \quad \text { locally near } \mathcal{P}_{i j} . \tag{19.7}
\end{equation*}
$$

The right-hand side is known as an expansion in variables $z_{i}^{\perp}$ and $z_{j}^{\perp}$ from the previous step. Hence we change the coordinates to $\left(z_{i}^{\perp}, z_{j}^{\perp}\right)$ and write an ansatz for $\psi_{i j}$ :

$$
\begin{equation*}
\psi_{i j}=\sum_{k=\min _{i}}^{\max _{i}} \sum_{l=\min _{j}}^{\max _{j}} \psi_{i j}^{(k, l)}\left(z_{i}^{\perp}\right)^{k}\left(z_{j}^{\perp}\right)^{l}+\mathcal{O}\left(\left(z_{i}^{\perp}\right)^{k+1},\left(z_{j}^{\perp}\right)^{l+1}\right), \tag{19.8}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\min _{i}=\operatorname{ord}_{z_{i}^{\perp}}\left(\psi_{i}-\psi_{j}\right)+1, & \max _{i}=-\operatorname{ord}_{z_{i}^{\perp}}\left(\phi_{R}\right)-1 \\
\min _{j}=\operatorname{ord}_{z_{j}^{\perp}}\left(\psi_{i}-\psi_{j}\right)+1, & \max _{j}=-\operatorname{ord}_{z_{j}^{\perp}}\left(\phi_{R}\right)-1 . \tag{19.10}
\end{array}
$$

Once again, it can be solved order by order for each of the coefficients $\psi_{i j}^{(k, l)}$.
3. Intersection numbers of two-forms. Finally, the intersection number $\left\langle\phi_{L} \mid \phi_{R}\right\rangle_{\omega}$ is computed as a sum over all intersection points $\mathcal{P}_{i j}$ using the double-residue formula:

$$
\begin{equation*}
\left\langle\phi_{L} \mid \phi_{R}\right\rangle_{\omega} \equiv \sum_{\mathcal{P}_{i j}} \operatorname{Res}_{z_{i}^{\perp}=0} \operatorname{Res}_{z_{j}^{\perp}=0}\left(\psi_{i j} \phi_{R}\right) \tag{19.11}
\end{equation*}
$$

In order to perform the residue computation we express $\phi_{R}$ as a two-form in the new coordinates $\left(z_{i}^{\perp}, z_{j}^{\perp}\right)$. Recall that upon such a change one picks up a Jacobian:

$$
\begin{equation*}
\hat{\phi}_{R}(x, y) d x \wedge d y=\frac{\hat{\phi}_{R}\left(z_{i}^{\perp}, z_{j}^{\perp}\right) d z_{i}^{\perp} \wedge d z_{j}^{\perp}}{\left|\partial\left(z_{i}^{\perp}, z_{j}^{\perp}\right) / \partial(x, y)\right|} \tag{19.12}
\end{equation*}
$$

A given point $\mathcal{P}_{i j}$ can only contribute to this sum if $\min _{i} \leq \max _{i}$ and $\min _{j} \leq \max _{j}$ from (19.9)-(19.10) holds.

### 19.2 Two-loop massless sunrise

Let us reconsider the massless sunrise diagram from section 7.1. We use propagators as in (7.1) as well as two ISPs:

$$
\begin{equation*}
x=D_{4}=k_{2}^{2}, \quad y=D_{5}=\left(k_{1}-p\right)^{2} . \tag{19.13}
\end{equation*}
$$

The resulting maximal cut for single propagators $D_{1}, D_{2}, D_{3}$ reads

$$
\begin{equation*}
I_{1,1,1 ;-n,-m}=\int_{\mathcal{C}} u(x, y) \phi_{-n,-m} \tag{19.14}
\end{equation*}
$$

where

$$
\begin{equation*}
u(x, y) \equiv\left(-\frac{1}{4 s} x y(x+y-s)\right)^{\frac{d-4}{2}}, \quad \phi_{-n,-m} \equiv x^{n} y^{m} d x \wedge d y \tag{19.15}
\end{equation*}
$$

We know from section 7.1 that this integral has $\nu=1$ master integral. Alternatively, this counting can be obtained by calculating

$$
\begin{equation*}
\omega=\frac{d-4}{2}\left(\left(\frac{1}{x}+\frac{1}{x+y-s}\right) d x+\left(\frac{1}{y}+\frac{1}{x+y-s}\right) d y\right) \tag{19.16}
\end{equation*}
$$

and finding that the critical point equation, $\omega=0$, yields a single solution. ${ }^{8}$

[^6]We want to decompose $\phi_{-1,0}$ in the basis of $\phi_{0,0}$. It is the most convenient to first perform the rescaling

$$
\begin{equation*}
\tilde{u}(x, y)=x^{3} y^{3} u(x, y), \quad \tilde{\phi}_{-n,-m}=\frac{\phi_{-n,-m}}{x^{3} y^{3}} \tag{19.17}
\end{equation*}
$$

such that the integrand $u(x, y) \phi_{-n,-m}=\tilde{u}(x, y) \tilde{\phi}_{-n,-m}$ is preserved. In this way the new two-forms $\tilde{\phi}_{-1,0}$ and $\tilde{\phi}_{0,0}$ do not have poles at infinity and we can keep working in the chart $(x, y) \in \mathbb{C}^{2}$. Explicitly, the rescaled forms and $\omega$ are

$$
\begin{align*}
\tilde{\phi}_{-1,0} & =\frac{d x \wedge d y}{x^{2} y^{3}}, \quad \tilde{\phi}_{0,0}=\frac{d x \wedge d y}{x^{3} y^{3}}  \tag{19.18}\\
\tilde{\omega} & =\frac{1}{2}\left(\frac{d+2}{x}+\frac{d-4}{x+y-s}\right) d x+\frac{1}{2}\left(\frac{d+2}{y}+\frac{d-4}{x+y-s}\right) d y . \tag{19.19}
\end{align*}
$$

### 19.2.1 Evaluation of intersection numbers

We start by solving the equation (19.5) around each hyperplane $\mathcal{H}_{i}$ at finite positions associated to:

$$
\begin{equation*}
B_{1}=x, \quad B_{2}=y, \quad B_{3}=x+y-s . \tag{19.20}
\end{equation*}
$$

We evaluate the necessary ingredients in the computation of $\left\langle\tilde{\phi}_{-1,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}$. We ought to first compute $\psi_{1}, \psi_{2}, \psi_{3}, \psi_{12}, \psi_{13}, \psi_{23}$ according to the rules given in the previous subsection.

- Hyperplane $\mathcal{H}_{\mathbf{1}}=\{\boldsymbol{x}=\mathbf{0}\}$. We choose the coordinates $\left(z_{1}^{\perp}, z_{1}^{\|}\right)=(x, y)$. Solving $\nabla_{\tilde{\omega}} \psi_{1}=\tilde{\phi}_{-1,0}$ we find:

$$
\begin{align*}
\psi_{1}=( & \frac{2}{d\left(z_{1}^{\|}\right)^{3}} \frac{1}{z_{1}^{\perp}}+\frac{2(d-4)}{d(d+2)\left(z_{1}^{\|}\right)^{3}\left(s-z_{1}^{\|}\right)}+\frac{4(d-4)(d-1)}{d(d+2)(d+4)\left(z_{1}^{\|}\right)^{3}\left(s-z_{1}^{\|}\right)^{2}} z_{1}^{\perp} \\
& \left.+\frac{8(d-4)(d-1)}{(d+2)(d+4)(d+6)\left(z_{1}^{\|}\right)^{3}\left(s-z_{1}^{\|}\right)^{3}}\left(z_{1}^{\perp}\right)^{2}+\mathcal{O}\left(\left(z_{1}^{\perp}\right)^{3}\right)\right) d z_{1}^{\|} . \tag{19.21}
\end{align*}
$$

- Hyperplane $\mathcal{H}_{\mathbf{2}}=\{\boldsymbol{y}=\mathbf{0}\}$. We choose the coordinates $\left(z_{2}^{\perp}, z_{2}^{\|}\right)=(y,-x)$. Solving $\nabla_{\tilde{\omega}} \psi_{2}=\tilde{\phi}_{-1,0}$ we find:

$$
\begin{align*}
\psi_{2}=( & \frac{2}{(d-2)\left(z_{2}^{\|}\right)^{2}} \frac{1}{\left(z_{2}^{\perp}\right)^{2}}+\frac{2(d-4)}{(d-2) d\left(z_{2}^{\|}\right)^{2}\left(s+z_{2}^{\|}\right)} \frac{1}{z_{2}^{\perp}}+\frac{4(d-4)}{d(d+2)\left(z_{2}^{\|}\right)^{2}\left(s+z_{2}^{\|}\right)^{2}} \\
& +\frac{8(d-4)(d-1)}{d(d+2)(d+4)\left(z_{2}^{\|}\right)^{2}\left(s+z_{2}^{\|}\right)^{3}} z_{2}^{\perp} \\
& \left.+\frac{16\left(d^{2}-5 d+4\right)}{(d+2)(d+4)(d+6)\left(z_{2}^{\|}\right)^{2}\left(s+z_{2}^{\|}\right)^{4}}\left(z_{2}^{\perp}\right)^{2}+\mathcal{O}\left(\left(z_{2}^{\perp}\right)^{3}\right)\right) d z_{2}^{\|} . \tag{19.22}
\end{align*}
$$

- Hyperplane $\mathcal{H}_{3}=\{\boldsymbol{x}+\boldsymbol{y}-\boldsymbol{s}=\mathbf{0}\}$. We choose the coordinates $\left(z_{3}^{\perp}, z_{3}^{\|}\right)=(x+y-$ $s,(y-x) / 2)$. Solving $\nabla_{\tilde{\omega}} \psi_{3}=\tilde{\phi}_{-1,0}$ we find:

$$
\begin{align*}
\psi_{3}= & \left(\frac{64}{(d-2)\left(s-2 z_{3}^{\|}\right)^{2}\left(s+2 z_{3}^{\|}\right)^{4}} z_{3}^{\perp}\right. \\
& \left.-\frac{64\left(7 d s-2 d z_{3}^{\|}-6 s+4 z_{3}^{\|}\right)}{(d-2) d\left(s-2 z_{3}^{\|}\right)^{3}\left(s+2 z_{3}^{\|}\right)^{4}}\left(z_{3}^{\perp}\right)^{2}+\mathcal{O}\left(\left(z_{3}^{\perp}\right)^{3}\right)\right) d z_{3}^{\|} . \tag{19.23}
\end{align*}
$$

- Intersection point $\mathcal{P}_{\mathbf{1 2}}=(\mathbf{0}, \mathbf{0})$. We choose the coordinates $\left(z_{1}^{\perp}, z_{2}^{\perp}\right)=(x, y)$. Solving $\nabla_{\tilde{\omega}} \psi_{12}=\psi_{1}-\psi_{2}$ we find:

$$
\begin{align*}
\psi_{12}= & \frac{4(d-4)\left(71 d^{2}-14 d-72\right) z_{1}^{\perp} z_{2}^{\perp}}{d(d+2)^{2}(d+4)^{2} s^{5}}+\frac{16(d-4)\left(5 d^{2}-9 d+4\right)\left(z_{1}^{\perp}\right)^{2}}{(d-2) d(d+2)(d+4)(d+6) s^{4} z_{2}^{\perp}}  \tag{19.24}\\
& +\frac{32\left(d^{2}-5 d+4\right)\left(z_{2}^{\perp}\right)^{2}}{d(d+2)(d+4)(d+6) s^{4} z_{1}^{\perp}}+\frac{20\left(5 d^{2}-22 d+8\right) z_{1}^{\perp}}{d(d+2)^{2}(d+4) s^{4}}+\frac{32(d-4)\left(d^{2}-2 d+1\right) z_{1}^{\perp}}{(d-2) d^{2}(d+2)(d+4) s^{3} z_{2}^{\perp}} \\
& +\frac{16(d-4)(d-1) z_{2}^{\perp}}{d^{2}(d+2)(d+4) s^{3} z_{1}^{\perp}}+\frac{16\left(2 d^{2}-9 d+4\right)}{d^{2}(d+2)^{2} s^{3}}+\frac{8(d-4)}{d^{2}(d+2) s^{2} z_{1}^{\perp}}+\frac{4(d-4)(3 d-4)}{(d-2) d^{2}(d+2) s^{2} z_{2}^{\perp}} \\
& +\frac{4(d-4)}{(d-2) d^{2} s z_{1}^{\perp} z_{2}^{\perp}}+\frac{4\left(71 d^{3}-258 d^{2}-96 d-32\right)\left(z_{1}^{\perp}\right)^{2}}{d(d+2)^{2}(d+4)(d+6) s^{5}}+\frac{4(d-4)}{(d-2) d(d+2) s\left(z_{2}^{\perp}\right)^{2}} \\
& +\frac{4\left(643 d^{4}-2026 d^{3}-3592 d^{2}+5536 d+384\right)\left(z_{1}^{\perp}\right)^{2}\left(z_{2}^{\perp}\right)^{2}}{d(d+2)(d+4)^{2}(d+6)^{2} s^{7}}+\frac{80(d-4)(d-1) z_{2}^{\perp}}{d(d+2)^{2}(d+4) s^{4}} \\
& +\frac{4\left(221 d^{4}-602 d^{3}-1384 d^{2}+672 d+1408\right)\left(z_{1}^{\perp}\right)^{2} z_{2}^{\perp}}{d(d+2)^{2}(d+4)^{2}(d+6) s^{6}}+\frac{64\left(3 d^{3}-14 d^{2}+7 d+4\right)\left(z_{2}^{\perp}\right)^{2}}{d(d+2)^{2}(d+4)(d+6) s^{5}} \\
& +\frac{4\left(191 d^{4}-632 d^{3}-844 d^{2}+1152 d+448\right) z_{1}^{\perp}\left(z_{2}^{\perp}\right)^{2}}{d(d+2)^{2}(d+4)^{2}(d+6) s^{6}}+\frac{8(d-4)(d-1) z_{1}^{\perp}}{(d-2) d(d+2)(d+4) s^{2}\left(z_{2}^{\perp}\right)^{2}} \\
& +\frac{4}{(d-2)(d+2)(d+4)(d+6) s^{3}\left(z_{2}^{\perp}\right)^{2}}+\frac{4(d-2) d z_{1}^{\perp}\left(z_{2}^{\perp}\right)^{2}}{(d) \mathcal{O}\left(\left(z_{1}^{\perp}\right)^{3},\left(z_{2}^{\perp}\right)^{3}\right) .}
\end{align*}
$$

Hence the contribution to the intersection number $\left\langle\tilde{\phi}_{-1,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}$ from the point $\mathcal{P}_{12}$ is

$$
\begin{equation*}
\operatorname{Res}_{z_{1}^{\perp}=0} \operatorname{Res}_{z_{2}^{\perp}=0}\left(\psi_{12} \tilde{\phi}_{0,0}\right)=\frac{4(d-4)\left(643 d^{3}+546 d^{2}-1408 d-96\right)}{d(d+2)(d+4)^{2}(d+6)^{2} s^{7}} \tag{19.25}
\end{equation*}
$$

where we used that in the coordinates $\left(z_{1}^{\perp}, z_{2}^{\perp}\right)$ the two-form $\tilde{\phi}_{0,0}$ reads

$$
\begin{equation*}
\tilde{\phi}_{0,0}=\frac{d z_{1}^{\perp} \wedge d z_{2}^{\perp}}{\left(z_{1}^{\perp}\right)^{3}\left(z_{2}^{\perp}\right)^{3}} . \tag{19.26}
\end{equation*}
$$

- Intersection point $\boldsymbol{P}_{\mathbf{1 3}}=(\mathbf{0}, \boldsymbol{s})$. We choose the coordinates $\left(z_{1}^{\perp}, z_{3}^{\perp}\right)=(x, x+y-s)$.

Solving $\nabla_{\tilde{\omega}} \psi_{13}=\psi_{1}-\psi_{3}$ we find:

$$
\begin{align*}
\psi_{13}= & \frac{4(d-4)(7 d-4)\left(z_{1}^{\perp}\right)^{2}}{d(d+2)(d+4)(d+6) s^{4} z_{3}^{\perp}}-\frac{4(d-6)(d-4)\left(z_{1}^{\perp}\right)^{2}}{d(d+2)(d+4)(d+6) s^{3}\left(z_{3}^{\perp}\right)^{2}} \\
& +\frac{4(d-4) z_{1}^{\perp}}{d(d+2)(d+4) s^{3} z_{3}^{\perp}}+\mathcal{O}\left(\left(z_{1}^{\perp}\right)^{3},\left(z_{3}^{\perp}\right)^{0}\right) \tag{19.27}
\end{align*}
$$

Hence the contribution to the intersection number $\left\langle\tilde{\phi}_{-1,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}$ from the point $\mathcal{P}_{13}$ is

$$
\begin{equation*}
\operatorname{Res}_{z_{1}^{\perp}=0} \operatorname{Res}_{z_{3}^{\perp}=0}\left(\psi_{13} \tilde{\phi}_{0,0}\right)=\frac{4(d-4)(13 d-4)}{d(d+2)(d+4)(d+6) s^{7}} \tag{19.28}
\end{equation*}
$$

where we used that in the coordinates $\left(z_{1}^{\perp}, z_{3}^{\perp}\right)$ the two-form $\tilde{\phi}_{0,0}$ reads

$$
\begin{equation*}
\tilde{\phi}_{0,0}=\frac{d z_{1}^{\perp} \wedge d z_{3}^{\perp}}{\left(z_{1}^{\perp}\right)^{3}\left(z_{3}^{\perp}-z_{1}^{\perp}+s\right)^{3}} \tag{19.29}
\end{equation*}
$$

- Intersection point $\mathcal{P}_{\mathbf{2 3}}=(\mathbf{s}, \mathbf{0})$. We choose the coordinates $\left(z_{2}^{\perp}, z_{3}^{\perp}\right)=(y, x+y-s)$.

Solving $\nabla_{\tilde{\omega}} \psi_{23}=\psi_{2}-\psi_{3}$ we find:

$$
\begin{align*}
\psi_{23}= & \frac{4(5 d-6)\left(d^{2}-10 d+24\right)\left(z_{2}^{\perp}\right)^{2}}{(d-2) d(d+2)(d+4)(d+6) s^{3}\left(z_{3}^{\perp}\right)^{2}}-\frac{4\left(19 d^{3}-106 d^{2}+128 d-32\right)\left(z_{2}^{\perp}\right)^{2}}{(d-2) d(d+2)(d+4)(d+6) s^{4} z_{3}^{\perp}} \\
& -\frac{4\left(d^{3}-18 d^{2}+104 d-192\right)\left(z_{2}^{\perp}\right)^{2}}{(d-2) d(d+2)(d+4)(d+6) s^{2}\left(z_{3}^{\perp}\right)^{3}}-\frac{4(d-4)(5 d-6) z_{2}^{\perp}}{(d-2) d(d+2)(d+4) s^{3} z_{3}^{\perp}}  \tag{19.30}\\
& +\frac{4(d-6)(d-4) z_{2}^{\perp}}{(d-2) d(d+2)(d+4) s^{2}\left(z_{3}^{\perp}\right)^{2}}-\frac{4(d-4)}{(d-2) d(d+2) s^{2} z_{3}^{\perp}}+\mathcal{O}\left(\left(z_{2}^{\perp}\right)^{3},\left(z_{3}^{\perp}\right)^{0}\right) .
\end{align*}
$$

Hence the contribution to the intersection number $\left\langle\tilde{\phi}_{-1,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}$ from the point $\mathcal{P}_{23}$ is

$$
\begin{equation*}
\operatorname{Res}_{z_{2}^{\perp}=0} \operatorname{Res}_{z_{3}^{\perp}=0}\left(\psi_{23} \tilde{\phi}_{0,0}\right)=\frac{4(d-4)\left(73 d^{2}-90 d+8\right)}{(d-2) d(d+2)(d+4)(d+6) s^{7}}, \tag{19.31}
\end{equation*}
$$

where we used that in the coordinates $\left(z_{2}^{\perp}, z_{3}^{\frac{1}{3}}\right)$ the two-form $\tilde{\phi}_{0,0}$ reads

$$
\begin{equation*}
\tilde{\phi}_{0,0}=-\frac{d z_{2}^{\perp} \wedge d z_{3}^{\perp}}{\left(z_{2}^{\perp}\right)^{3}\left(z_{3}^{\perp}-z_{2}^{\perp}+s\right)^{3}} . \tag{19.32}
\end{equation*}
$$

Summing up the three contributions (19.25), (19.28), and (19.31) we obtain the intersection number:

$$
\begin{equation*}
\left\langle\tilde{\phi}_{-1,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}=\frac{36(d-4)(3 d-4)(3 d-2)(3 d+2)(3 d+4)}{(d-2) d(d+2)(d+4)^{2}(d+6)^{2} s^{7}} . \tag{19.33}
\end{equation*}
$$

Entirely analogous computation can be repeated for $\left\langle\tilde{\phi}_{0,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}$, giving

$$
\begin{align*}
\left\langle\tilde{\phi}_{0,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}= & \left(\frac{12(d-4)(3 d-4)\left(221 d^{3}+108 d^{2}-596 d-48\right)}{(d-2) d(d+2)(d+4)^{2}(d+6)^{2} s^{8}}\right) \\
& +\left(\frac{12(d-4)(3 d-4)(11 d-2)}{(d-2) d(d+2)(d+4)(d+6) s^{8}}\right)+\left(\frac{12(d-4)(3 d-4)(11 d-2)}{(d-2) d(d+2)(d+4)(d+6) s^{8}}\right) \\
= & \frac{108(d-4)(3 d-4)(3 d-2)(3 d+2)(3 d+4)}{(d-2) d(d+2)(d+4)^{2}(d+6)^{2} s^{8}} . \tag{19.34}
\end{align*}
$$

where in the first equality the first, second, and third terms come from the intersection points $\mathcal{P}_{12}, \mathcal{P}_{13}$, and $\mathcal{P}_{23}$ respectively (the last two are equal by exchange symmetry in $x$ and $y$ ).

### 19.2.2 Basis decomposition

As in section 7.1, we choose the master integral to be $I_{1,1,1 ; 0,0}$ and we decompose $I_{1,1,1 ;-1,0}$ in this basis. Using the above intersection numbers we have:

$$
\begin{align*}
I_{1,1,1 ;-1,0} & =\left\langle\tilde{\phi}_{-1,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}\left\langle\tilde{\phi}_{0,0} \mid \tilde{\phi}_{0,0}\right\rangle_{\tilde{\omega}}^{-1} I_{1,1,1 ; 0,0} \\
& =\frac{s}{3} I_{1,1,1 ; 0,0} \tag{19.35}
\end{align*}
$$

in agreement with (7.8).

### 19.3 Two-loop massless double-box

As the next example, we reconsider the decomposition of the massless double-box integral on the heptacut from section 11. We use the propagators from eq. (11.1) as well as the two ISPs:

$$
\begin{equation*}
D_{8}=\left(k_{2}-p_{1}\right)^{2}, \quad D_{9}=\left(k_{1}-p_{3}\right)^{2}-s-t . \tag{19.36}
\end{equation*}
$$

As in the previous example, the two-form $\phi_{-n,-m}$ has multiple poles at infinity for $n, m \geq 0$. This time, let us introduce the coordinates

$$
\begin{equation*}
x=1 / D_{8}, \quad y=1 / D_{9} \tag{19.37}
\end{equation*}
$$

that move all the poles to finite positions. More precisely, we have:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-n,-m}=\int_{\mathcal{C}} u(x, y) \phi_{-n,-m} \tag{19.38}
\end{equation*}
$$

with

$$
\begin{align*}
u(x, y) & \equiv\left(-\frac{1}{4 t(s+t)} x^{-2} y^{-2}(t y+1)(s x+(s+t) y+1)\right)^{\frac{d-6}{2}}  \tag{19.39}\\
\phi_{-n,-m} & \equiv D_{8}^{n} D_{9}^{m} d D_{8} \wedge d D_{9}=x^{-n-2} y^{-m-2} d x \wedge d y \tag{19.40}
\end{align*}
$$

Hence the one-form $\omega$ is

$$
\begin{equation*}
\omega=\frac{d-6}{2}\left(\left(\frac{-2}{x}+\frac{s}{s x+(s+t) y+1}\right) d x+\left(\frac{-2}{y}+\frac{t}{t y+1}+\frac{s+t}{s x+(s+t) y+1}\right) d y\right) \tag{19.41}
\end{equation*}
$$

and since the exponents of each hyperplane are generic and $\omega=0$ gives two solutions, we have that $N=2$ is the number of master integrals.

The four hyperplanes at finite positions are:

$$
\begin{equation*}
B_{1}=x, \quad B_{2}=y, \quad B_{3}=t y+1, \quad B_{4}=s x+(s+t) y+1 . \tag{19.42}
\end{equation*}
$$

They intersect at the five points:

$$
\begin{array}{lll}
\mathcal{P}_{12}=(0,0), & \mathcal{P}_{13}=(0,-1 / t), & \mathcal{P}_{14}=(0,-1 /(s+t)), \\
\mathcal{P}_{24}=(-1 / t,-1 / s), & \mathcal{P}_{34}=(1 / t,-1 / t) . &
\end{array}
$$

There are also multiple intersection points at infinity that do not contribute because of the form of (19.40).

We choose the following bases of twisted cocycles and their duals:

$$
\begin{equation*}
\left\langle\varphi_{1}\right|=\left|\varphi_{1}\right\rangle=\phi_{0,0}, \quad\left\langle\varphi_{2}\right|=\left|\varphi_{2}\right\rangle=\phi_{-1,0} \tag{19.44}
\end{equation*}
$$

Using the algorithm from section 19.1 we arrive at the following entries of the matrix $\mathbf{C}_{i j}=\left\langle\varphi_{i} \mid \varphi_{j}\right\rangle_{\omega}:$

$$
\begin{align*}
& \left\langle\varphi_{1} \mid \varphi_{1}\right\rangle_{\omega}=-\frac{s^{2}\left(27 d^{2} s^{2}+48 d^{2} s t+20 d^{2} t^{2}-324 d s^{2}-576 d s t-240 d t^{2}+960 s^{2}+1704 s t+708 t^{2}\right)}{16(d-7)^{2}(d-5)^{2}}, \\
& \left\langle\varphi_{1} \mid \varphi_{2}\right\rangle_{\omega}=s^{2}\left(81 d^{3} s^{3}+162 d^{3} s^{2} t+88 d^{3} s t^{2}+8 d^{3} t^{3}-1566 d^{2} s^{3}-3114 d^{2} s^{2} t-1672 d^{2} s t^{2}\right. \\
& -144 d^{2} t^{3}+10008 d s^{3}+19788 d s^{2} t+10504 d s t^{2}+856 d t^{3}-21120 s^{3}-41520 s^{2} t \\
& \left.-21792 s t^{2}-1680 t^{3}\right) /\left(32(d-8)(d-7)^{2}(d-5)^{2}\right), \\
& \left\langle\varphi_{2} \mid \varphi_{1}\right\rangle_{\omega}=s^{2}\left(81 d^{3} s^{3}+162 d^{3} s^{2} t+88 d^{3} s t^{2}+8 d^{3} t^{3}-1350 d^{2} s^{3}-2718 d^{2} s^{2} t-1496 d^{2} s t^{2}\right. \\
& -144 d^{2} t^{3}+7416 d s^{3}+15036 d s^{2} t+8392 d s t^{2}+856 d t^{3}-13440 s^{3}-27456 s^{2} t \\
& \left.-15552 s t^{2}-1680 t^{3}\right) /\left(32(d-7)^{2}(d-5)^{2}(d-4)\right) \text {, } \\
& \left\langle\varphi_{2} \mid \varphi_{2}\right\rangle_{\omega}=-s^{3}\left(243 d^{4} s^{3}+540 d^{4} s^{2} t+360 d^{4} s t^{2}+64 d^{4} t^{3}-5832 d^{3} s^{3}-12960 d^{3} s^{2} t-8640 d^{3} s t^{2}\right. \\
& -1536 d^{3} t^{3}+51948 d^{2} s^{3}+115536 d^{2} s^{2} t+77136 d^{2} s t^{2}+13760 d^{2} t^{3}-203472 d s^{3} \\
& -453312 d s^{2} t-303552 d s t^{2}-54528 d t^{3}+295680 s^{3}+660480 s^{2} t+444288 s t^{2} \\
& \left.+80640 t^{3}\right) /\left(64(d-8)(d-7)^{2}(d-5)^{2}(d-4)\right) . \tag{19.47}
\end{align*}
$$

Since we want to perform a reduction of the integral $I_{1,1,1,1,1,1,1 ;-2,0}$, we also need to compute intersection numbers:

$$
\begin{align*}
&\left\langle\phi_{-2,0} \mid \varphi_{1}\right\rangle_{\omega}=-s^{2}( 243 d^{4} s^{4}+540 d^{4} s^{3} t+360 d^{4} s^{2} t^{2}+64 d^{4} s t^{3}-5022 d^{3} s^{4}-11340 d^{3} s^{3} t \\
&-7788 d^{3} s^{2} t^{2}-1504 d^{3} s t^{3}-16 d^{3} t^{4}+38448 d^{2} s^{4}+88392 d^{2} s^{3} t \\
&+62724 d^{2} s^{2} t^{2}+13184 d^{2} s t^{3}+288 d^{2} t^{4}-129312 d s^{4}-303360 d s^{3} t \\
&-223128 d s^{2} t^{2}-51104 d s t^{3}-1712 d t^{4}+161280 s^{4}+387072 s^{3} t+296064 s^{2} t^{2} \\
&\left.+73920 s t^{3}+3360 t^{4}\right) /\left(64(d-7)^{2}(d-5)^{2}(d-4)(d-3)\right),  \tag{19.48}\\
&\left\langle\phi_{-2,0} \mid \varphi_{2}\right\rangle_{\omega}=s^{3}\left(729 d^{5} s^{4}+1782 d^{5} s^{3} t+1404 d^{5} s^{2} t^{2}+368 d^{5} s t^{3}+16 d^{5} t^{4}-20412 d^{4} s^{4}\right. \\
&-50274 d^{4} s^{3} t-40140 d^{4} s^{2} t^{2}-10848 d^{4} s t^{3}-544 d^{4} t^{4}+225828 d^{3} s^{4} \\
&+561456 d^{3} s^{3} t+455592 d^{3} s^{2} t^{2}+127568 d^{3} s t^{3}+7344 d^{3} t^{4}-1233792 d^{2} s^{4} \\
&-3102744 d^{2} s^{3} t-2566656 d^{2} s^{2} t^{2}-748128 d^{2} s t^{3}-49184 d^{2} t^{4}+3328704 d s^{4} \\
&+ 8486304 d s^{3} t+7179648 d s^{2} t^{2}+2188160 d s t^{3}+163328 d t^{4}-3548160 s^{4} \\
&\left.-9192960 s^{3} t-7981056 s^{2} t^{2}-2553600 s t^{3}-215040 t^{4}\right) \\
& /\left(128(d-8)(d-7)^{2}(d-5)^{2}(d-4)(d-3)\right) . \tag{19.49}
\end{align*}
$$

This gives us the decomposition

$$
\begin{align*}
I_{1,1,1,1,1,1,1 ;-2,0} & \left.=\sum_{i, j=1}^{2}\left\langle\phi_{-2,0} \mid \varphi_{j}\right\rangle_{\omega}\left(\mathbf{C}^{-1}\right)_{j i}\left\langle\varphi_{i}\right| \mathcal{C}\right] \\
& =\frac{(d-4) s t}{2(d-3)} I_{1,1,1,1,1,1,1 ; 0,0}+\frac{2 t-3(d-4) s}{2(d-3)} I_{1,1,1,1,1,1,1 ;-1,0}, \tag{19.50}
\end{align*}
$$

which agrees with the result (11.10).
Algorithms such as the one discussed in the current section can in principle be applied to the decomposition of integral families which admit a two-form representation within the Loop-by-Loop Baikov approach, e.g. the non-planar two-loop pentabox and the three-loop ladder box diagrams,


However, the study of those cases goes beyond the goal of the current work.
Before concluding, let us observe that any generic Feynman integral admitting a multivariate integral representation can still be decomposed using the master decomposition formula eq. (3.30), thereby requiring the computation of intersection numbers of generic rational multi-forms. For maximal-cut, the integration variables correspond to irreducible scalar products, but, out of cut, they may also correspond to un-cut propagators: in the latter case, the master decomposition formula allows to determine the coefficients of the master integrals belonging to sub-sectors. We defer these studies to future publications.

## 20 Conclusions

In this work, we gave a systematic presentation of the novel method for decomposing Feynman integrals onto a basis of master integrals by projections, which makes use of intersection numbers of differential forms [1]. We showed advantages of this general mathematical framework by applying the decomposition-by-intersections to an extensive list of cases.

We recalled basic principles of intersection theory for hypergeometric functions, and established their correspondence to Feynman integrals in the Baikov representation, considering the standard formulation as well as in the more recent Loop-by-Loop approach [65]. We showed that within intersection theory, the integral decomposition is controlled by the geometric properties of the integrands, and that the evaluation of intersection numbers is the fundamental operation required in the master decomposition formula, finally yielding the direct determination of the coefficients of the integral reduction. We elaborated on different options for the choice of the integral bases, and showed how the master formula can be also used to derive differential equations and dimensional recurrence relations for generic Feynman integrals.

In the first part of the work, we used the master decomposition formula to derive contiguity relations for special functions, such as the Euler $\beta$ function, the Gauss ${ }_{2} F_{1}$
hypergeometric function, and the Appell $F_{1}$ function, belonging to the wider class of Lauricella functions. Then, the new decomposition method was applied to Feynman integrals. In particular, we focused on integrals whose maximal cuts admit 1-form integral representations, and discussed examples that have from two to an arbitrary number of loops, and/or from zero to an arbitrary number of legs, eventually corresponding to diagrams with internal and/or external massive lines. By limiting our analysis to 1-form integral representations, we addressed the decomposition of multi-loop integrals (on maximal cuts) which have either one irreducible scalar product (ISP), or that have multiple ISPs, but can be expressed as a one-fold integral using the Loop-by-Loop approach. In a few instructive cases, we illustrated the direct constructions of differential equations and dimensional recurrence relations for master integrals, and discussed how a different choice of the basis may impact the form of the result. Special emphasis is given to basis of monomial forms and to basis of $d l o g$ forms, in particular showing how the latter obeys a canonical system of differential equations.

For the cases where it was possible - by means of public and private automatic codes, or by comparison with the literature - we have verified that the decomposition formulae computed through the use of intersection numbers for 1 - and 2 -forms agree with the ones obtained using integration-by-parts (IBP) identities. In a few cases, intersection theory gave a lower number of master integrals than the one obtained by IBP-decomposition on the maximal cut. We identified the source of the mismatch in additional, missing relations which were found at the cost of applying the IBP-reduction to integral families with a larger number of denominators.

Although the main part of this work addressed the application of intersection theory to 1-forms, the complete decomposition of multi-loop Feynman integrals in terms of master integrals (including also the ones corresponding to sub-diagrams) requires the evaluation of intersection numbers for generic $n$-forms. This topic does not appear to be fully covered in the differential and algebraic geometry literature. The available case of intersection numbers of dlog $n$-forms [78, 79] is not sufficient for Feynman integrals, which belong to the wider class of generic rational $n$-forms. With a view towards the full extension of the formalism, in this work, we presented two novel algorithms for decomposition-byintersections for cases where the maximal cuts admit a 2 -form integral representation. They constitute important milestones for physical and mathematical research areas. Owing to the results of the research presented in this work, we are confident that the objective of the complete reduction is within reach.

Our results showed that, by means of intersection numbers, Feynman integrals can be decomposed in terms of master integrals directly, one-by-one, in alternative to the collective IBP-decomposition, thereby avoiding the computationally expensive system-solving strategy characterizing it.

In spite of the rich mathematical structure behind intersection numbers, they can be computed in elementary steps using Stokes' theorem for differential forms and Cauchy's residue theorem. Both aspects played a significant role in the development of on-shell and unitarity-based methods in the modern approaches to quantum field theory amplitudes (see for instance refs. [118, 119], the review [120], and the references therein). We found that
they also control algebraic relations among multi-loop Feynman integrals in dimensional regularization.

It would be interesting to study connections to the recent applications of closelyrelated mathematical topics to Feynman integrals, such as D-module theory [62], Hopf algebras [91, 121, 122], computational algebraic geometry [21, 63], finite fields arithmetic [20], and the theory of special functions $[123,124]$. At the same time, applying the ideas of intersection theory to other representations of Feynman integrals than the Baikov one or to its generalizations may give us new insights on the properties of scattering amplitudes in dimensional regularization.
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## A Critical points and master integrals

In ref. [59], it was proposed that the number of master integrals in a given sector equals the number of critical points of the Baikov polynomial on the cut corresponding to this sector: we refer to it as the Lee-Pomeransky (LP) criterion. The LP criterion can be used to count the number of MIs either in the standard or in the Loop-by-Loop version of the Baikov representation. In this paper, we have mostly been using the latter representation to obtain integrals over 1-forms, and for these examples, as shown in table 1, we compare the number of critical points emerging within the two versions of Baikov representations.

The relationship between the number of critical points (or the Euler characteristic) and the dimension of the integral basis hinges on several (genericity) assumptions, see, e.g., [80, 125], a few of which are: $(i)$ all critical points are isolated and non-degenerate; (ii) each critical point is a "saddle point", i.e., the number of negative directions extending

| Integral family | Section | $\nu_{\text {LBL }}$ | $\nu_{\text {std }}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 7.1 | 1 | 1 | Integral family | Section | $\nu_{\text {LBL }}$ | $\nu_{\text {std }}$ |
| $\checkmark$ |  |  |  |  | 14.3 | 4 | 6 |
| $\stackrel{m}{m}$ | 7.2 | 3 | 4 |  |  |  |  |
| m |  |  |  |  | 15.1 | 3 | 3 |
|  | 8 | 3 | 3 |  |  |  |  |
|  | 9 | 1 | 1 |  | 15.2 | 3 | 3 |
| ${ }^{\text {a max }}$ | 10 | 2 | 1 |  | 16 | 3 | 3 |
|  | 11 | 2 | 2 |  |  |  |  |
|  |  |  |  |  | 16 | 3 | 3 |
| $\cdots$ | 12 | 3 | 4 |  |  |  |  |
| न0000 \% |  |  |  |  | 16 | 3 | 3 |
|  | 13.1 | 2 | 2 |  |  |  |  |
|  |  |  |  |  | 16 | 3 | 3 |
|  | 13.2 | 3 | 4 |  |  |  |  |
|  |  |  |  |  | 16.1 | 3 | 3 |
| दूए | 13.3 | 3 | 4 |  |  |  |  |
|  |  |  |  |  | 17.1 | 2 | 2 |
| - | 14.1 | 4 | 4 |  |  |  |  |
|  |  |  |  |  | 17.2 | 3 | 3 |
|  | 14.1 | 4 | 4 |  |  |  |  |
|  |  |  |  |  | 17.3 | 3 | 4 |
| grom | 14.2 | 4 | 6 |  |  |  |  |

Table 1. Comparisons of the number of masters obtained by the LP criterion, from Loop-byLoop ( $\nu_{\mathrm{LBL}}$ ) and standard Baikov parametrization ( $\nu_{\mathrm{std}}$ ).
from it (the so-called Morse index) is equal to the number of positive directions; if this is not the case then the number of critical points is only an upper bound for the number of independent integrals; (iii) the exponents of the multi-valued function $u$ are generic enough and in particular not non-positive integers; (iv) the integral is well-defined, which means it converges in some codimension-0 region of the parameter space. In some cases, we have observed a mismatch between the LP-criterion and the actual number of MIs, implying the violation of one of the assumptions, like the example of section 10 , where the number of master integrals is underestimated by the counting of critical points. ${ }^{9}$ We discuss two such examples in the following subsections, and show how to overcome this issue by regulating the exponents of the Baikov polynomial, ensuring multi-valuedness of the (regulated) $u$ function around boundaries of integration.

Let us begin by considering an example where the LP criterion gives the correct number of MIs: the massless sunrise integral of section 7.1. For this integral family, after choosing the second ISP $y=D_{5}=\left(k_{1}-p_{1}\right)^{2}$, the standard Baikov representation gives,

$$
\begin{equation*}
u=(z y(z+y-s))^{(d-4) / 2}, \tag{A.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega=d \log (u)=\frac{(d-4)(2 z+y-s)}{2 z(z+y-s)} d z+\frac{(d-4)(2 y+z-s)}{2 y(z+y-s)} d y . \tag{A.2}
\end{equation*}
$$

The equation $\omega=0$ has 1 solution $(z=s / 3, y=s / 3)$ corresponding to 1 master integral, as it was found in section 7.1.

Likewise, for the double-box of section 11, the first planar Bhabha-integral of section 13.1, and for most of the other cases (see table 1) there is agreement between the numbers of MIs obtained from the two types of Baikov parametrization. Yet, for some cases, we find different number of master integrals in the two approaches, and in the following we discuss some of them, in detail.

## A. 1 Planar double-triangle

The integral family of the double-triangle diagram of section 10, within the standard Baikov representation gives

$$
\begin{align*}
& u=\left(z\left((s-y)^{2} z-4 m^{2} s(y+z)\right)\right)^{(d-5) / 2}  \tag{A.3}\\
& \omega=\frac{(d-5)\left((s-y)^{2} z-2 m^{2} s(y+2 z)\right)}{z\left((s-y)^{2} z-4 m^{2} s(y+z)\right)} d z+\frac{(d-5)\left((y-s) z-2 m^{2} s\right)}{(s-y)^{2} z-4 m^{2} s(y+z)} d y \tag{A.4}
\end{align*}
$$

where we defined the ISP $y=D_{7}=\left(k_{2}-p_{1}-p_{2}\right)^{2}-m^{2}$. In this case, $\omega=0$ has 1 solution $\left(z=-s / 2, y=s-4 m^{2}\right)$, in disagreement with the 2 MIs found in section 10 and in the literature [104, 105].

As done in section 10 for the Loop-by-Loop representation, we introduce a regulating exponent in the powers of $z, u \rightarrow u z^{\rho}$, such that,

$$
\begin{equation*}
u \rightarrow\left((s-y)^{2} z-4 m^{2} s(y+z)\right)^{(d-5) / 2} z^{(d-5) / 2+\rho} \tag{A.5}
\end{equation*}
$$

[^7]It is easy to verify that after building the corresponding $\omega$, the equation $\omega=0$ has 2 solutions in agreement with the Loop-by-Loop Baikov used in the main text and with the literature.

## A. 2 Internally massive double-box

Also for the box-type integral discussed in section 12, the two Baikov representations imply different numbers of master integrals, due to differing number of critical points between the two representations. In particular, after defining the second ISP $y=D_{9}=\left(k_{1}+p_{1}\right)^{2}-m^{2}$, the standard Baikov representation gives,

$$
\begin{equation*}
u=\left(m^{2} s t^{2}-2 m^{2} s t z-s t y z+s y^{2} z+m^{2} s z^{2}+s y z^{2}+y^{2} z^{2}\right)^{(d-6) / 2} \tag{A.6}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\omega=\frac{(d-6)\left(\left(s y(y-t)+2 y(s+y) z+2 m^{2} s(z-t)\right) d z+z(2 y z+s(2 y+z-t)) d y\right)}{2\left(m^{2} s(t-z)^{2}+y z(y z+s(z+y-t))\right)} \tag{A.7}
\end{equation*}
$$

The equation $\omega=0$ has 4 solutions corresponding to $\nu=4$. As discussed in section 12 this is the number obtained by most IBP programs and also in ref. [108], but within the Loop-by-Loop approach we got $\nu=3$, due to the extra relation given in eq. (12.7). Also in this case, a regulating exponent, $u \rightarrow u z^{\rho}$, allows $z$ to appear in the denominator as well, so that eq. (12.7) can be established. Owing to this transformation, the new $\omega$ generates $\nu=3$, in agreement with what we found in section 12 .

Also for the (second) planar Bhabha-integral of section 13.2, the non-planar Bhabhaintegral of section 13.3 , the non-planar $(H+j)$-integral of section 14.2 , and a few other cases, the number of critical points obtained in respectively the standard and the Loop-byLoop Baikov parametrization, are not the same (see table 1). For the two Bhabha cases, the standard Baikov gives $\nu=4$ as opposed to the $\nu=3$ found in section 13. This is also due to the existence of additional identities which are not accessible by the standard Baikov parametrization, as in the case above.

Likewise for the non-planar $H+j$, from the standard Baikov representation one infers $\nu=6$, as opposed to the $\nu=4$ found in section 14.2. This is due to two missed identities: one can be generated from the IBP decomposition of an higher-sector, and one is due to an auxiliary symmetry relation, as discussed in section 14.2.

To summarize, we limit ourselves to observe that the Baikov parametrization may generate integral representations where the integrand is not multivalued, hence it is not fully regulated. A systematic study, beyond the scope of this work, is required, to verify whether the solutions we adopted may lead to a more general integral representation, fulfilling all the requirements indicated in [80, 125]. At the same time, we have shown that within the intersection theory approach applied to the Loop-by-Loop (regulated) Baikov representation, the number of critical points corresponds to the actual number of master integrals on the maximal cut, and the integral relations established are equivalent to the integration-by-parts identities.

## B Loop-by-loop as iterative intersections

In this appendix, we show that the Iterative Intersections approach, introduced in section 18, can be used to derive the Loop-by-Loop Baikov representation of the integrand. In particular we consider two examples of maximal cut diagrams with more than one ISP, which, within the Loop-by-Loop parametrization, admit a univariate representation, where the integration variable is just one of all the ISPs, the examples being the two-loop massless double-box and planar pentabox. For each case, we show the decomposition of monomials built out of the products of the additional ISPs (other than the integration variable).

## B. 1 Massless double-box

Let us begin with the reduction of the massless Double-Box integrals, discussed in section 11, when both the ISPs are present. We start from the standard Baikov representation on the maximal cut, which depends on the two ISPs $D_{8}=z_{1}$ and $D_{9}=z_{2}$ defined by eqs. (11.2) and (11.12), and show that, within the iterative intersection method of section 18, after the decomposition by intersection in one variable, say $z_{2}$, we obtain the Loop-by-Loop representation of the integral. Subsequently, by applying the decomposition by intersection in $z_{1}$, we obtain the final reduction in terms of MIs, in agreement with IBPs.

Applying the standard Baikov representaion on the maximal cut, we obtain:

$$
\begin{gather*}
u_{\text {std }}\left(z_{1}, z_{2}\right)=\left(z_{1} z_{2}\left(z_{1} z_{2}+s\left(z_{1}+z_{2}\right)-s t\right)\right)^{\frac{d-6}{2}}  \tag{B.1}\\
\omega_{\text {std }}=\hat{\omega}_{\text {std }, 1} d z_{1}+\hat{\omega}_{\text {std }, 2} d z_{2}, \quad \omega_{\text {std, }, 1}=\partial_{z_{1}} \log u_{\text {std }}, \quad \omega_{\text {std }, 2}=\partial_{z_{2}} \log u_{\text {std }} \tag{B.2}
\end{gather*}
$$

The generic integral reads as,

$$
\begin{align*}
I_{1,1,1,1,1,1,1 ;-n,-m} & =\int_{\mathcal{C}_{1}} d z_{1} \int_{\mathcal{C}_{2}} d z_{2} z_{1}^{n} z_{2}^{m} u_{\operatorname{std}}\left(z_{1}, z_{2}\right) \\
& =\int_{\mathcal{C}_{1}} z_{1}^{n} d z_{1} \int_{\mathcal{C}_{2}} z_{2}^{m} u_{\mathrm{std}}\left(z_{1}, z_{2}\right) d z_{2} \tag{B.3}
\end{align*}
$$

Intersections in $\boldsymbol{z}_{\mathbf{2}}$. We focus on the innermost integration, namely:

$$
\begin{equation*}
\left.\int_{\mathcal{C}_{2}} z_{2}^{m} u_{\text {std }}\left(z_{1}, z_{2}\right) d z_{2},=\left\langle\phi_{m+1}\left(z_{2}\right)\right| \mathcal{C}_{2}\right] . \tag{B.4}
\end{equation*}
$$

We observe that the equation: $\hat{\omega}_{\text {std }, 2}=0$ has only one solution, namely $\nu_{2}=1$, and the internal MIs can be chosen to be $\left.\left\langle\phi_{1}\left(z_{2}\right)\right| \mathcal{C}_{2}\right]$.
Therefore, using the master formula with univaraite intersections in $z_{2}$, we get,

$$
\begin{equation*}
\left.\left.\left\langle\phi_{m+1}\left(z_{2}\right)\right| \mathcal{C}_{2}\right]=f_{m}\left(z_{1}\right)\left\langle\phi_{1}\left(z_{2}\right)\right| \mathcal{C}_{2}\right], \tag{B.5}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{m}\left(z_{1}\right)=\left\langle\phi_{m+1}\left(z_{2}\right) \mid \phi_{1}\left(z_{2}\right)\right\rangle\left\langle\phi_{1}\left(z_{2}\right) \mid \phi_{1}\left(z_{2}\right)\right\rangle^{-1} . \tag{B.6}
\end{equation*}
$$

Accordingly, the original integral reads as

$$
\begin{align*}
\int_{\mathcal{C}_{1}} z_{1}^{n} d z_{1} \int_{\mathcal{C}_{2}} z_{2}^{m} u_{\mathrm{std}}\left(z_{1}, z_{2}\right) d z_{2} & =\int_{\mathcal{C}_{1}} z_{1}^{n} d z_{1} f_{m}\left(z_{1}\right) \int_{\mathcal{C}_{2}} u_{\mathrm{std}}\left(z_{1}, z_{2}\right) d z_{2} \\
& =\mathcal{K} \int_{\mathcal{C}_{1}} z_{1}^{n} d z_{1} f_{m}\left(z_{1}\right) u_{\mathrm{LBL}}\left(z_{1}\right), \tag{B.7}
\end{align*}
$$

where we used the direct integration in $z_{2}$ in the last step [65]:

$$
\begin{equation*}
\int_{\mathcal{C}_{2}} u_{\mathrm{std}}\left(z_{1}, z_{2}\right) d z_{2}=\mathcal{K} u_{\mathrm{LBL}}\left(z_{1}\right), \quad \text { with } \quad \mathcal{C}_{2}=\left[0, \frac{s\left(t-z_{1}\right)}{s+z_{1}}\right] \tag{B.8}
\end{equation*}
$$

where $u_{\text {LBL }}\left(z_{1}\right)$ was defined in eq. (11.3), $\mathcal{C}_{2}$ is chosen such that $u_{\text {std }}\left(\partial \mathcal{C}_{2}\right)=0$ and $\mathcal{K}$ is an irrelevant overall constant. The expression in eq. (B.7) corresponds to the Loop-byLoop Baikov representation of the original integral $I_{1,1,1,1,1,1,1 ;-n,-m}$ (on the maximal-cut). In particular, for $D_{9}^{m}=z_{2}^{m}, m=1,2,3$, the expression of $f_{m}$ read,

$$
\begin{align*}
D_{9} \rightarrow f_{1}\left(z_{1}\right) & =\frac{s\left(t-z_{1}\right)}{2\left(s+z_{1}\right)}  \tag{B.9}\\
D_{9}^{2} \rightarrow f_{2}\left(z_{1}\right) & =\frac{(d-2)}{(d-3)}\left(\frac{s\left(t-z_{1}\right)}{2\left(s+z_{1}\right)}\right)^{2}  \tag{B.10}\\
D_{9}^{3} \rightarrow f_{3}\left(z_{1}\right) & =\frac{d}{(d-3)}\left(\frac{s\left(t-z_{1}\right)}{2\left(s+z_{1}\right)}\right)^{3} \tag{B.11}
\end{align*}
$$

Notice that $f_{1}\left(z_{1}\right)$ appeared already in eq. (11.15).
Intersection in $\boldsymbol{z}_{1}$. The reduction of $I_{1,1,1,1,1,1,1 ;-m,-n}$ within the Loop-by-Loop approach proceeds along the same line as in section 11, in terms of the two MIs $J_{1}=$ $I_{1,1,1,1,1,1,1 ; 0,0}$ and $J_{2}=I_{1,1,1,1,1,1,1 ;-1,0}$.

While the case $(n, m)=(1,1)$ was discussed in the abovementioned section, we hereby give the decomposition by intersections of $(n, m)=\{(1,2),(1,3)\}$.

- Let us consider the decomposition of $\left.I_{1,1,1,1,1,1,1 ;-1,-2}=\left\langle f_{2}\left(z_{1}\right) z_{1}\right| \mathcal{C}_{1}\right]$. Using the basis $\varphi_{1,2}$ and the $\mathbf{C}$ matrix given in eqs. (11.6), (11.7), as well as the intersection numbers:

$$
\begin{align*}
\left\langle f_{2}\left(z_{1}\right) z_{1} \mid \varphi_{1}\right\rangle= & \frac{3\left(5 d^{2}-41 d+82\right) s^{3} t}{4(d-5)(d-4)(d-3)}+\frac{3(3 d-14)(3 d-10) s^{4}}{8(d-5)(d-4)(d-3)}+\frac{s^{2} t^{2}}{2(d-3)} \\
\left\langle f_{2}\left(z_{1}\right) z_{1} \mid \varphi_{2}\right\rangle= & -\frac{3\left(13 d^{2}-104 d+204\right) s^{3} t}{8(d-5)(d-4)(d-3)}-\frac{3(3 d-14)(3 d-10) s^{4}}{8(d-5)(d-4)(d-3)}  \tag{B.12}\\
& -\frac{3(d-4) s^{2} t^{2}}{2(d-5)(d-3)}
\end{align*}
$$

Then the master decomposition formula eq. (3.30) gives:

$$
\begin{equation*}
I_{1,1,1,1,1,1,1 ;-1,-2}=\frac{(10-3 d) s^{2} t}{4(d-3)} J_{1}+\frac{s((9 d-30) s+2(d-4) t)}{4(d-3)} J_{2} \tag{B.13}
\end{equation*}
$$

in agreement with LiteRED.

- Analogously, for the decomposition of $\left.I_{1,1,1,1,1,1,1 ;-1,-3}=\left\langle f_{3}\left(z_{1}\right) z_{1}\right| \mathcal{C}_{1}\right]$, with

$$
\begin{align*}
\left\langle f_{3}\left(z_{1}\right) z_{1} \mid \varphi_{1}\right\rangle= & -\frac{3(3 d-10)\left(6 d^{2}-47 d+88\right) s^{4} t}{8(d-5)(d-4)(d-3)(d-2)}-\frac{3(3 d-14)(3 d-10)(3 d-8) s^{5}}{16(d-5)(d-4)(d-3)(d-2)} \\
& -\frac{(7 d-26) s^{3} t^{2}}{4(d-3)(d-2)}+\frac{s^{2} t^{3}}{2(d-3)(d-2)}, \\
\left\langle f_{3}\left(z_{1}\right) z_{1} \mid \varphi_{2}\right\rangle= & \frac{3(3 d-10)\left(15 d^{2}-114 d+208\right) s^{4} t}{16(d-5)(d-4)(d-3)(d-2)}+\frac{\left(29 d^{2}-220 d+420\right) s^{3} t^{2}}{8(d-5)(d-3)(d-2)} \\
& +\frac{3(3 d-14)(3 d-10)(3 d-8) s^{5}}{16(d-5)(d-4)(d-3)(d-2)}+\frac{(d-6) s^{2} t^{3}}{4(d-3)(d-2)} . \tag{B.14}
\end{align*}
$$

Therefore the master decomposition formula eq. (3.30) gives:

$$
\begin{align*}
I_{1,1,1,1,1,1,1 ;-1,-3}= & \frac{s^{2} t\left((9(d-6) d+80) s+2(d-4)^{2} t\right)}{8(d-3)(d-2)} J_{1}  \tag{B.15}\\
& +\frac{s\left(-3(9(d-6) d+80) s^{2}-4(d-4)(3 d-10) s t+4(d-4) t^{2}\right)}{8(d-3)(d-2)} J_{2},
\end{align*}
$$

in agreement with LiteRed.

## B. 2 Planar pentabox

We now focus on the Planar Pentabox integrals of section 15.1, whose maximal-cut depends on three ISPs, say $z_{1}, z_{2}$ and $z_{3}$, defined as,
$D_{9}=z_{1}, \quad D_{10}=\left(k_{1}+p_{1}+p_{2}+p_{3}\right)^{2}=z_{2} \quad$ and $\quad D_{11}=\left(k_{1}+p_{1}+p_{2}+p_{3}+p_{4}\right)^{2}=z_{3}$,
yielding

$$
\begin{align*}
u_{\mathrm{std}}\left(z_{1}, z_{2}, z_{3}\right)= & \left(2 v_{12} v_{34} z_{1}\left(2 v_{51}-z_{1}\right)\left(2 v_{45}-z_{2}\right) z_{2}-v_{34}^{2} z_{1}^{2}\left(2 v_{45}-z_{2}\right)^{2}\right. \\
& +2 v_{34} z_{1}\left(v_{45} z_{1}\left(2 v_{45}-z_{2}\right)-v_{12}\left(2 v_{45}\left(z_{1}+2 z_{2}\right)+z_{1} z_{2}-2 v_{23}\left(2 v_{45}+z_{2}\right)\right)\right) z_{3} \\
& \left.-\left(v_{45} z_{1} z_{3}+v_{12}\left(z_{1} z_{2}+2 v_{23} z_{3}-z_{1} z_{3}-2 v_{51} z_{2}\right)\right)^{2}\right)^{(d-7) / 2}, \tag{B.17}
\end{align*}
$$

Let us consider the decomposition of a generic monomial $z_{1}^{k} z_{2}^{n} z_{3}^{m}$. After applying the Iterative Intersections, first in $z_{3}$ and later in $z_{2}$, one obtains

$$
\begin{align*}
\int_{\mathcal{C}_{1}} d z_{1} \int_{\mathcal{C}_{2}} d z_{2} \int_{\mathcal{C}_{3}} d z_{3} z_{1}^{k} z_{2}^{n} z_{3}^{m} u_{\mathrm{std}}\left(z_{1}, z_{2}, z_{3}\right) & =\int_{\mathcal{C}_{1}} d z_{1} z_{1}^{k} f_{n, m}\left(z_{1}\right) \int_{\mathcal{C}_{2}} d z_{2} \int_{\mathcal{C}_{3}} d z_{3} u_{\mathrm{std}}\left(z_{1}, z_{2}, z_{3}\right) \\
& =\mathcal{K} \int d z_{1} z_{1}^{k} f_{n, m}\left(z_{1}\right) u_{\mathrm{LBL}}\left(z_{1}\right), \tag{B.18}
\end{align*}
$$

where we used the identity,

$$
\begin{equation*}
\int_{\mathcal{C}_{2}} d z_{2} \int_{\mathcal{C}_{3}} d z_{3} u_{\mathrm{std}}\left(z_{1}, z_{2}, z_{3}\right)=\mathcal{K} u_{\mathrm{LBL}}\left(z_{1}\right), \tag{B.19}
\end{equation*}
$$

with $u_{\text {LBL }}$ given in eq. (15.4), and $\mathcal{K}$ an overall constant. The two integration contours are

$$
\begin{align*}
\mathcal{C}_{3} & =\left[\frac{\alpha-2 \sqrt{\beta}}{\left(\left(v_{45}-v_{12}\right) z_{1}+2 v_{12} v_{23}\right)^{2}}, \frac{\alpha+2 \sqrt{\beta}}{\left(\left(v_{45}-v_{12}\right) z_{1}+2 v_{12} v_{23}\right)^{2}}\right], \\
\text { and } \mathcal{C}_{2} & =\left[0, \frac{2\left(\left(v_{45}-v_{12}\right) z_{1}+2 v_{12} v_{23}\right)}{2 v_{12}+z_{1}}\right], \tag{B.20}
\end{align*}
$$

with

$$
\begin{align*}
\alpha= & v_{12}\left(2 v_{51}-z_{1}\right)\left(2 v_{12} v_{23}-v_{12} z_{1}+v_{45} z_{1}\right) z_{2}+v_{34} z_{1}\left(v_{45} z_{1}\left(2 v_{45}-z_{2}\right)\right. \\
& \left.-v_{12}\left(2 v_{45} z_{1}+4 v_{45} z_{2}+z_{1} z_{2}-2 v_{23}\left(2 v_{45}+z_{2}\right)\right)\right),  \tag{B.21}\\
\beta= & v_{12} v_{34} v_{45} z_{1} z_{2}\left(z_{1}\left(2 v_{45}-z_{2}\right)+2 v_{12}\left(2 v_{23}-z_{1}-z_{2}\right)\right) \times \\
& \times\left(v_{34}\left(2\left(v_{23}-v_{45}\right)-z_{1}\right) z_{1}+\left(2 v_{51}-z_{1}\right)\left(\left(v_{45}-v_{12}\right) z_{1}+2 v_{12} v_{23}\right)\right) . \tag{B.22}
\end{align*}
$$

In particular, we provide the $f_{n, m}$ for $(n, m)=\{(1,0),(0,1),(1,1),(2,0),(0,2)\}$ :

$$
\begin{align*}
D_{10} \rightarrow f_{1,0}\left(z_{1}\right)= & \frac{\left(v_{34}-v_{12}\right) z_{1}+2 v_{12} v_{51}}{z_{1}+2 v_{12}},  \tag{B.23}\\
D_{11} \rightarrow f_{0,1}\left(z_{1}\right)= & \frac{\left(v_{45}-v_{12}\right) z_{1}+2 v_{12} v_{23}}{z_{1}+2 v_{12}},  \tag{B.24}\\
D_{10} D_{11} \rightarrow f_{1,1}\left(z_{1}\right)= & \left((d-4) v_{34} v_{45} z_{1}^{2}-4 v_{12} v_{34} v_{45} z_{1}+(d-2)\left(v_{12}\left(v_{12}-v_{34}-v_{45}\right) z_{1}^{2}\right.\right. \\
& \left.\left.-2 v_{12}\left(v_{12} v_{23}-v_{23} v_{34}+v_{12} v_{51}-v_{45} v_{51}\right) z_{1}+4 v_{12}^{2} v_{23} v_{51}\right)\right) \\
& /\left((d-3)\left(z_{1}+2 v_{12}\right)^{2}\right),  \tag{B.25}\\
D_{10}^{2} \rightarrow f_{2,0}\left(z_{1}\right)= & \frac{d-2}{d-3}\left(\frac{\left(v_{34}-v_{12}\right) z_{1}+2 v_{12} v_{51}}{z_{1}+2 v_{12}}\right)^{2},  \tag{B.26}\\
D_{11}^{2} \rightarrow f_{0,2}\left(z_{1}\right)= & \frac{d-2}{d-3}\left(\frac{\left(v_{45}-v_{12}\right) z_{1}+2 v_{12} v_{23}}{z_{1}+2 v_{12}}\right)^{2} . \tag{B.27}
\end{align*}
$$

The final decomposition in terms of the monomial basis used in section 15.1 can be achieved, using univariate intersection in $z_{1}$, in agreement with Kira.
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[^0]:    ${ }^{1}$ For completeness, let us mention that, similarly, there are equivalence (homology) classes of integration domains $\mathcal{C}$ that give the same result for the integral (2.1), called twisted cycles $\mid \mathcal{C}]_{\omega}$, though we do not make use of this fact in the current manuscript.

[^1]:    ${ }^{2} N$ amounts to the total number of scalar products which can be built with the loop momenta $k_{i}$ and the independent external momenta $p_{j}$, and corresponds to the sum of the so called reducible and irreducible scalar products. The former can be expressed in terms of the denominators of graph propagators, while the latter are independent of them. Nevertheless, they also can be interpreted as auxiliary denominators, not related to any internal line of the graph.

[^2]:    ${ }^{3}$ For two-loop diagrams $M=2+E+E_{2}$ where $E$ is the number of independent external momenta, and $E_{2}$ is the number of independent momenta external to the loop that is integrated out first.

[^3]:    ${ }^{4}$ The number $\nu$ of master integrals is equal, up to a sign, to the Euler characteristic $\chi=-\nu$ of the space $\mathbb{C P}^{1} \backslash \mathcal{P}$, on which the forms are defined, where the number of poles in $\mathcal{P}$ is exactly $\nu+2$, provided that all $\operatorname{Res}_{z=p}(\omega)$ are not non-negeative integers. See also [59, 62] for discussion of Euler characteristic in the context of Feynman integrals. Earlier considerations on possible relations between the number of MIs and geometric properties of differential manifolds can be found in [89, 90].

[^4]:    ${ }^{5}$ If the integrand is just a product of linear terms $\prod_{i}\left(z-a_{i}\right)^{\gamma_{i}}$ with the integration path being between two of the $a_{i}$, a Möbius transform can bring it into the form discussed in the text.
    ${ }^{6}$ Recent applications of the theory of hypergeometric functions to the coaction of one-loop (cut)Feynman integrals can be found in [91, 92].

[^5]:    ${ }^{7}$ We assume the number of space-time dimensions $d$ to not be smaller than the number of independent external momenta.

[^6]:    ${ }^{8}$ As emphasized in [1], the number of critical points coincides with the number of master integrals $\nu$ only under certain genericity assumptions, see, e.g., [80]. Using the theory of hyperplane arrangements [117], $\nu$ also equals to the number of bounded chambers (connected components that do not have a boundary at infinity) of $\mathbb{R}^{2} \backslash\{u(x, y)=0\}$, provided that exponents $\gamma_{i}$ of each hyperplane $\mathcal{H}_{i}$ are generic. In our case there is only one given by $\{(x, y) \mid x>0, y>0, x+y-s<0\}$ for $s>0$.

[^7]:    ${ }^{9}$ To our knowledge, this case was found by Roman Lee [126].

