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A new method for decomposition of compo,.~ite signals is presented. It is shown 
that high freyuency portion of composite signal spectrum possesses information on 
echo structure. The proposed technique does not assume the shape of basic wavelet 
and does not place any restrictions on the amplitudes and arrival times of echoes in 
the composite signal. In the absence of noise any desirrd resolution can he obtained 
The effect of sampling rate and jFequency window function on echo resolutio.~ are 
di.wussed. Voiced speech segment is considered as an example of conzpxite sigrnl 
to demonstrate the application of the decomposition technique. 
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Compositesignals consisting of multiple wavelets of identical shape 
overlapping in time can be ~egarded as superposition of echoes of a basic 
waveform. If the echo amplitudes and atrival times are expressed lelative 
to the first basic waveform, then the echo characteristics can be represented 
by an impulse of unit value at  the origin followed by impulses of valm 
colresponding to the echo amplitudes occurring at the echo arrival thm. 
The composite signal will then be a convolution of the baic wave- 
form and the echo characteristics. The problem of decomposition of cornPo 
site signals consists of determining the shape of the basic waveltt uld the 
number of echoes along with the amplitudes and arrival times. Such 
situations often arise in areas like sonar, radar, speech, electrophysio10gY7 
seismology etc. [I]. 

Digital signal processing techniques have been effectively used for comPo- 
site decomposition although each technique has proved useful under 
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individual circumstances. In the digital inve~se filtering technique [ I ,  21. for 
exzmple, the composite signal is passed through a linear time-invaiiant sysrem 

that the output gives pulses at  the instants of echo arrivals. Such a system 
must necessarily have a frequency response which is the reciprocal of the 
Fourier transfcrm of the signal components to be removed. In general 
it tuins out that the trmsfer function of the system is the ratio of the Fourier 
rransform of the output pulse to the Fourier transform of the ba.' *ic wave- 
form. By this method it is possible to obtain any desired echo resolution 
under noise-free conditions provided sufficient computational time is ellowed. 
me drawback of this technique is that the s h a p ~  of the basic waveform must 
be known for designing the inverse filter. 

Cepstrum techniques [3], [4], [5j have been suggested for the decomposi- 
tion of composite signals when the shs.pe of the basic signal is not known. 
Since the Fourier transform of the composite signal is a product of the 
Fourier trmsforms of the basic waveform and the echo characteristics, in 
in the log-spectium of the compasite signzl the periodic components due 
to the echo char8.cteristics will be superimposed on the log spectrum of the 
basic waveform. The inverse Fouiier transform of the log spectrum called 
cepstrum will yield peaks at  the echo arlival times. The basic waveform is 
extracted through cepstral smoothing Id]. [5]. 

Cepstrum techniques are effective mainly in the detection and wavelet 
extraction for single echo case. For multiple echoes peaks appear in the 
cepstnun not only at the echo arrival times but also at the sums and differ- 
ences of their multiples. A careful interpretation is required to determine 
the peaks corresponding to the echo arrival times. The heights of these 
peaks do not have a simple relatioc with the amplitudes of the echoes they 
represent. In fact, the heights depend upon the relative positions of the 
echoes also. For 2.n unambiguous interpretation of echo data from cepstnun 
there are restiictions [5] on the number of echoes and their amplitudes and 
arrival times. Thus the technique is not applicable f o ~  a general composite 
signal. 

We present here a decomposition technique that does not require aprbri 
bowledge of the basic waveform and also imposes no restrictions on the 
echo characteristsis. For noiseless signals the technique appears to be 
superior to earlier ones. In the presence of noise this technique requires 
a higher signal to noise ratio compared to other techniques for the same 
echo resolution. A voiced speech segment is chosen to illustrate the appli- 
cation of our technique on real data 
1.1. Sc.-4 



(a) Problem 

Given a signal s ( t )  that is a finite aummation of a basic wavelet a( t )  

and its echoes: 

x(t) = & ajs (2 - ti) 
i=o 

(1) 

where a. = 1 and to :: 0, the problem is to determine the echo arrival times 
ti and the echo amplitudes ai for i = 1, 2,. . , 11 and the waveform s ( t ) .  

(b) Basis 

Equation (1) can be written as 
x ( t )  = s ( t )  *h (f) 

where 

h( t )= E a i S j t -  ti) 
*=o 

(3 

and the * denotes convolution. Taking the Fourier transform of (2) we 
get 

X (w) ;: S (w) H (w) (4) 
where 

H (w) is a flnite sum of penodic functions with frequencies ti. For 
finite mergy signals s ( t )  having rational spectra, I S (w) / fdlls off mono- 
tonically at high frequencies [61. It is this difference in the characteristics 
of S(w)  and H(w)  that we would like to exploit to extract the information 
about the echoes even though S ( w )  is unknown. 

In a general deconvolution problem H(w)  may have any shape and hence 
must be known for all w  in order to get the impulse response h ( 1 )  of f l (w1) .  
This requires a compleie knowledge of S ( w )  so that a.n inverse filter of the 
form 11s (w) can be design& to extract H (w)  from x (w). However, in 
rhe present case, since H ( w )  is a finitc sum of periodic functions, it is 
sufficient ifwe h o w  H (w) over e band of frequencies to determine the periodic 
camponents. Once all the periodic components and their amplitudes 
idktified then H(w) is known completely from (5). 
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(c) Method 

The log spectrum of a typical composite siguel is shown in Fig. 1 whme 
the piodicities due to H(w)  appear as fluctuations over the log spectrum 
of ~ ( t )  shown by dotted line. The portion of the spectrum m the range 0 
to w,, includes the significant frequency components of the slgnal 6 (t). 
Therefore sx (t), the inverse ljouricr transform of SOL') taken over the band 
0 to w, corresponds very nearly to s ( t )  itself. The inverse transform x, (r) 
d S (w) H (w) over this frequency band will be s, (t)  */z ( t )  wl~ich corres- 
ponds almost to Lhe original composiie s ipa l  x ( t )  itself. Thus we luve 

s (1~) for 0 < I W 1 < l M o  

= { 0 otherwise 

On the other hand, consider the log spectrum of Fig. 1 in the range 
w, < 1 w 1 < w, where the spectrum of s l t )  is very nearly constant, Then 

FIG, I. Log spectrum or a typical composite signal 
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s, (t), the inverse transform of S  (w) over W I  < / w / < w,, will have a sig& 
ficant component around t =O and negligible components at other times. 
Thus we have 

1 
s, (t)  = -- S, (w) ejwt dw 2.r 

-DO 

The inverse transform x, ( t )  of S  (w) H (w)  over the band w, < 1 w 1 < w, 
is given by 

If s, ( t )  is sharp enough then all the echoes will be resolved and the ai and 
ti can be obtained from x, (2). We shall show that this is true for signals 
possessing rational spectra. 

For signals with rational spectrum the asymptotic behaviour of the 

spectrum at high frequencies is given by l /wn [6].  
Then, for large w, we have 

l S ( w ) /  i*Klwn (12) 

where K is a constant. For w = wc - B, 

If W w C  < 1, we can regard / S (w) 1 to be a constant equal to I S  (wc) 1 
in the range wc - B$l w /<we .  Since the phase of S(W)  is also very 
nearly constant in this range, we can write 

S(w) i *S (w , )  for w, - B < w $ w c  

S(w) = S * ( w C )  for - W C < W < -  wc + B (14) 

where S* (we) is the complex conjugate of S (w,). Define a window fundion 
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$(we) is a Complex constant as per equation (14). 
Let 

S (wc )  = P -  jQ 

3nd 

s* (w,) = P 4-2 

where P is the even real part and Q is the odd imaginary part of S ( w )  in 
the range w, - B < I w 1 < w,. Substituting (17) into (16) we get 

c . e  

s.(r) = [ 7 (tv) cor wt dw + QG (w )  sin 1i.t ~ I V )  J I 
(18) 

Normally either P or Q will be significant. When P >  Q the envelope of 
s,(t) will be of the form shown in Fig. 2 a .  This occurs when rhe phase 
or S (w)  at large w is an even multiple of 4 2 .  When Q >> P the envelope 
of s, ( t )  will be of the form shown in Fig. 2 b. This occurs when the phase 
of S(w) at large w is an odd multiple of 4 2 .  In the latter case the function 
crosses zero at  the echo location. But by making Q the even real part and 
P the odd imaginary part it is possible to get a peak at  the echo location 
as in Fig. 2 a. This is achieved by multiplying X ( w )  with jSgn(w). 

(6) Choice of the Window Function 

Proper choice of the window function helps in reducing the ambiguity 
of the echo detection and its amplitude estimation. The transform of a 
rectangular window function has considerable sidelobe leakage [7]. The 
$st sidelobe peak is about 20% of the main lobe and therefore it is likely 
to be misinterpreted as another echo. Moreover, the side lobes affect the 
amplitudes of closely spaced echoes. A suitable windowfimction should 
be chosen to overcome these problems [7]. By setting the values of the 
sP%trum outside the window width to zero 'the picket feqce effect [8] in 

is reduced. 
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( b )  

FIG 2. Tke Shape of the envelope of 8% ( I ) .  (u) P> Q. ( I t )  Q$ P. 

(e) Choice of Window Width and its Implications 

The choice of the window width B for the best representation of the 
output y (1 )  depends upon the minimum echo ariival time or the minimum 
epoch d i f f a ~ ~ ,  The width B must be greater than 2nlt mipi, SO that several 
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of frequency corresponding to tmjn are included within B. Therefore 
for resolving echoes the lowest value of B is given by 

B = 2 ~ / t m i n  (I91 

where tmin is the lower of the minimum echo arrival time and the 
,inimum epoch difference. For equation (14) to be satisfied we require 

nB/wc << 1. (20) 

Therefore, we get 

n (2dtrnin) g 1 
wc 

(21) 

B w, is chosen as the folding frequency of the signal x ( t) ,  then the inequality 
to be satisfied by the sampling interval T(=x/w, )  is given by 

T < tmin/2a (22) 
Thus we can stipulate a sampling rate to obtain a desired resolution for a 
given minimum echo arrival time. Usually the sampling raterequired for 
composite signals is much higher than for the basic waveform. 

The following steps outline the procedure for implementation of the 
proposed technique. 

(a) The composite signzl is sampled at  some convenient rate ( l /T Hz). 
(6) Tile discrete Fourier transform (DFT) is computed and its log 

spectrum is plotted. 

(c)  From the log spectrum a suitable frequency band is chosen over 
the nearly flat portion of [ S ( w )  I. The DFT of the composite 
signal is multiplied by a suitable window function G (w)  over the 
chosen width. In this paper, a Hanning window centered around 
the folding frequency is chosen for G(w). 

(d) The inverse DFT of S (w) H(w) G(w) is computed. Since the 
discrete points of this inverse DFT alternate in sign they are multi- 
plied by (- l)n to  obtain the output samples y ( t ) .  The ais and 
t p  are obtained from the amplitudes and locations of the peaks 
in the output. 

(e) If the resolution in the outpz t is poor then the original composite 
signal is sampled at a higher rate and the steps (a) through (d} 
are repeated. 



(f) If the output pulses are of the form shown in Fig. 2 b then a 900 
phase shift [jSgn ( w ) ]  ie given to S (w) and the steps (c) and (d) 
are tepeated. 

The above procedure i s  illustrated thorugh examples in this section 
A basic wavelet of the form s ( t )  = t exp (- at) is considered as it is r;upposed 
to be representative of a degraded radar or solla1 pulse [5]. Consider the 
composite signal 

x ( t )  1s sampled at  111 5 Hz and the log spectrum is obtzined th~cugh an 
FFT subioutine. In the k g  spectrum (Rg. 3a) of x ( t)  the gross spectral 
features correspondmg to the spectrum of s ( t )  are shown by dotted Ime. The 
per~odic fluctuations buperlmposed on the log spectrum of s ( t )  represent 

Pa;. 50. Lag spectnun of a composite signal withtwo'echoes. Sampling f~quotoY= 
0.66 I12, 
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the echo characteristic?. It can easily be seen that the region over which 
the log spectrum is flat is small for the sampling rate considered. The width 
B only two cycles for the echo arr;vl time of 27 seco~ds. For lower 

of echo arrival times fewer number of cycles will be contained ir the 
width resulting in a poor resolution of echoes. The resolution can be improved 
by taking a larger sampLing rate. The effect of increasing th. sampling rate 
from. 111.5 Hz to 1i0.375 Hz is shown in Fig. 3 b. Here the width B over 
which the log spectrum is flat is larger compared to that shown in Fig. 3 a. 
n e  output (Fig. 4) is obtained by applyng Hanning window over this width 
and taking the inverse DFT. 

Figues 5 a, 5 b and 5 c show the effect of the width B and the sampling 
rate on echo resolution. Smaller values of B produce poorer lesolution. 
On the other ha.nd higher sampling rate allows larger value of B to be chosen 
thus improving lesolution. In general high sampling rate is recommended 
for good resolution especially for low values of interecho intervals. 

The application of the technique for the composite signal 

~ ( t )  = s ( t )  $ O . 4 s ( f  - 9 ) + 0 . 4 s ( t -  24)f O.Ss(t-- 3 6 )  
$ 0 . 2 s ( t - -  72) (25) 

t , ~ ,  36 Log s ~ t u a m  of composite s h i  with two ecohw. sampling f- - 2.66 
1.1. so.-5 
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Time In. Sec 

FIG. 4. The output for the composite signal s ( t )  + 0.4s ( t -  27) -t 0 .420 -  41) "ifi: 
window width .!ham in Fig. 36.. , . . . .  



T= 0.6 sec 

B= 0.2 Hz 

Time in Sec 

la I 
FIG. 5a. The output for the composite signal x ( t )  - sit) + 0-4s (1 - 9) + 0*4sl( - 15) 

for different sampling frequencies and window width. 



T = 0 375 sec 

8 -  0 25 Hz 

Time in Sec 

FIG. 56 
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T = 0.375 sec 

8 = 0  33 Hz 
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with four echoes is illustrated in Figs. 6a and 6b. The echo anival times 
are obtained exectly from the peaks in the output shown in Fig. fb. 

The above examples sre typical of the cases where the constant phase 
at large frequencies is an even multlple of 42. The transform of s(t) is 

For w < u, 

S(w) R3 - 1!wB 

That is, the real part is much greater than the imaginary part. 
Consider the basic signal 

s ( t )  = t2  e-at (28) 
The tran,fo~m of this signal is 

For w 9 a, 

Sfw) = F Z ~  jw3 

That is, the imaginary part is much greater than the real part. 

cornp~site signal x( t )  1s formed with s (r) o r  Eq. (28) as the basic 
signal 

x ( t )  = s  ( t )  + O  8 7 ( t  - 45) + 1.27 ( t  - 54) (31) 

The output obtained by the application of the present technique far the 
decomposition of the above composite signal is shown in Fig. 7a. It is 
seen that the output pulse3 have an odd symmetry and they croas the time 
axis at the echo arrival times. The output obatined when a 90" phase shift 
is given to the transform of x l t )  over the chosen window width is shown 
in Fig. 7 b. Now the peak$ of thc pulses occur at the echo arrival times. 
The reisltive amplitudes are still maintained. The excessive side lobes ir 
Fig. 7b are due to the fact that over the chosen frequency window the ratio 
of the maximum to the minimum values of the spectrum is large. 

5 .  DECOMPOSITION IN THE PRESENCE OF NOISE 

Composite signal decomposition is in gene,.,.al difficult in the presence 
~f adQitive noise. The difficulty 'arises becayse a betier resclution requires 
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(0 )  COMPOSITE SIGNAL(Four echoes) 

Time m stc 
6. Decomposition of a composite signal with four echoes. (a) The composite signal 

l Ilrs oatpat. 



(a) 
-. -- A 



a hrger bandwidth which in turn allows more noise. Our technique gives , poorer performance in the presenm of noise compared to inverse filter [g]. 
But the disadvantage of the latter, namely, the requirement of the knowledge 
of the basic wavelet, is not plesert here. 

A noisy composite signal x ( t )  is generated by adding a band-limited 
white Gaussian noise [lo] to a composite signal: 

x ( t )  = .r. (t)  4 0' 8s (t  - 45) 4- 1 ' 2s (t - 54) 4- n ( t )  (32) 
The output obtained for a rms basic signal to nus noise iatio of 4d dB is 
shown in Fig 8. In the figure a.dditiona1 peaks due to noise are also 

FIG. 8. The output for a noisy composite signal. 
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seen. When several sample functions of the same process are available 
the detection of echoes may be improved by taking ensemble average of t h ~  
outputs of these sample functions. 

As a practical example of a composite signal, voiced speech is considered 
in  this section. The ;decomposition of the signal using the frequency window 
ing technique yields an estimate of the pitch initiation points and hence the 
pitch period. 

Voiced speech, can be modelled as the output of a quasistationary linear 
Bystem excited by a quasi-periodic impulse train [I 11. The responses of the 
individual impulses overlap in time making the iesultant speech output n 
composite signal. Eigure. 9 shows the log spectrum of a voiced segment of 
speech (Fig. 10 a) of 32 msec duration. Here the gross spectral features 
(shown by the dotted line) correspond to the impvlse response of the sybtem 
and the petiodit fluctuations are due to the impulse train excitation [Ill. 
The outputs obtained using the present technique with and without 90" phase 
rotation are bhom in Figs. 10 c and 10 d respectively. The pitch initiation 
points (shown dotted) can be obtained from these figures. The output of 
a digital inverse filter [12] ulth 12 coeffic~ents is also shown in Fig. lob 
for comparison. It is to be noted that the digital inverse filtering techniquu 
caL be applied only if the basic signal can be derived a s  the output of an all 
pole model. 

t I . __- 
1 2 3 

Frequency (kHz: 

Fm. 9. Log spectrum of a wiced speech segment, 
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FIG. 10. Decomposition of voiced speech. (a) Voiced speech segment. (b) Outpur of the 
invem filter. 

A detailed analysis of voice? speech for epoch extraction is presented 
in [13!. 

An improved technique for composite signal decomoosition ha.; been 
suggested. This techrique overcomes the limitation of the digital inverse 
filtering technique which requires a knowledge of the basic wavelet for its 
implem%ntation. For basic signals possessing rational spectra the high £re- 
quwcy portion can be effectively used for the decomposition. Any desired 
resolution can be obtained in the absence of noise. The effect of the phase 
of the basic signaI at  high frequencies on the echo detection, and the choice 
of the sampling frequency and the window width for echo resolution have 
been illustrated through exampleh. There are no re~tri~tions on the  umber 
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TlMF IN USE6 

FIG. 1Wc) Output obtained using the present te ih~r~que.  (d )  Output aftel 90°phaserolat~on. 

of echoes and their amplitudes as in the cepstrum techniques. The effect 
of additive noise on echo detection has also been discussed. 
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