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Abstract - One of the most important steps in the design of finite state machines is the assignment of values to the binary state variables to represent the symbolic internal states of the machine. The complexity of the resulting implementation can vary extensively from assignment to assignment.

From our experiments with more than 20 sequential machines follows, that the silicon area for the best assignment that we found, was typically about half that for the worst assignment.

The problem of finding an optimal state assignment is computationally complex. It is NP-hard. In a strict sense, it has never been solved, except for exhaustive search, which for large machines is unpractical or impossible, even using a computer. In this situation, some approximated heuristic approaches must be used. Using some knowledge about the internal structure of a sequential machine, these approaches try to reduce the search space to a manageable size and to keep the high quality solutions in that reduced space. They produce often very good solutions, but they do not guarantee the strict optimality for them.

Most of the known heuristic state assignment methods work better for small than for large machines.

For the above reasons, decompositional state assignment approaches are interesting.

If the specification of a given sequential machine (or its part) is strongly similar to the specification of a given standard machine then there is a great chance to reach a better solution by decompositional implementation.

Constructing a modified version of the method of maximal adjacencies [1], we answered the question: how to find the (sub-) optimal sequential decomposition of a given sequential machine into a number of sub-machines defining counters and a small general sequential sub-machine.

The precise algorithm for computing the (sub-) optimal state chains and the (sub-) optimal state codes is described in the report and illustrated with examples.
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## 1. Introduction

The methodology for digital circuits have changed because of the growing complexity of modern IC's. To manage this complexity computer-aided synthesis techniques are used. They ensure functional, logical, electrical and geometrical correctness and allow a decrease in the design time. But often these techniques lead to integrated circuits, which require a large silicon area. Therefore design optimization procedures should be used to yield area-effective circuits.

Basic architecture of a digital system consists of two parts: a processing unit and a control unit. The control unit can often require more than half of the total area, so it is very important to reduce the amount of hardware used by it. Serial processing units constitute also an important class of digital hardware.

Control units and serial processing units can be represented by a finite state machine (FSM) (sequential machine, finite automaton).

Traditional hardware implementation of a FSM consists of two parts: a combinational logic and a state memory (fig. 1.1).


Fig.1.1 General model of a hardware implementation for a sequential machine

The combinational logic realizes the next-state function $\delta$ and the output function $\lambda$. Depending on the present state and the values
of primary inputs, $\delta$ generates the next state and $\lambda$ generates the values for the primary outputs.

Because of the regular structure of the PLAs they are often used to implement the combinational logic of the FSM in modern designs.

State memory is implemented through binary memory elements (flip-flops).

One of the most important steps in the design of finite state machines is the assignment of values to the binary state variables to represent the symbolic internal states of the machine. The complexity of the resulting implementation can vary extensively from assignment to assignment.

From our experiments with more than 20 sequential machines follows, that the silicon area for the best assignment that we found, was typically about half that for the worst assignment.

The problem of finding an optimal state assignment is computationally complex. It is NP-hard. In a strict sense, it has never been solved, except for exhaustive search, which for large machines is unpractical or impossible, even using a computer. In this situation, some approximated heuristic approaches must be used. Using some knowledge about the internal structure of a sequential machine, these approaches try to reduce the search space to a manageable size and to keep the high quality solutions in that reduced space. They produce often very good solutions, but they do not guarantee the strict optimality for them.

Most of the known heuristic state assignment methods work better for small than for large machines.

For the above reasons, decompositional state assignment approaches are interesting.

## 2. Basic definitions

A sequential machine is a 5 -tuple
$\mathbf{M}=(\mathbf{I}, \mathrm{S}, \mathrm{O}, \delta, \lambda)$,
with the following specifications:
I - finite nonempty set of inputs ;
S - finite nonempty set of internal states ;
O - finite set of outputs ;
$\delta$ - a mapping, called the next state function,
$\delta: S \times I \longrightarrow S$;
$\lambda$ - a mapping, called the output function,
$\lambda: S \times I \longrightarrow O$ (a Mealy machine) ;
$\lambda: S \quad \longrightarrow O$ (a Moore machine).

Sequential machines can be represented by their graphs. The states are represented by the nodes of the graph and the transitions - by the arcs. The arcs are directed. Two nodes may be connected by more than one arc. When two or more arcs have the same start node and the same end node, they are called multiple and the transitions which they represent, are called multiple transitions.

Multiple transitions are checked and the largest input subspaces which contain exclusively the inputs from a given multiple transition and don't have any common elements between each other, are found. The multiple transitions between two given states will be implemented together: all of them will be realized by a counter or all by PLA.

When two arcs connect two nodes and have opposite directions, they are called opposite arcs. The nodes which are connected through opposite arcs are called directly interconnected nodes and the states, which they represent are called directly interconnected states.

Every node can be described as a start node, when only the arcs that are coming out of it are concerned. When, only the arcs that are coming into the nodes are concerned, then the node is described as a terminal node.

All the arcs coming out of a certain start node form the start set of the node. All the arcs that are coming into a certain terminal node form the end set of the node.

The two opposite arcs, which connect two directly interconnected nodes form directly interconnected pair.

When an arc starts and ends at the same node, it is called cyclic, and the transition - cyclic transition.

Every transition can be described by a start node - $S_{i}$, a terminal node $-\mathrm{T}_{\mathrm{i}}$ and an input vector $-\mathrm{X}_{\mathrm{i}}$.

So, single transitions are described by a triple of parameters ( $\mathrm{S}_{\mathrm{i}}, \mathrm{T}_{\mathrm{i}}, \mathrm{X}_{\mathrm{i}}$ ). Multiple transitions are described by a start node $\mathrm{S}_{\mathrm{i}}$, a terminal node $\mathrm{T}_{\mathrm{i}}$ and a group of separate input subspaces $\mathrm{X}_{\mathrm{i}} \ldots \mathrm{X}_{\mathrm{m}}$. So, multiple transitions are described by the n-tuple $\left(S_{i}, T_{i}, X_{i} \ldots X_{m}\right)$.

An example for a graph structure of a sequential machine is given on fig.2.1.


Fig.2.1 Graph structure of a sequential machine

## 3. Decompositional implementation for a sequential machine

Two sorts of decompositions are feasible for sequential machines:

- simultaneous decompositions;
and
- sequential decompositions.

Simultaneous decompositions divide the process described by a given sequential machine into a number of interacting parallel processes, each implemented by one partial machine. All the partial processes are active simultaneously and together they realize the decomposed process.

Sequential decomposition divide the process described by a given sequential machine into a number of sequential sub-processes, each implemented by one sub-machine. Only one of the sub-processes is active at a given time and all the sub-processes together realize the decomposed process.

In our previous works, we considered simultaneous decompositions with general partial machines [4],[5],[6],[7],[8]. The term "general" means that a partial machine can be any sequential machine. We considered also sequential decompositions with general partial machines. Our results in the last field will be published in the nearest future.

In this work, we will consider some decompositions with special partial machines, i.e. partial machines which are (more or less) predefined.

This sort of decompositions is very important, because it allows reuse of earlier designs.

A limited reuse of earlier designs can be obtained by using parameterized generators, which describe some classes of circuits, e.g. k-bit long counter of the natural binary code, k-bit Gray-code counter, parameterized filter, parameterized CRC coder or checker etc. In this case, reuse of a design is limited to a given class of
circuits defined by a given generator.
Often the specification of a circuit to design (or its part) does not meet completely the specification of a special machine designed previously, but it is only very similar to the special machine. In such case, the earlier design can still be reused but not as the only circuit. The second circuit must be constructed. The newly designed circuit together with a given special machine designed earlier must realize a machine which meets the specification of a circuit to design.

Generally, in order to reuse the earlier designs a given sequential machine must be decomposed into a number of special partial machines (representing the earlier designs) and a number of general partial machines (representing the new part of the design). All the partial machines together must realize the decomposed machine.

Reuse of earlier designs is important not only because it decreases the design time and design costs. It is specially important to reuse the standard designs which are designed very carefully. Such designs ensure the correctness and are optimal or near-optimal from the complexity point of view.

If a large enough part of a circuit will be constructed using standard optimal designs and a small part of it will be constructed in the form of a general machine, it is a great chance to reach an optimal or near optimal solution. There is a chance to reach better solution than that offered by the heuristic state assignment tools applied to a general sequential machine on a whole. One reason for it is the fact that one large part of a circuit will be optimal due to using the optimal standard design; the second one is the fact that the second (general) part will be much smaller than the whole circuit and therefore easier to optimize. However, one must remember that the standard part and the general part will be optimized in separation. So, the eventual common parts of the logic cannot be shared in this case. It means, that having ideal optimization tools (e.g. state assignment tools), it will be always possible to find no worse general solution than any solution obtained by reusing of earlier designs.

So, the only reason, for the solution obtained by reusing the earlier designs to be better (from the complexity point of view) than the best solution found in a general way, is the unideal heuristic character of the optimization tools.

If only a small part of a circuit will be implemented by reusing the standard designs, then the chance to reach a better solution will be small. The impossibility to share the logic by the standard and the general part as well as the necessity to implement a piece of hardware that will ensure the proper cooperation of those two parts, will probably cause the hardware overhead greater than the overhead caused by the unideal character of the optimization tools.

So, the following two problems have to be solved:

- to discover that the specification of a given design (or a part of it) is strongly similar to the specification of a given standard design (i.e. the chance to reach a better solution is high enough);
- to find the optimal decomposition of a given design into standard and general parts.

In this work, we tried to analyze and to solve the above described problems using a counter as an example of a standard (special) machine. The choice of this example was not random. Counters itself constitute a very important class of sequential circuits and, what is more important in this context, many practical controllers can be designed as modified counters quite well.

We were interested in the decompositional implementation for a sequential machine using sequential decomposition into a number of counters (standard machines) and one general machine. (Since we developed earlier a method for sequential decomposition of a general machine into a number of general machines, the above formulated problem is general enough).

Sequential decomposition consists in partitioning a given sequential machine into a number of sub-machines and ensuring the proper cooperation of this sub-machines in order to realize the behaviour of the machine to decompose.

We considered the one state realization of the state and output behaviour in the sense of the definition given in [4]. "Sub-machine" is understood here in the sense defined by the algebraic theory of sequential machines.

A machine $M^{\prime}=\left(I^{\prime}, S^{\prime}, O^{\prime}, \delta^{\prime}, \lambda^{\prime}\right)$ is a sub-machine of a machine $\mathrm{M}=(\mathrm{I}, \mathrm{S}, \mathrm{O}, \delta, \lambda)$ if and only if:
$\mathrm{S}^{\prime} \leq \mathrm{S}, \mathrm{I}^{\prime} \leq \mathrm{I}, \mathrm{O}^{\prime} \leq \mathrm{O}$, $\delta^{\prime}=\delta$ restricted to $S^{\prime} \times I^{\prime} \quad\left(\delta^{\prime}: S^{\prime} \times I^{\prime} \longrightarrow S^{\prime}\right)$, $\lambda^{\prime}=\lambda$ restricted to $S^{\prime} \mathbf{x} I^{\prime}$ or $S^{\prime}$
( $\lambda^{\prime}: S^{\prime} \times I^{\prime} \longrightarrow O^{\prime}$ or $\lambda^{\prime}: S^{\prime} \longrightarrow O^{\prime}$ ).
In other words, sequential decomposition partitions the graph of a given sequential machine into a number of sub-graphs. Each sub-graph is implemented then as a separated sub-machine. One must ensure that only one of the sub-machines is active at a given time. So, if a given sub-machine is in one of its active states and from this state for a given input value another sub-machine should be activated, the active sub-machine must suspend his work and, at the same time, it must activate another sub-machine. From this time on, the activated sub-machine must keep itself active up to a similar situation as described above (i.e. it must perform its normal work) and each suspended sub-machine (also the newly suspended) will be suspended up to the activation by a sub-machine which is active at the moment of the activation.

Since sequential decomposition partitions the graph of a sequential machine into a number of sub-graphs, the graph of a sequential machine will be a very useful tool in considering sequential decompositions.

The machine's graph is defined as
MG $=\langle\mathrm{V}, \mathrm{E}, \mathrm{L}(\mathrm{V}), \mathrm{L}(\mathrm{E})\rangle$
where
V - the set of vertices corresponding to the set of machine's states;
E - the set of edges corresponding to the set of transitions between the states;
$L(V)$ - a set of labels attached to each vertex; this set is empty for a Mealy machine and each label represents the output value in a given state for a Moore machine;

L(E) - a set of labels attached to edges; each label represents the input value of the machine (for Moore machine) or the input and the output value (for Mealy machine) corresponding to a given transition represented by the edge.

The transitions in the machine's graph represent the actions performed by a sequential machine.

The only action that can be performed by a counter is "go to the next state". So, the only type of a sequential machine that can be realized using a counter consists of a sequence of successive states and is represented by a path in the machine's graph.

Since we considered here only the one state realizations, only one state can be made successive and only one state can be made previous to a given state. In general, we can have more than one next state for a given state and different inputs ("fork" splitting in a machine's graph) and transitions to a given state can have an origin in more than one state ("join" action in a machine's graph). It follows immediately that not every sequential machine can be implemented by composing only some counters (only counters can be implemented using only counters) and that at most one transition from a given "fork" or "join" group can be implemented by a counter.

So, in order to construct a one state realization of a sequential machine in the decompositional form using a sequential decomposition into counters we must use also a general sequential machine as one of the sub-machines (the only exception is the case of a counter itself).

The optimal choice of transitions from the "fork" and "join" groups to be implemented by a counter will be considered in the next chapters. All the transitions which will be realized by a counter will be referred to as counting transitions. The counting transitions can form a number of counting chains (paths in a graph). Each counting chain describes a sub-machine that can be realized by a counter. However, instead of implementing each counter representing a sub-machine in separate, we will implement all of them together using one larger counter and differentiate its sub-ranges to implement different counters - sub-machines.

A general sub-machine can be implemented using a PLA (for a combinational logic) and a register (for a state memory). However, in a sequential decomposition only one of the sub-machines is active at a given time. So, it is possible to share the flip-flops of a counter and to use them one time in the counter configuration (if one of the counters - sub-machines is active) and another time in a register configuration (if a general sub-machine is active). In consequence, in order to implement the counter - sub-machines and the memory of the general sub-machine a loadable binary counter will be used. The load signal ( L ) will distinguish between the active states of a general sub-machine and the active states of one of the counter - sub-machines.

The aim of our decomposition is to minimize the total silicon area for implementation.

The silicon area for PLA grows with the number of state variables $k$ and with the number of product terms used for realizing the next-state and output functions [1].

The silicon area for a counter grows with the number of state variables which for the minimum-length assignments grows logarithmic with the number of states implemented in a counter $\left(k=\left\lceil\log _{2}|S|\right\rceil\right)$.

We decide to use a counter if most of the transitions (and states) can be implemented using it. So, we can expect in the practice at most one-bit growth of a counter due to the extra transitions and states of a general sub-machine. Therefore, we will not consider minimization of a counter.

In the sequel we present a method which heuristically minimizes the area used for the PLA implementation of the combinatorial logic by replacing some of the state transitions by counting transitions. These counting transitions will then be realized by a loadable binary counter, which replaces the traditional feedback register of the FSM. Selecting of the counting transitions has been considered for the first time in [2]; however, it has been done in relation to the very low quality state assignment algorithm - KISS [3]. In order to select the counting transitions we developed a special edition of the method of maximal adjacencies [1]. Figure 3.1 shows the basic counter-based PLA structure using a loadable counter.


Fig.3.1 Basic counter-based PLA structure

This structure implements FSM's with Moore specification, since the output vector depends only on the actual state $\mathrm{Z}^{\mathrm{T}}$; however, very similar structure implementing Mealy machine can be constructed also.

In the next chapters, the suboptimal selection of counting transitions and suboptimal state assignment will be considered.

## 4. A new method for state assignment

To solve the problem of sub-optimal state assignment for an implementation of a sequential machine using a counter and a PLA, we have developed a method, which is a combination of the method of maximal adjacencies (MMA) [1] with the concept of using a counter as a state memory .

The MMA [1] has been developed, based upon the observation, that the information contained in the next-state and the output tables of sequential machines instructs the input-state, present state- next state and output-state dependencies for adjacency conditions. The adjacency conditions are ordered according to the number of adjacent " 1 " s and " 0 " s in the binary functions representing $\delta$ and $\lambda$ reached
when a given condition is satisfied by the assignment. Then, the conditions are considered and combined in their order constructing some "suboptimal" assignments. Combining the maximal number of the best adjacency conditions makes an order in the Karnaugh tables which represent the binary next state and output functions by accumulating " 1 "s together and " 0 "s together, i.e. by constructing small number of large product terms. These "suboptimal" assignments lead to small PLA area.

Using a counter [2] makes it possible to realize a number of state transitions by a counter. Counting transitions need not be implemented by a PLA. This saves the PLA area. The feedback register of the FSM is replaced by a loadable binary counter, which is controlled by a load variable L. Hence, an extra output called "load" is generated by the combinatorial logic of the FSM. In each cycle the counter offers a binary code word. If the next state of the sequential machine is identical to the next counting state, the counter has only to be incremented, while $L=0$. Otherwise, the counter has to be loaded from the PLA due to $\mathrm{L}=1$.

Our method uses the basic ideas of the method of maximal adjacencies in order to find the transitions that should be realized by the counter in order to minimize the PLA area.

Two main objectives are taken in mind:

1. Since each transition, which is generated by the counter allows "don't cares" in the next state table for the transitions that are left to be realized by PLA and therefore an additional potential for further minimization, we have to look for as many counting transitions as possible.
2. In order to be realized by PLA, each transition has a certain cost. The idea is to implement the transitions as cheap as possible. That means, that the most expensive transitions should be realized by the counter and the cheapest ones - by PLA.

We consider that when we choose a certain transition to be realized by a counter, the neighbouring transitions (from the same start set, the same end set and the same directly interconnected pair) should be realized by PLA. On that base we calculate 5 parameters.

1. $\mathrm{C}_{\mathrm{cmax}}^{\mathrm{i}}{ }^{-} \quad \begin{aligned} & \text { maximal cost of a given transition } i \text {, when realized by } \\ & \text { a counter. }\end{aligned}$
$\mathrm{C}_{\mathrm{cmax}}^{\mathrm{i}},{ }_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{C}_{\text {PLAmax }}$
$\mathrm{C}_{\text {PLAmax }}$ - maximal cost of a given transition to be realized in PLA
n - number of neighbouring transitions

The maximal cost is calculated as a sum of the maximal costs of the neighbouring transitions, which are left to be realized in PLA. It is calculated as the number of product terms that are necessary to be realized for a given transition without satisfying any restrictions or adjacency conditions.
2. $\mathrm{C}_{\mathrm{cmin}}^{\mathrm{i}}{ }^{-}$minimal cost of a given transition i when realized by a counter.
$C_{c \text { min }}=\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{C}_{\mathrm{PLA} \min _{\mathrm{j}}}$
n - number of neighbouring transitions
$\mathrm{C}_{\text {PLAmin }} \mathrm{j}^{-} \quad \begin{aligned} & \text { minimal cost of } \\ & \text { in PLA }\end{aligned}$
$\mathrm{C}_{\mathrm{cmin}}$ is calculated as a sum of the minimal costs of the neighbourlng transitions which should be realized in PLA. The minimal cost is calculated as the number of product terms, that are necessary to be realized for a given transition when certain adjacency conditions and restrictions are satisfied.
3. $\mathrm{C}_{\text {PLAmax }}$ - maximal cost of a given transition i to be realized in

It is calculated as the number of product terms that are necessary to realize a given transition without satisfying any restrictions or adjacency conditions.
4. $\mathrm{C}_{\text {PLAmin }} \mathrm{i}_{\mathrm{i}}$ - minimal cost of a given transition i to be realized in

It is calculated as the number of product terms that are necessary to realize a given transition when certain adjacency conditions and restrictions are satisfied.
5. AdjRestr - adjacency restrictions

It is defined as the number of adjacency restrictions which should be satisfied in order to reach the calculated $\mathrm{C}_{\text {cmin }}$ for a given transition.

These 5 parameters are estimated and based on their values and the weights preliminary given for each one of the parameters, an order of the transitions is made using a multicriterial optimization method.

The quality factor which is calculated for each transition is highest in value for the transition which is best to be realized by counter. So in the final list, the transitions are ordered according to their quality factors and the transitions with the highest quality factor is first on the list.

From all the transitions in the list the one that should be realized by the counter are chosen. They are called counting transitions, because they are not implemented by a PLA but they are realized by only incrementing the value in the counter.

When choosing the counting transitions two objectives are taken in mind:

1. Every transition realized by a counter saves the PLA area. So, as much as possible transitions should be realized by the counter, i.e. the number of the counting transitions should be as large as possible.
2. From all the transitions in the list, for counting transitions should be chosen the one with the highest quality factors, that means, the one which are the most expensive when implemented in PLA.

The basic activities of a sequential machine can be described formally as a "sequence", "spread choice" and "join choice".

A "sequence" is when for a given present state there is only one next state and both states are not interconnected. That means that the two nodes are connected only by one arc. In this case, the transition is always realized by a counter which gives the code of the next state.
"Spread choice" is an activity when from a given present state there is a possibility to go to two or more different next states. In this case one of the transitions can be realized by the counter and the rest are implemented by a decision logic in PLA which gives the code of the next state.
"Join choice" is an activity when a given state can be reached by a number (more then one) previous states. In this case one of the transitions can be realized by the counter and the rest are implemented by a decision logic in PLA which gives the code of the next state.

A sequential machine can be decomposed into a number of partial machines which realize the activities described above.

We assume that the "sequence" machines and some of the transitions of "spread choice" and "join choice" machines are realized by one counter. The rest of the transitions of "spread choice" and "join choice" machines are realized with one combinational logic block.

## Determining the counting transitions

For every state we can form two sets.

Previous state set which is defined as follows:
PREVSS $=\left\{\right.$ PREVS $_{i} \mid$ PREVS $_{i}$ is a previous state of the given state \}
and

Next state set which is defined as:
NSS $=\left\{\right.$ NEXTS $_{i} \mid$ NEXTS $_{i}$ is a next state of the given state $\}$

From these two sets for a given state we have to choose one previous state and one next state, which define the two transitions from the "join choice" and "spread choice" machines which will be realized by the counter.

Using the list with the ordered transitions according to their quality factor and a beam search algorithm one or more lists of counting transitions are made.

In the beam search algorithm two parameters are used:
MaxBeams - maximum number of beams
QC - quality coefficient
$\mathrm{QC}=$ QFalt
QFbestalt

QFalt - quality factor for the alternative transition
QFbestalt - quality factor for the best alternative transition

MaxBeams and QC should be chosen experimentally. After the first experiments good results were obtained when

MaxBeams $=3$ and $\mathrm{QC}=0.9$

When a given transition is chosen to be realized by a counter, some of the neighbouring transitions become noncounting, i.e. they can't be used as counting transitions. Noncounting transitions are the transitions from the same NSS for the start node of the chosen counting transition and the same PRESS for the end node of the transition and the other transition from the interconnected pair.

The set of counting transitions is determined as
$\mathrm{SCT}=\left\{\mathrm{CT}_{\mathrm{i}} \mid \mathrm{CT}_{\mathrm{i}}\right.$ is a counting transition $\}$
and is created in the following manner:

1. All the transitions which construct the "sequence" machines are put in the set SCT and are taken away from the list of the ordered transitions.
2. The best transition from the list of ordered transitions is taken and put into the SCT.
3. The noncounting transitions are determined and are removed from the list of the ordered transitions.
4. The algorithm continues with the next best transition until the list of ordered transitions is empty.

## Choosing the type of the counter

In general, each type of counter can be used to implement the counting transitions and the best counter should be chosen; however, counters of different types impose different requirements on "successive" states and codes. For example, for the natural binary code counter, "successive" means the next binary coded number. In the future, we are going to give possibility to use different counters; however, at the moment, the reflected binary (Gray code) counter is used. This decision is imposed by the fact that in the Gray code only one digit change occurs when passing from any one combination to the next. That means that the successive states are also adjacent, or the succession condition for the counting transitions from one chain is given by the adjacency
condition for the successive states from the chain.
These adjacency conditions should be satisfied obligatory and they are called primary adjacency conditions.

Using the adjacency conditions instead of succession conditions allows applying a slightly modified version of the method of maximal adjacencies [1] for the state assignment.

## Constructing the chains

The counting transitions are combined in chains in the following manner.

We begin by taking one of the counting transitions. It forms the first chain. We try to connect to it the next of the counting transitions. If this is not possible we form a new chain. When a counting transition is connected to already existing chain, before proceeding with the next transition we check whether the extended chain can be connected to any of the other chains.

When all chains are constructed they are checked if they are closed, i.e. if the start node of the chain is connected to the end node of the same. If such transition exists it is removed from the chain.

## Using MAXAD for state assignment

MAXAD is a program which has been developed on the base of method of maximal adjacencies (MMA). This method [1] creates for a given assignment length $k$, a set of final families of partitions that maximize the adjacency level of " 1 "s and " 0 "s of Boolean functions obtained with a given family used for state assignment. Calculations are based only on the information from the next state and output tables. First the adjacency conditions for input - state, present state - next state and state - output dependencies are determined. Then these three sorts of adjacency conditions are combined together and ordered, according to the offered level of adjacency, forming the ordered list of adjacency conditions. The last step consists of creating the final families of partitions based on the ordered list of adjacency conditions. In this step the adjacency conditions are considered in the order of their ordered list and the final families of partitions are created
that satisfy the greatest number of compatible adjacency conditions.
After the determination of the counting transitions the state transition table, describing the sequential machine is changed as all the transitions which will be realized by the counter are replaced by don't cares. Further an additional variable called "load" is included in the state transition table. The load variable is set to one only for the transitions, which cannot be replaced by counting transitions. The next state code word is provided by the PLA and is loaded into the counter. For all counting transitions L is zero and the next state code is provided by simply incrementing the counter.

The modified description of the sequential machine is used as an input file for MAXAD. The adjacency conditions for input-state, present state-next state and state-output dependencies are determined. The adjacency conditions are combined and an ordered list is formed. These adjacency conditions are additional to the primary adjacency conditions which follow from the already generated counting chains and they are called secondary adjacency conditions. The primary adjacency conditions should be satisfied obligatory, while from the secondary adjacency conditions we have to satisfy as much as possible.

The satisfaction of the adjacency conditions is done while we construct the final families of partitions(FFP). While combining the adjacency conditions in order to form FFP's the following constraints should be taken into account[1]:

1. If two states $S_{k} \mid S_{1}$ have to be adjacent, then they must be contained in two different blocks of just one two-block partition, which is a member of a FFP. In all other partitions from the FFP, they must be contained in one block.
2. Each pair of incompatible states $\left(S_{m}, S_{n}\right)$ must be separated in at least one partition from a FFP (separate condition).
3. Only proper partitions are useful for state assignment and only they can be members of FFP's.
4. The FFP for a minimal machine is an orthogonal family of proper partitions.
5. Each state $S_{k}: S_{k} \in S$ may be adjacent with at most $k$ other states $S_{1}: S_{1} \in S$.

The mechanism of constructing a limited set of near optimal families of final partitions for an assignment length $k$, $\operatorname{SNOFFP}(k)$ is described in [1].

Each FFP $\in \operatorname{SNOFFP}(k)$ must contain $k$ proper partitions i.e. $k$ two-block partitions containing at most $2^{\mathrm{k}-1}$ elements in each of their blocks.

We start by constructing partial proper partitions which satisfy all primary adjacency conditions. And after that by trying to satisfy as much as possible secondary adjacency conditions we build the SNOFFP. For every FFP from this set by changing the blocks within the partitions and the places of the partitions we find a construction for which the states which are members of the counting chains can be assigned with codes which correspond to the Gray code sequence.

## 5. Evaluation of transitions in relation to adjacency conditions.

At present, we evaluate transitions taking into account only the adjacency conditions for the next-state function; however, the adjacency conditions for the output function can be taken into account in a very similar way.

We estimate the cost to realize in PLA for each transition in relation to the surrounding transitions. Cyclic transitions must be realized by PLA, because it's not possible to realize them by counter. If some of the other transitions are related to them, they can be realized in PLA cost free or for a very low cost. In this case some adjacency conditions should be fulfilled.

Single transitions are described by the triple of parameters $\left(S_{i} T_{i} X_{i}\right)$ where $\quad S_{i}$ - start node
$\mathrm{T}_{\mathrm{i}}$ - terminal node
$X_{i}$ - input vector

Multiple transitions are described by the $n$-tuple of parameters ( $S_{i} T_{i} X_{i} \ldots X_{m}$ ) where $S_{i}$ - start node
$\mathrm{T}_{\mathrm{i}}$ - terminal node
$\mathrm{X}_{\mathrm{i}} \ldots \mathrm{X}_{\mathrm{m}}$ - separate input subspaces

In connection to adjacency conditions the following cases are possible:
5.1 $\quad S_{i} \equiv T_{i} \quad$ and $\quad S_{i} \equiv S_{j}$
5.1.1 The transitions are $S_{i} T_{i} X_{i}$ and $S_{j} T_{j} X_{j}$

If $X_{i} \mid X_{j} \quad$ cost $=1$
5.1.2 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}} \ldots \mathrm{X}_{\mathrm{m}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \ldots \mathrm{X}_{\mathrm{n}}$
5.1.2.1 If $X_{i} \ldots X_{m}$ and $X_{j} \ldots X_{n}$ form one subspace

$$
\operatorname{cost}=\mathbf{n}
$$

5.1.2.2 If $X_{i} \mid X_{j} \quad$ cost $=k(n-1)+1$
k - number of variables
used for state coding
5.1.2.3 If $\mathrm{X}_{\mathrm{i}} \mid \mathrm{X}_{\mathrm{j}} \ldots$ and $\mathrm{X}_{\mathrm{m}} \mid \mathrm{X}_{\mathrm{n}} \quad l$ - adjacencies

$$
\text { cost }=\mathrm{k}(\mathrm{n}-l)+l
$$

For these cases the adjacency condition is $\mathrm{S}_{\mathrm{j}} \mid \mathrm{T}_{\mathrm{j}}$
$5.2 \quad S_{i} \equiv S_{j}$
5.2.1 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}}$

If $X_{i} \mid X_{j} \quad$ cost $=\frac{k+1}{2}$
5.2.2 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \ldots \mathrm{X}_{\mathrm{n}}$
5.2.2.1 If $X_{i} \mid X_{j} \quad$ cost $=\frac{k n+1}{n+1}$
5.2.2.2 If $X_{i}$ and $X_{j} \ldots X_{n}$ form one subspace

$$
\cos t=\frac{k+\mathbf{n}}{1+\mathbf{n}}
$$

5.2.3 The transitions are $S_{i} T_{i} X_{i} \ldots X_{m}$ and $S_{j} T_{j} X_{j} \ldots X_{n}$
5.2.3.1 If $X_{i} \mid X_{j} \quad$ cost $=\frac{k(m+n)-k+1}{m+n}$
5.2.3.2 If $\mathrm{X}_{\mathrm{i}} \mid \mathrm{X}_{\mathrm{j}} \ldots$ and $\mathrm{X}_{\mathrm{m}} \mid \mathrm{X}_{\mathrm{n}} \quad l$ - adjacencies

$$
\operatorname{cost}=\left(\frac{k(m+n)-l k+l}{m+n}\right) m
$$

5.2.3.3 If $X_{i} \ldots X_{m}$ and $X_{j} \ldots X_{n}$ form one subspace

$$
\operatorname{cost}=\left(\frac{k-1+m+n}{m+n}\right) m
$$

For these cases the adjacency condition is $\mathrm{T}_{\mathrm{i}} \mid \mathrm{T}_{\mathrm{j}}$
5.3

$$
S_{i} \equiv T_{i} \text { and } T_{i} \equiv T_{j}
$$

5.3.1 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}}$

$$
\text { If } \mathrm{X}_{\mathrm{i}} \equiv \mathrm{X}_{\mathrm{j}} \quad \text { cost }=0
$$

5.3.2 The transitions are $S_{i} T_{i} X_{i} \ldots X_{m}$ and $S_{j} T_{j} X_{j} \ldots X_{n}$

$$
\begin{array}{r}
\text { If } X_{i} \equiv X_{j} \ldots \ldots X_{m} \equiv X_{n} \\
\text { cost }=0
\end{array}
$$

The adjacency condition for these cases is $S_{i} \mid S_{j}$
5.4

$$
\mathrm{S}_{\mathrm{i}} \equiv \mathrm{~T}_{\mathrm{j}} \quad \mathrm{~T}_{\mathrm{i}} \equiv \mathrm{~S}_{\mathrm{j}}
$$

5.4.1 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}}$

If $X_{i} \equiv X_{j} \quad$ cost $=\frac{k+1}{2}$
5.4.2 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \ldots \mathrm{X}_{\mathrm{n}}$ If $X_{i} \equiv X_{j} \quad$ cost $=\frac{k n+1}{n+1}$
5.4.3 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}} \ldots \mathrm{X}_{\mathrm{m}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \ldots \mathrm{X}_{\mathrm{n}}$

If $X_{i} \equiv X_{j} \ldots \ldots . . X_{m} \equiv X_{n}$ in $l$ cases

$$
\operatorname{cost}=\left(\frac{k(m-l+n)+l}{n+m}\right) m
$$

The adjacency condition for these cases is $S_{i} \mid S_{j}$
$5.5 \quad \mathrm{~T}_{\mathrm{i}} \equiv \mathrm{T}_{\mathrm{j}}$
5.5.1 The transitions are $\mathrm{S}_{\mathbf{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}}$

If $X_{i} \equiv X_{j} \quad$ cost $=\frac{k}{2}$
5.5.2 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \ldots \mathrm{X}_{\mathrm{n}}$

If $X_{i} \equiv X_{j} \quad$ cost $=\frac{k n}{n+1}$
5.5.3 The transitions are $\mathrm{S}_{\mathrm{i}} \mathrm{T}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}} \ldots \mathrm{X}_{\mathrm{m}}$ and $\mathrm{S}_{\mathrm{j}} \mathrm{T}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \ldots \mathrm{X}_{\mathrm{n}}$

If $X_{i} \equiv X_{j} \ldots \ldots . X_{m} \equiv X_{n}$ in $l$ cases

$$
\operatorname{cost}=\left(\frac{(m-l+n) k}{m+n}\right) m
$$

The adjacency condition for these cases is $S_{i} \mid S_{j}$

## 6. Algorithm description.

### 6.1 Read the transition table.

6.2 Check the multiple transitions. Find the largest input subspaces which contain exclusively the inputs from a given multiple transition and don't have any common elements between each other.
6.3 For each state a set of next states to which that state leads is found. If $S$ is the number of states, $N_{s}$ sets are constructed. For $\mathrm{i}=1$ to S
 next_state ${ }_{j}$-next state for present state $i$, times $_{j}$-number of input_vectors ${ }_{j}$, input_vectors ${ }_{j}$-input vectors for a transition from present_state $i$ to next_state $\left.{ }_{j}\right\}$
6.4 For each state, a set of previous states leading to that state is found. $\mathrm{N}_{\mathrm{S}}$ sets are constructed.
For $\mathrm{i}=1$ to S
Previous_state_set (i) = \{previous_state ${ }_{j}$, times $_{j}$, input_vectors $_{j} \mid$ previous_state ${ }_{j}$-previous state of state ${ }_{i}$, times $_{j}$-number of input_vectors ${ }_{j}$,
input_vectors-input vectors for a transition from previous_state ${ }_{j}$ to state $\left._{\mathbf{i}}\right\}$
6.5 Check for each state if there exists a directly interconnected state.
If $S_{i} \equiv T_{j}$ and $S_{j} \equiv T_{i}$
then make Interconnected_pair ${ }_{i, j}$
Interconnected_pair ${ }_{i, j}=\left\{\right.$ state $_{i}$, ,state $_{j}$, input_vectors;
state $_{j}$, state $_{i}$,input_vectors $\}$

### 6.6 Make a set of cyclic transitions.

Cyclic_transition_set $_{i}=\left\{\right.$ state $_{i}$, input_vectors $_{i} \mid$ state $_{i}$-state with cyclic transition\}
6.7 Generation of subgraphs.
6.7.1 Read one transition.
6.7.2 For the start state of the transition take the next_state_set.
6.7.3 For the end state of the transition take the previous_state_set.
6.7.4 Check for directly interconnected pairs.
6.7.5 Combine the three sets. They form one subgraph.
6.8 Calculation of the cost of each transition to be realized in PLA.
6.8.1 Calculation of the maximal cost.

### 6.8.2 Calculation of the minimal cost.

It is based on the condition that some of the states are coded with adjacent codes and is calculated according to p. 5 .

For every transition check if it is related to

1. Cyclic transition $-T_{i} \equiv S_{i}$
a) check if $T_{i} \equiv T_{j}$ and $X_{i} \equiv X_{j}$
then $S_{i} \mid S_{j}$
b) check if $S_{i} \equiv S_{j}$ and $X_{i} \mid X_{j}$
then $S_{j} \mid T_{j}$
2. Another transition
a) check if $S_{i} \equiv S_{j}$ and $X_{i} \mid X_{j}$
then $T_{i} \mid T_{j}$
b) check if $\mathrm{T}_{\mathrm{i}} \equiv \mathrm{T}_{\mathrm{j}}$ and $\mathrm{X}_{\mathrm{i}} \equiv \mathrm{X}_{\mathrm{j}}$ then $S_{i} \mid S_{j}$
3. To directly interconnected transitions

Check if $S_{i} \equiv T_{j}$ and $T_{j} \equiv S_{j}$ and $X_{i} \equiv X_{j}$ then $S_{i} \mid S_{j}$
6.9 Calculation of the cost for each transition to be realized by a counter.
6.9.1 Calculation of maximal cost - it is calculated as a sum of the maximal costs that are necessary for all noncyclic transitions from the same subgraph to be realized by PLA.
6.9.1.1 Take one subgraph.
6.9.1.2 Choose one transition.
6.9.1.3 For the rest of the transitions calculate the maximal
$\operatorname{cost} \mathrm{C}_{\mathrm{c} \text { max }}$ is follows
$\mathrm{C}_{\mathrm{cmax}}^{\mathrm{i}}, \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{C}_{\text {PLA } \max }^{\mathrm{j}}$
$\mathrm{C}_{\text {PLAmax }}$ - maximal cost of a given transition to be realized in
n - number of neighbouring transitions
6.9.2 Calculation of minimal cost
6.10 Calculation of the number of adjacency restrictions - AdjRestr
6.11 Estimate $\mathrm{C}_{\mathrm{cmax}}, \mathrm{C}_{\mathrm{cmin}}, \mathrm{C}_{\text {PLAmax }}, \mathrm{C}_{\text {PLAmin }}$ and AdjRestr for every transition and using a multicriterial optimization method make one suboptimal order of the transitions. The quality factor will be highest for the transition which is best to be realized by a counter.
6.12 Using a beam search algorithm construct one or more suboptimal lists of transitions for the counter containing as many transitions with the highest quality factors as possible
6.13 Construct the counting chains and derive the primary adjacency conditions.
6.14 In the next state table describing the sequential machine replace with don't cares all the transitions which are members of the counting chains.
6.15 Include an additional variable called "load" in the state table of the machine and set it to 1 only for the transitions which cannot be replaced by counting transitions. For the rest of the transitions it is set to 0 .
6.16 Use the modified description of the machine as an input file for MAXAD and determine the adjacency conditions for input-state, present state-next state and state-output dependencies.
6.17 Construct partial proper partitions satisfying all primary adjacency conditions.
6.18 Build the SNOFFP by trying to satisfy as much as possible secondary adjacency conditions.
6.19. By changing the blocks within the partitions and the places of the partitions find an appropriate constructions for the FFP from the SNOFFP for which the counting states can be assigned with codes which correspond to the Gray code sequence.

## 7. EXAMPLES

All steps of the algorithm will be explained using the following two examples.

### 7.1 Example I

7.1.1 The sequential machine is described by the following next-state table.

Table 7.1.1

| I | $\mathrm{x}_{0}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| S | 00 | 01 | 11 | 10 |
| 1 | 2 | 1 | 3 | 3 |
| 2 | 2 | 3 | 3 | 4 |
| 3 | 1 | 1 | 1 | 4 |
| 4 | 2 | 2 | 2 | 2 |

Next-state table
7.1.2 The multiple transitions are checked and the largest input subspaces which contain exclusively the inputs from a given multiple transition and don't have any common elements between each other are found. By the integer 2 don't care bits in the input vectors are represented. The input vectors stand for the largest input subspaces and they are given in Table 7.1.2.

Table 7.1.2

| present <br> state | next <br> state | input <br> vector |
| :---: | :---: | :---: |
| 1 | 3 | 12 |
| 1 | 1 | 01 |
| 1 | 2 | 00 |
| 2 | 3 | 21 |
| 2 | 4 | 10 |
| 2 | 2 | 00 |
| 3 | 4 | 10 |
| 3 | 1 | 02 |
| 4 | 2 | 22 |

7.1.3 For each state a set of next states to which that state leads is found. For $S=4$ ( S - number of states) $\mathrm{N}_{4}$ sets are constructed.

$$
\begin{aligned}
& \mathrm{N}_{1}=\{3,1,12 ; 1,1,01 ; 2,1,00\} \\
& \mathrm{N}_{2}=\{3,1,21 ; 4,1,10 ; 2,1,00\} \\
& \mathrm{N}_{3}=\{4,1,10 ; 1,2,02,21\} \\
& \mathrm{N}_{4}=\{2,1,22\}
\end{aligned}
$$

7.1.4 For each state, a set of previous states leading to that state is found. For $S=4, P_{4}$ sets are constructed.

$$
\begin{aligned}
& \mathbf{P}_{1}=\{3,2,02,21 ; 1,1,01\} \\
& \mathbf{P}_{2}=\{4,1,22 ; 2,1,00 ; 1,1,00\} \\
& \mathbf{P}_{3}=\{2,1,21 ; 1,1,12\} \\
& \mathbf{P}_{4}=\{3,1,10 ; 2,1,10\}
\end{aligned}
$$

7.1.5 Check for each state if there exists a directly interconnected state and make interconnected pairs.

$$
\begin{aligned}
& \mathrm{IP}_{13}=\{1,3,12 ; 3,1,02,21\} \\
& \mathrm{IP}_{24}=\{2,4,10 ; 4,2,22\}
\end{aligned}
$$

### 7.1.6 Make a set of cyclic transitions

There are cyclic transitions for states 1 and 2 and the sets are the following.
$C_{1}=\{1,01\}$
$C_{2}=\{2,00\}$

### 7.1.7 Generation of subgraphs

For the easier description of the algorithm we shall give names to the transitions. They are shown in Table 7.1.3.

Table 7.1.3

| present <br> state | next <br> state | input <br> vector | trans ition <br> name |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 00 | A |
| 1 | 1 | 01 | B |
| 1 | 3 | 12 | C |
| 2 | 2 | 00 | D |
| 2 | 4 | 10 | E |
| 2 | 3 | 21 | F |
| 3 | 1 | 02 | G |
| 3 | 1 | 21 | I |
| 3 | 4 | 10 | H |
| 4 | 2 | 22 | J |

By combining the next state set for the start state with the previous state set for the end state of each noncyclic transition and the directly interconnected pairs, the following subgraphs are generated. Multiple transitions are considered together and the generated subgraph is one for them.
$\mathrm{SG}_{\mathrm{A}} \longrightarrow \mathrm{N}_{1}$ and $\mathrm{P}_{2}$ are combined
$\mathrm{SG}_{\mathrm{C}} \longrightarrow \mathrm{N}_{1}$ and $\mathrm{P}_{3}$ and $\mathrm{IP}_{13}$ are combined
$\mathrm{SG}_{\mathrm{E}} \longrightarrow \mathrm{N}_{2}$ and $\mathrm{P}_{4}$ and $\mathrm{IP}_{24}$ are combined
$\mathrm{SG}_{\mathrm{F}} \longrightarrow \mathrm{N}_{2}$ and $\mathrm{P}_{3}$ are combined
$\mathrm{SG}_{\mathrm{GI}} \longrightarrow \mathrm{N}_{3}$ and $\mathrm{P}_{1}$ and $\mathrm{IP}_{13}$ are combined
$\mathrm{SG}_{\mathrm{H}} \longrightarrow \mathrm{N}_{3}$ and $\mathrm{P}_{4}$ are combined
$\mathrm{SG}_{\mathrm{J}} \longrightarrow \mathrm{N}_{4}$ and $\mathrm{P}_{2}$ and $\mathrm{IP}_{24}$ are combined
7.1.8 Calculation of the cost of each transition to be realized in PLA.
7.1.8.1 Calculation of maximal cost.

It is calculated as the number of product terms that are necessary to realize a given noncyclic transition without satisfying any restrictions or adjacency conditions.

The following maximal costs are calculated:

$$
\begin{aligned}
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{A}}}=2 \\
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{C}}}=2 \\
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{E}}}=2 \\
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{F}}}=2 \\
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{GI}}}=4 \\
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{H}}}=2 \\
& \mathrm{C}_{\text {PLAMAX }_{\mathrm{J}}}=2
\end{aligned}
$$

### 7.1.8.2 Calculation of minimal cost

It is calculated as the number of product terms that are necessary to realize a given noncyclic transition when certain adjacency conditions and restrictions are satisfied.

The evaluation of transitions in connection to adjacency conditions is explained in p.5.

The following minimal costs are calculated for the different transitions:
$\mathrm{C}_{\text {PLAMIN }_{\mathrm{A}}}=0$ (related to transition D , adjacency condition - $1 \mid 2$ )
$\mathrm{C}_{\text {PLAMIN }_{C}}=2$ (not related to any other transition)
$\mathrm{C}_{\text {PLAMIN }_{E}}=1$ (related to transition D, adjacency condition - 2|4)
$\mathrm{C}_{\text {PLAMIN }_{F}}=2$ (not related to any other transition)
$\mathrm{C}_{\text {PLAMIN }}{ }_{\text {GI }}=2,7$ (related to transition H , adjacency condition - $1 \mid 4$ )
$\mathrm{C}_{\text {PLAMIN }_{\mathrm{H}}}=1$ (related to transition E, adjacency condition - $2 \mid 3$ )
$\mathrm{C}_{\text {PLAMIN }_{\mathrm{J}}}=2$ (not related to any other transition)
7.1.9 Calculation of the cost for each transition to be realized by a counter.

### 7.1.9.1 Calculation of maximal cost

It is calculated as a sum of the maximal costs that are necessary for all noncyclic transitions from the same subgraph to be realized by PLA.

$$
\begin{aligned}
& C_{c \max _{i}}=\sum_{j=1}^{n} C_{\text {PLAmax }} \\
& \mathrm{C}_{\text {PLA } \max _{\mathrm{j}}} \text { - maximal cost of a given transition to be realized in } \\
& \text { n - number of neighbouring transitions } \\
& \text { The maximal cost for the transitions is calculated as follows: } \\
& \mathrm{C}_{\mathrm{CMAX}}^{\mathrm{A}} \text { }=4 \text { (in } \mathrm{SG}_{\mathrm{A}} \text { noncyclic transitions } G \text { and } \mathrm{J} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMAX}}^{\mathrm{C}} \text { }=8 \text { (in } \mathrm{SG}_{\mathrm{c}} \text { noncyclic transitions } \mathrm{A}, \mathrm{~F}, \mathrm{G} \text { and } \mathrm{I} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMAX}_{\mathrm{E}}}=6 \text { (in } \mathrm{SG}_{\mathrm{E}} \text { noncyclic transitions } \mathrm{F}, \mathrm{H} \text { and } \mathrm{J} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMAX}_{\mathrm{F}}}=4 \text { (in } \mathrm{SG}_{\mathrm{F}} \text { noncyclic transitions } \mathrm{E} \text { and } \mathrm{C} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMAX}}^{\mathrm{GI}}{ }=4 \text { (in } \mathrm{SG}_{\mathrm{GI}} \text { noncyclic transitions } \mathrm{H} \text { and } \mathrm{C} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMAX}_{\mathrm{H}}}=6 \text { (in } \mathrm{SG}_{\mathrm{H}} \text { noncyclic transitions } \mathrm{G}, \mathrm{I} \text { and } \mathrm{E} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMAX}_{\mathrm{J}}}=4 \text { (in } \mathrm{SG}_{\mathrm{J}} \text { noncyclic transitions } \mathrm{A} \text { and } \mathrm{E} \text { are left) }
\end{aligned}
$$

### 7.1.9.2 Calculation of minimal cost

It is calculated as a sum of the minimal costs that are necessary for all noncyclic transitions from the same subgraph to be realized by PLA.

$$
\begin{aligned}
& \mathrm{C}_{\mathrm{cmin}}^{\mathrm{i}}{ }=\sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{C}_{\mathrm{PLA} \min \mathrm{n}_{\mathrm{j}}} \\
& \text { n - number of noncyclic transitions } \\
& \mathrm{C}_{\text {PLAmin }} \mathrm{j}_{\text {in PLA }} \text { - minimal cost of a given transition } \mathrm{j} \text { to be realized } \\
& \text { The following minimal costs are calculated: } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{A}}}=4 \text { (in } \mathrm{SG}_{\mathrm{A}} \text { noncyclic transitions } \mathrm{C} \text { and } \mathrm{J} \text { are left) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{C}}}=4.7 \text { (in } \mathrm{SG}_{\mathrm{C}} \text { noncyclic transitions } \mathrm{A}, \mathrm{~F}, \mathrm{G} \text { and I are left; } \\
& \text { adjacency conditions } 1|2,1| 4) \\
& \mathrm{C}_{\mathrm{CMIN}}^{\mathrm{E}} \text { }=5.3 \text { (in } \mathrm{SG}_{\mathrm{E}} \text { noncyclic transitions } \mathrm{F}, \mathrm{H} \text { and } \mathrm{J} \text { are left; } \\
& \text { adjacency condition } 1 \mid 4 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{F}}}=3 \text { (in } \mathrm{SG}_{\mathrm{F}} \text { noncyclic transitions } \mathrm{E} \text { and } \mathrm{C} \text { are left; } \\
& \text { adjacency condition } 2 \mid 4 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{GI}}}=3 \text { (in } \mathrm{SG}_{\mathrm{GI}} \text { noncyclic transitions } \mathrm{C} \text { and } \mathrm{H} \text { are left; } \\
& \text { adjacency condition } 2 \mid 3 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{H}}}=5 \text { (in } \mathrm{SG}_{\mathrm{H}} \text { noncyclic transitions G,I and } \mathrm{E} \text { are left; } \\
& \text { adjacency condition } 2 \mid 4 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathbf{J}}}=1 \text { (in } \mathrm{SG}_{\mathbf{J}} \text { noncyclic transitions } \mathrm{A} \text { and } \mathrm{E} \text { are left; } \\
& \text { adjacency conditions } 1|2,2| 4 \text { ) }
\end{aligned}
$$

Remark: When we assume that a certain transition should be realized by a counter, we should not calculate the minimal cost of any neighbouring transition in relation to that transition. We should search for relation with another transition. This is done in connection with the calculation of the costs for the transitions E and H .
7.1.10 Calculation of the number of the adjacency restrictions - NAR

It is calculated as the number of the adjacency restrictions, which should be satisfied in order to reach the calculated $\mathrm{C}_{\text {CMIN }}$ for a given transition.

$$
\begin{aligned}
& \mathrm{NAR}_{\mathrm{A}}=0 \\
& \mathrm{NAR}_{\mathrm{C}}=2 \\
& \mathrm{NAR}_{\mathrm{E}}=1 \\
& \mathrm{NAR}_{\mathrm{F}}=1 \\
& \mathrm{NAR}_{\mathrm{GI}}=1 \\
& \mathrm{NAR}_{\mathrm{H}}=1 \\
& \mathrm{NAR}_{\mathrm{J}}=2
\end{aligned}
$$

7.1.11 For every transition we have calculated five parameters. By using a multicriterial optimization method we make an order of the transitions such that the transitions which are best to be realized by a counter will be at the top of the list.

For the example we have reached the following order.

| present <br> state | next <br> state | transition |
| :---: | :---: | :---: |
| 3 | 1 | GI |
| 2 | 3 | F |
| 4 | 2 | J |
| 1 | 2 | A |
| 3 | 4 | H |
| 1 | 3 | C |
| 2 | 4 | E |

7.1.12 By using a beam search algorithm we construct the following suboptimal list of counting transitions.

| present <br> state | next <br> state | transition |
| :---: | :---: | :---: |
| 3 | 1 | GI |
| 2 | 3 | F |
| 4 | 2 | J |

7.1.13 The constructed counting chain is as follows:

$$
4 \longrightarrow 2 \longrightarrow 3 \longrightarrow 1
$$

The following primary adjacency conditions are derived.

$$
2|4,2| 3,1 \mid 3
$$

We see that all the states of the machine are members of the counting chain and they should be coded in such a way as to form a Gray code sequence.
7.1.14 In the next state table we replace by don't cares all the transitions which are members of the counting chains.

| I | $\mathrm{x}_{0}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| S | 00 | 01 | 11 | 10 |
| 1 | 2 | 1 | 3 | 3 |
| 2 | 2 | - | - | 4 |
| 3 | - | - | - | 4 |
| 4 | - | - | - | - |

7.1.15 Set the additional variable called "load" to 1 only for the transitions which cannot be replaced by counting transitions. For the rest - set it to zero.

| I | $\mathrm{x}_{0}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| S | 00 | 01 | 11 | 10 |
| 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 0 | 0 | 1 |
| 3 | 0 | 0 | 0 | 1 |
| 4 | 0 | 0 | 0 | 0 |

L
7.1.16 Calculate the adjacency conditions for input-state, present state-next state and state-output dependencies using the next state table with the counting transitions replaced by "don't cares". This is done according to the method described in [1].

For our example we obtained the following ordered list of adjacency conditions.

| pair of <br> adjacent <br> states | pairs of next states and number of the ir occurencies | number of unconditionally reached ad jacencies | estimation of the total number of adjacencies | number <br> of "don't <br> cares" |
| :---: | :---: | :---: | :---: | :---: |
| $2 \mid 3$ | - | 9 | 9 | 4 |
| $2 \mid 4$ | - | 9 | 9 | 4 |
| $3 \mid 4$ | - | 8 | 8 | 4 |
| 1\|4 | - | 8 | 8 | 4 |
| $1 \mid 3$ | $-\frac{3 \mid 4}{1}$ | 7 | 8 | 3 |
| $1 \mid 2$ | $\frac{3 \mid 4}{1}$ | 7 | 8 | 3 |

Ordered list of adjacency conditions
7.1.17 Construct partial proper partitions satisfying all primary adjacency conditions

According to 7.1 .13 the following primary adjacency conditions were calculated

$$
2|4,2| 3,1 \mid 3
$$

Each FFP $\in$ SNOFFP must contain 2 proper partitions i.e. 2 two block partitions containing at most 2 elements in each of their blocks. We consider the adjacency conditions one after the other and construct the following FFP.

$$
\begin{aligned}
& 2 \mid 4:\{\overline{2}, \overline{4}\}\{\overline{2,4}, \overline{0}\} \\
& 2 \mid 3:\{\overline{2,3}, \overline{4}\}\{\overline{2,4}, \overline{3}\} \\
& 1 \mid 3:\{\overline{2,3}, \overline{1,4\}}\{\overline{2,4}, \overline{1,3}\}
\end{aligned}
$$

We have reached only one FFP so it is not possible to satisfy any of the secondary adjacency conditions.
7.1.18 By changing the blocks within the partitions and the places of the partitions we find an appropriate construction for the FFP for which the counting states can be assigned with codes which correspond to the Gray code sequence.

One possible construction is:

$$
\{\overline{2,4}, \overline{1,3}\}\{\overline{1,4}, \overline{2,3}\}
$$

For the assignment of blocks with
$\overline{2,4}-0 ; \quad \overline{1,3}-1 ; \overline{1,4}-0 ; \quad \overline{2.3}-1$
the following assignment of states is reached:

$$
\begin{aligned}
& 4-00 \\
& 2-01 \\
& 3-11 \\
& 1-10
\end{aligned}
$$

The Gray code sequence between the counting states is fulfilled.

The assigned next state table is as follows:

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| S I | $\mathrm{x}_{0}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| $1-10$ | 01 | 10 | 11 | 11 |
| $2-01$ | 01 | -- | -- | 00 |
| $3-11$ | -- | -- | -- | 00 |
| $4-00$ | -- | -- | -- | -- |

In the assigned next state table we add an additional variable $L$ which has the value of 1 for the transitions which cannot be replaced by counting transitions, and 0 otherwise.

|  | $\begin{aligned} & x_{0} \\ & 00 \end{aligned}$ | $\begin{aligned} & x_{1} \\ & 01 \end{aligned}$ | $\begin{aligned} & x_{2} \\ & 11 \end{aligned}$ | $\begin{gathered} x_{3} \\ 10 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1-10 | 011 | 101 | 111 | 111 |
| 2-01 | 011 | --0 | --0 | 001 |
| 3-11 | --0 | --0 | --0 | 001 |
| 4-00 | --0 | --0 | --0 | --0 |
|  |  |  |  | $S_{1} S_{2}$ |

We make the Karnaugh maps in order to calculate the number of terms which are necessary to realize $S_{1}, S_{2}$ and $L$

|  | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| I | 00 | 01 | 11 | 10 |
| 00 | - | - | - | - |
| 01 | 0 | - | - | 0 |
| 11 | - | - | - | 0 |
| 10 | 0 | 1 | 1 | 1 |

2 terms

Karnaugh map of $S_{1}$

| $\mathrm{I}^{\mathrm{I}}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| S | 00 | 01 | 11 | 10 |
| 00 | - | - | - | - |
| 01 | 1 | - | - | 0 |
| 11 | - | - | - | 0 |
| 10 | 1 | 0 | 1 | 1 |

2 terms

Karnaugh map of $\mathrm{S}_{2}$

|  | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ | $\mathrm{I}_{1} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| S | 00 | 01 | 11 | 10 |
| 00 | 0 | 0 | 0 | 0 |
| 01 | 1 | 0 | 0 | $[1$ |
| 11 | 0 | 0 | 0 | 1 |
| 10 | 1 | 1 | 1 | 1 |

3 terms

Karnaugh map of $L$

By using a counter-based PLA structure the next-state functions can be implemented with 7 terms as shown on fig.7.1.


Fig. 7.1 Implementation by using counter based PLA structure.

### 7.2 Example II

7.2.1 The sequential machine is described by the following next-state table.

Table 7.2.1

|  | $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $S$ | 00 | 01 | 11 | 10 |
| 1 | 2 | 2 | 2 | 2 |
| 2 | 3 | 4 | 5 | 3 |
| 3 | 3 | 3 | 4 | 4 |
| 4 | 1 | 4 | 5 | 1 |
| 5 | 6 | 6 | 5 | 6 |
| 6 | 7 | 7 | 9 | 9 |
| 7 | 1 | 8 | 8 | 1 |
| 8 | 9 | 9 | 9 | 9 |
| 9 | 1 | 1 | 9 | 9 |

Next-state table
7.2.2 The multiple transitions are checked and the largest input subspaces which contain exclusively the inputs from a given multiple transition and don't have any common elements between each other are found. By the integer 2 don't care bits in the input vectors are represented. The input vectors stand for the largest input subspaces and they are given in Table 7.2.2.

Table 7.2.2

| present <br> state | $\begin{aligned} & \text { next } \\ & \text { state } \end{aligned}$ | input <br> vector |
| :---: | :---: | :---: |
| 1 | 2 | 22 |
| 2 | 5 | 11 |
| 2 | 4 | 01 |
| 2 | 3 | 20 |
| 3 | 4 | 12 |
| 3 | 3 | 02 |
| 4 | 5 | 11 |
| 4 | 4 | 01 |
| 4 | 1 | 20 |
| 5 | 5 | 11 |
| 5 | 6 | $\begin{aligned} & 20 \\ & 02 \end{aligned}$ |
| 6 | 9 | 12 |
| 6 | 7 | 02 |
| 7 | 8 | 21 |
| 7 | 1 | 20 |
| 8 | 9 | 22 |
| 9 | 9 | 12 |
| 9 | 1 | 02 |

7.2.3 For each state a set of next states to which that state leads is found. For $\mathrm{S}=9$ ( S - number of states) $\mathrm{N}_{9}$ sets are constructed.
$\mathrm{N}_{1}=\{2,1,22\}$
$\mathrm{N}_{2}=\{5,1,11 ; 4,1,01 ; 3,1,20\}$
$\mathrm{N}_{3}=\{4,1,12 ; 3,1,02\}$
$N_{4}=\{5,1,11 ; 4,1,01 ; 1,1,20\}$
$\mathrm{N}_{5}=\{5,1,11 ; 6,2,20,02\}$
$\mathrm{N}_{6}=\{9,1,12 ; 7,1,02\}$
$N_{7}=\{8,1,21 ; 1,1,20\}$
$\mathrm{N}_{8}=\{9,1,22\}$
$N_{9}=\{9,1,12 ; 1,1,02\}$
7.2.4 For each state, a set of previous states leading to that state is found. For $S=9, P_{9}$ sets are constructed.

$$
\begin{aligned}
& \mathbf{P}_{1}=\{9,1,02 ; 7,1,20 ; 4,1,20\} \\
& \mathbf{P}_{2}=\{1,1,22\} \\
& \mathbf{P}_{3}=\{3,1,02 ; 2,1,20\} \\
& \mathbf{P}_{4}=\{4,1,01 ; 3,1,12 ; 2,1,01\} \\
& \mathbf{P}_{5}=\{5,1,11 ; 4,1,11 ; 2,1,11\} \\
& \mathbf{P}_{6}=\{5,2,20,02\} \\
& \mathbf{P}_{7}=\{6,1,02\} \\
& P_{8}=\{7,1.21\} \\
& P_{9}=\{9,1,12 ; 8,1,22 ; 6,1,12\}
\end{aligned}
$$

7.2.5 Check for each state if there exists a directly interconnected state and make interconnected pairs.
For this example directly interconnected pairs don't exist.
7.2.6 Make a set of cyclic transitions

There are cyclic transitions for states $3,4,5$ and 9 and the sets are the following.

$$
\begin{aligned}
& C_{3}=\{3,02\} \\
& C_{4}=\{4,01\} \\
& C_{5}=\{5,11\} \\
& C_{9}=\{9,12\}
\end{aligned}
$$

### 7.2.7 Generation of subgraphs

For the easier description of the algorithm we shall give names to the transitions. They are shown in Table 7.2.3.

Table 7.2.3

| present state | next <br> state | input vector | transition name |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 22 | A |
| 2 | 5 | 11 | D |
| 2 | 4 | 01 | C |
| 2 | 3 | 20 | B |
| 3 | 4 | 12 | F |
| 3 | 3 | 02 | E |
| 4 | 5 | 11 | I |
| 4 | 4 | 01 | H |
| 4 | 1 | 20 | G |
| 5 | 5 | 11 | L |
| 5 | 6 | 20 | J |
| 5 | 6 | 02 | K |
| 6 | 9 | 12 | N |
| 6 | 7 | 02 | M |
| 7 | 8 | 21 | P |
| 7 | 1 | 20 | 0 |
| 8 | 9 | 22 | Q |
| 9 | 9 | 12 | S |
| 9 | 1 | 02 | R |

By combining the next state set for the start state with the previous state set for the end state of each noncyclic transition and the directly interconnected pairs, the following subgraphs are generated. Multiple transitions are considered together and the generated subgraph is one for them.
$\mathrm{SG}_{\mathrm{A}} \longrightarrow \mathrm{N}_{1}$ and $\mathrm{P}_{2}$ are combined
$\mathrm{SG}_{\mathrm{B}} \longrightarrow \mathrm{N}_{2}$ and $\mathrm{P}_{3}$ are combined
$\mathrm{SG}_{\mathrm{C}} \longrightarrow \mathrm{N}_{2}$ and $\mathrm{P}_{4}$ are combined
$S G_{D} \longrightarrow N_{2}$ and $P_{5}$ are combined
$\mathrm{SG}_{\mathrm{F}} \longrightarrow \mathrm{N}_{3}$ and $\mathrm{P}_{4}$ are combined
$\mathrm{SG}_{\mathrm{G}} \longrightarrow \mathrm{N}_{4}$ and $\mathrm{P}_{1}$ are combined
$\mathrm{SG}_{\mathrm{I}} \longrightarrow \mathrm{N}_{4}$ and $\mathrm{P}_{5}$ are combined
$\mathrm{SG}_{\mathrm{JK}} \longrightarrow \mathrm{N}_{5}$ and $\mathrm{P}_{6}$ are combined
$\mathrm{SG}_{\mathrm{M}} \longrightarrow \mathrm{N}_{6}$ and $\mathrm{P}_{7}$ are combined
$\mathrm{SG}_{\mathrm{N}} \longrightarrow \mathrm{N}_{6}$ and $\mathrm{P}_{9}$ are combined
$\mathrm{SG}_{\mathrm{O}} \longrightarrow \mathrm{N}_{7}$ and $\mathrm{P}_{1}$ are combined
$\mathrm{SG}_{\mathrm{P}} \quad \longrightarrow \mathrm{N}_{7}$ and $\mathrm{P}_{8}$ are combined
$\mathrm{SG}_{\mathrm{Q}} \longrightarrow \mathrm{N}_{8}$ and $\mathrm{P}_{9}$ are combined
$S G_{R} \longrightarrow N_{9}$ and $P_{1}$ are combined
7.2.8 Calculation of the cost of each transition to be realized in PLA.
7.2.8.1 Calculation of maximal cost.

It is calculated as the number of product terms that are necessary to realize a given noncyclic transition without satisfying any restrictions or adjacency conditions.

The following maximal costs are calculated:

$$
\mathrm{C}_{\text {PLAMAX }_{\mathrm{A}}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{\mathrm{B}}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{C}}=4
$$

$$
\mathrm{C}_{\mathrm{PLAMAX}_{\mathrm{D}}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{F}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{G}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{I}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{\mathrm{JK}}}=8
$$

$$
\mathrm{C}_{\text {PLAMAX }_{\mathrm{M}}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{\mathrm{N}}}=4
$$

$$
\mathrm{C}_{\mathrm{PLAMAX}_{\mathrm{O}}}=4
$$

$$
\mathrm{C}_{\text {PLAMAX }_{P}}=4
$$

$$
\begin{aligned}
& \mathrm{C}_{\mathrm{PLAMAX}_{\mathrm{Q}}}=4 \\
& \mathrm{C}_{\mathrm{PLAMAX}_{\mathrm{R}}}=4
\end{aligned}
$$

### 7.2.8.2 Calculation of minimal cost

It is calculated as the number of product terms that are necessary to realize a given noncyclic transition when certain adjacency conditions and restrictions are satisfied.

The evaluation of transitions in connection to adjacency conditions is explained in p.5.

The following minimal costs are calculated for the different transitions:

C PLAMIN $_{\text {A }}=4$ (not related to any other transition)
$\mathrm{C}_{\text {PLAMIN }_{B}}=4$ (not related to any other transition)
C PLAMIN $_{C}=0$ (related to transition $H$, adjacency condition - 2|4)
$\mathrm{C}_{\text {PLAMIN }_{\mathrm{D}}}=0$ (related to transition L, adjacency condition - $2 \mid 5$ )
C PLAMIN $_{F}=1$ (related to transition E, adjacency condition - 3|4)
$\mathrm{C}_{\text {PLAMIN }}=2$ (related to transition O , adjacency condition - 4|7)
CPLAMIN $_{\text {I }}=0$ (related to transition L, adjacency condition - 4|5)
$\mathrm{C}_{\text {PLAMIN }}=2$ (related to transition L , adjacency condition - $5 \mid 6$ )
$\mathrm{C}_{\text {PLAMIN }}{ }_{\mathrm{M}}=2.5$ (related to transition N , adjacency condition - 7|9)
$\mathrm{C}_{\text {PLAMIN }_{\mathrm{N}}}=0$ (related to transition S, adjacency condition - 6|9)
$\mathrm{C}_{\text {PLAMIN }_{\mathrm{O}}}=2$ (related to transition G, adjacency condition - 7|4)
$\mathrm{C}_{\text {PLAMIN }_{\mathbf{P}}}=2.5$ (related to transition O , adjacency condition - 8|1)
$\mathrm{C}_{\text {PLAMIN }}^{\mathrm{Q}}=4$ (not related to any other transition)
$\mathrm{C}_{\text {PLAMIN }_{R}}=1$ (related to transition S , adjacency condition - $1 \mid 9$ )
7.2.9 Calculation of the cost for each transition to be realized by a counter.

### 7.2.9.1 Calculation of maximal cost

It is calculated as a sum of the maximal costs that are necessary for all noncyclic transitions from the same subgraph to be realized by PLA.
$C_{C_{m a x}}=\sum_{j=1}^{n} C_{\text {PLA } \max }{ }_{j}$
$\mathrm{C}_{\text {PLAmax }} \mathrm{j}_{\mathrm{j}}$ - maximal cost of a given transition to be realized in
n - number of neighbouring transitions

The maximal cost for the transitions is calculated as follows:
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{A}}}=0\left(\mathrm{SG}_{\mathrm{A}}\right.$ contains only the transition A$)$
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{B}}}=8$ (in $\mathrm{SG}_{\mathrm{B}}$ noncyclic transitions C and D are left)
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{C}}}=12$ (in $\mathrm{SG}_{\mathrm{C}}$ noncyclic transitions $\mathrm{B}, \mathrm{F}, \mathrm{D}$ are left)
$\mathrm{C}_{\mathrm{CMAX}}^{\mathrm{D}}$ $=12$ (in $\mathrm{SG}_{\mathrm{D}}$ noncyclic transitions $\mathrm{B}, \mathrm{C}$ and I are left)
$\mathrm{C}_{\mathrm{CMAX}}^{\mathrm{F}}$ $=4$ (in $\mathrm{SG}_{\mathrm{F}}$ noncyclic transition C is left)
$\mathrm{C}_{\mathrm{CMAX}}^{\mathrm{G}}$ $=12\left(\right.$ in $\mathrm{SG}_{\mathrm{G}}$ noncyclic transitions I,O and R are left)
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{I}}}=8$ (in $\mathrm{SG}_{\mathrm{I}}$ noncyclic transitions G and D are left)
$\mathrm{C}_{\mathrm{CMAX}}^{\mathrm{JK}}$ $=0\left(\mathrm{SG}_{\mathrm{JK}}\right.$ contains only the transition IK$)$
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{M}}}=4$ (in $\mathrm{SG}_{\mathrm{M}}$ noncyclic transition N is left)
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{N}}}=8$ (in $\mathrm{SG}_{\mathrm{N}}$ noncyclic transitions $M$ and Q are left)
$\mathrm{C}_{\mathrm{CMAX}}^{\mathrm{O}}$ $=12$ (in $\mathrm{SG}_{\mathrm{O}}$ noncyclic transitions $\mathrm{P}, \mathrm{G}$ and R are left)
$\mathrm{C}_{\mathrm{CMAX}_{\mathbf{P}}}=4$ (in $\mathrm{SG}_{\mathbf{P}}$ noncyclic transition O is left)
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{R}}}=8$ (in $\mathrm{SG}_{\mathrm{R}}$ noncyclic transitions $G$ and O are left)
$\mathrm{C}_{\mathrm{CMAX}_{\mathrm{Q}}}=4$ (in $\mathrm{SG}_{\mathrm{Q}}$ noncyclic transition N is left)

### 7.2.9.2 Calculation of minimal cost

It is calculated as a sum of the minimal costs that are necessary for all noncyclic transitions from the same subgraph to be realized by PLA.

$$
\begin{aligned}
& C_{C_{\text {min }}}=\sum_{j=1}^{n} C_{\text {PLA }^{n} \min _{j}} \\
& \text { n - number of noncyclic transitions } \\
& \mathrm{C}_{\text {PLAmin }} \mathrm{j}_{\text {in PLA }} \text { - minimal cost of a given transition } \mathrm{j} \text { to be realized } \\
& \text { The following minimal costs are calculated: } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{A}}}=0\left(\mathrm{SG}_{\mathrm{A}} \text { contains only the transition } \mathrm{A}\right) \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{B}}}=0 \quad \begin{array}{r}
\text { (in } \mathrm{SG}_{\mathrm{B}} \text { noncyclic transitions } \mathrm{C} \text { and } \mathrm{D} \text { are left; } \\
\quad \text { adjacency conditions } 2|4,2| 5 \text { ) }
\end{array} \\
& { }^{C_{C M I N}^{C}} \mid=5 \text { (in } \text { SG }_{C} \text { noncyclic transitions } B, D \text { and } F \text { are left; } \\
& \text { adjacency conditions } 2|5,3| 4 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{D}}}=4 \text { (in } \mathrm{SG}_{\mathrm{D}} \text { noncyclic transitions } \mathrm{B}, \mathrm{C} \text { and I are left; } \\
& \text { adjacency conditions } 2|4,4| 5 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{F}}}=0 \text { (in } \mathrm{SG}_{\mathrm{F}} \text { noncyclic transition } \mathrm{C} \text { is left; } \\
& \text { adjacency condition 2|4) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{G}}}=3,5 \text { (in } \mathrm{SG}_{\mathrm{G}} \text { noncyclic transitions } \mathrm{I}, \mathrm{O} \text { and } \mathrm{R} \text { are left; } \\
& \text { adjacency conditions } 4|5,1| 8,1 \mid 9 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{I}}}=2 \text { (in } \mathrm{SG}_{\mathrm{I}} \text { noncyclic transitions } \mathrm{G} \text { and } \mathrm{D} \text { are left; } \\
& \text { adjacency condition } 4|7,2| 5 \text { ) } \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{JK}}}=0\left(\mathrm{SG}_{\mathrm{JK}} \text { contains only the transition } \mathrm{JK}\right) \\
& \mathrm{C}_{\mathrm{CMIN}_{\mathrm{M}}}=0 \text { (in } \mathrm{SG}_{\mathrm{M}} \text { noncyclic transition } \mathrm{N} \text { is left; } \\
& \text { adjacency condition 6|9) }
\end{aligned}
$$

$$
\mathrm{C}_{\mathrm{CMIN}_{\mathrm{N}}}=8 \text { (in } \mathrm{SG}_{\mathrm{N}} \text { noncyclic transitions } \mathrm{M} \text { and } \mathrm{Q} \text { are left; }
$$

$$
\begin{aligned}
\mathrm{C}_{\mathrm{CMIN}_{\mathrm{O}}}= & 9 \text { (in } \mathrm{SG}_{\mathrm{O}} \text { noncyclic transitions } \mathrm{P}, \mathrm{G} \text { and } \mathrm{R} \text { are left; } \\
& \text { adjacency condition } 1 \mid 9)
\end{aligned}
$$

$\mathrm{C}_{\text {CMIN }_{\mathbf{P}}}=2$ (in $\mathrm{SG}_{\mathbf{P}}$ noncyclic transition O is left; adjacency condition 714)
$\mathrm{C}_{\mathrm{CMIN}_{\mathrm{Q}}}=0$ (in $\mathrm{SG}_{\mathrm{Q}}$ noncyclic transition N is left; adjacency condition 6/9)
$\mathrm{C}_{\mathrm{CMIN}_{\mathrm{R}}}=4$ (in $\mathrm{SG}_{\mathrm{R}}$ noncyclic transitions G and O are left; adjacency condition 7/4)

Remark: When we assume that a certain transition should be realized by a counter, we should not calculate the minimal cost of any neighbouring transition in relation to that transition. We should search for relation with another transition. This is done in connection with the calculation of the costs for the transitions $\mathrm{G}, \mathrm{N}$ and O .
7.2.10 Calculation of the number of the adjacency restrictions - NAR

It is calculated as the number of the adjacency restrictions, which should be satisfied in order to reach the calculated $\mathrm{C}_{\text {CMIN }}$ for a given transition.

$$
\begin{aligned}
& \mathrm{NAR}_{\mathrm{A}}=0 \\
& \mathrm{NAR}_{\mathrm{B}}=2 \\
& \mathrm{NAR}_{C}=2
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{NAR}_{\mathrm{D}}=2 \\
& \mathrm{NAR}_{\mathrm{F}}=1 \\
& \mathrm{NAR}_{\mathrm{G}}=3 \\
& \mathrm{NAR}_{\mathrm{I}}=2 \\
& \mathrm{NAR}_{\mathrm{JK}}=0 \\
& \mathrm{NAR}_{\mathrm{M}}=1 \\
& \mathrm{NAR}_{\mathrm{N}}=0 \\
& \mathrm{NAR}_{\mathrm{O}}=1 \\
& \mathrm{NAR}_{\mathrm{P}}=1 \\
& \mathrm{NAR}_{\mathrm{Q}}=1 \\
& \mathrm{NAR}_{\mathrm{R}}=1
\end{aligned}
$$

7.2.11 For every transition we have calculated five parameters. By using a multicriterial optimization method we make an order of the transitions such that the transitions which are best to be realized by a counter will be at the top of the list.

For the example we have reached the following order.

| present <br> state | next <br> state | tran S ition |
| :---: | :---: | :---: |
| 1 | 2 | A |
| 5 | 6 | J K |
| 8 | 9 | Q |
| 6 | 7 | M |
| 7 | 8 | P |
| 2 | 3 | B |
| 3 | 4 | F |
| 9 | 1 | R |
| 4 | 5 | I |
| 6 | 9 | N |
| 4 | 1 | G |
| 7 | 1 | O |
| 2 | 5 | D |
| 2 | 4 | C |

7.2.12 By using a beam search algorithm we construct the following suboptimal list of counting transitions.

| present <br> state | next <br> state | tran s ition |
| :---: | :---: | :---: |
| 5 | 6 | J K |
| 6 | 7 | M |
| 7 | 8 | P |
| 8 | 9 | Q |
| 9 | 1 | R |
| 1 | 2 | A |
| 2 | 3 | B |
| 3 | 4 | F |

7.2.13 The constructed counting chain is as follows:
$5 \longrightarrow 6 \longrightarrow 7 \longrightarrow 9 \longrightarrow 4 \longrightarrow 4$

The following primary adjacency conditions are derived.
$5|6,6| 7,7|8,8| 9,9|1,1| 2,2|3,3| 4$

We see that all the states of the machine are members of the counting chain and they should be coded in such a way as to form a Gray code sequence.
7.2.14 In the next state table we replace by don't cares all the transitions which are members of the counting chains.

| I | $\mathrm{x}_{0}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| S | 00 | 01 | 11 | 10 |
| 1 | - | - | - | - |
| 2 | - | 4 | 5 | - |
| 3 | 3 | 3 | - | - |
| 4 | 1 | 4 | 5 | 1 |
| 5 | - | - | 5 | - |
| 6 | - | - | 9 | 9 |
| 7 | 1 | - | - | 1 |
| 8 | - | - | - | - |
| 9 | - | - | 9 | 9 |

7.2.15 Set the additional variable called "load" to 1 only for the transitions which cannot be replaced by counting transitions. For the rest - set it to zero.

|  | $x_{0}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :--- | :--- | :--- | :--- | :--- |
| $S$ | 00 | 01 | 11 | 10 |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 0 | 1 | 1 | 0 |
| 3 | 1 | 1 | 0 | 0 |
| 4 | 1 | 1 | 1 | 1 |
| 5 | 0 | 0 | 1 | 0 |
| 6 | 1 | 1 | 0 | 0 |
| 7 | 1 | 0 | 0 | 1 |
| 8 | 0 | 0 | 0 | 0 |
| 9 | 0 | 0 | 1 | 1 |

7.2.16 Calculate the adjacency conditions for input-state, present state-next state and state-output dependencies using the next state table with the counting transitions replaced by "don't cares". This is done according to the method described in [1].

For this example we obtained the following ordered list of adjacency conditions.

| pair of adjacent states | pairs of next states and number of the ir occurencies | number of unconditionally reached ad jacencies | estimation of the total number of adjacencies | number of "don't cares" |
| :---: | :---: | :---: | :---: | :---: |
| 4\|9 | 1,4 1,9 <br> 2 3 | 6 | 16 | 2 |
| 4\|6 | $\frac{1,9}{3}$ | 9 | 15 | 3 |
| 6\|7 | $\frac{1,9}{3}$ | 9 | 15 | 3 |
| 719 | $\frac{1,9}{3}$ | 9 | 15 | 3 |
| $1 \mid 9$ | -- | 14 | 14 | 4 |
| $1 / 4$ | -_- | 13 | 13 | 4 |
| $1 / 2$ | - | 12 | 12 | 4 |
| $1 \mid 3$ | -- | 12 | 12 | 4 |
| 115 | - | 12 | 12 | 4 |
| 116 | -- | 12 | 12 | 4 |

Ordered list of adjacency conditions

| pair of adjacent states | pairs of next states and number of their occurencies | number of unconditionally reached ad jacencies | estimation of the total number of adjacencies | number of "don't cares" |
| :---: | :---: | :---: | :---: | :---: |
| $1 \mid 7$ | -- | 12 | 12 | 4 |
| 118 | - | 12 | 12 | 4 |
| $2 \mid 4$ | - | 12 | 12 | 4 |
| 215 | - | 12 | 12 | 4 |
| $2 \mid 7$ | - | 12 | 12 | 4 |
| $2 \mid 8$ | - | 12 | 12 | 4 |
| 315 | - | 12 | 12 | 4 |
| 318 | - | 12 | 12 | 4 |
| 316 | - | 12 | 12 | 4 |
| $7 \mid 8$ | - | 12 | 12 | 4 |

Ordered list of adjacency conditions (cont.)

| pair of adjacent states | pairs of next states and number of the ir occurencies | number of unconditionally reached adjacencies | estimation of the total number of adjacencies | number <br> of "don't <br> cares" |
| :---: | :---: | :---: | :---: | :---: |
| $4 \mid 5$ | --- | 12 | 12 | 4 |
| 417 | - | 12 | 12 | 4 |
| 418 | - | 12 | 12 | 4 |
| 517 | - | 12 | 12 | 4 |
| 5\|8 | -- | 12 | 12 | 4 |
| 6\|8 | - | 12 | 12 | 4 |
| 6\|9 | - | 12 | 12 | 4 |
| $8 \mid 9$ |  | 12 | 12 | 4 |
| 2\|9 | 1,4 5,9 <br> 2 1 | 6 | 12 | 2 |
| $2 \mid 3$ | $-\frac{3,4}{1}$ | 9 | 11 | 2 |

Ordered list of adjacency conditions (cont.)

| pair of adjacent states | pairs of next states and number of the ir occurencies | number of unconditionally reached adjacencies | estimation of the total number of adjacencies | number <br> of "don't <br> cares" |
| :---: | :---: | :---: | :---: | :---: |
| 216 | $\frac{5,9}{1}$ | 9 | 11 | 3 |
| $3 \mid 7$ | $\frac{1,3}{1}$ | 9 | 11 | 3 |
| 5\|6 | $\frac{5,9}{1}$ | 9 | 11 | 3 |
| 5\|9 | -- | 11 | 11 | 3 |
| 3\|9 | $\frac{1,3}{2}$ | 6 | 10 | 2 |
| 3\|4 | $\frac{1 \mid 3}{1}$ | 7 | 9 | 2 |

Ordered list of adjacency conditions (cont.)
7.2.17 Construct partial proper partitions satisfying all primary adjacency conditions.

According to 7.2 .13 the following primary adjacency conditions were calculated

```
5|6,6| 7, 7| 8, 8| 9, 9| 1, 1 | 2, 2 | 3, 3 | 4
```

Each FFP $\in$ SNOFFP must contain 4 proper partitions i.e. 4 two-block partitions containing at most 8 elements in each of their blocks. We consider the adjacency conditions one after the other and construct the following FFP.





 $(4,5,9,81,2,3,6,7)(1,2,7,9,8 \quad 3,4,5,6)(1,2,3,4,05,6,7,8)(2,3,41,5,6,7,9,8)$ $(5,0,81,2,3,4,6.7)(1,2.7,0,8,4,5,6)(1.2,3,94,5,6,7,8)(2,3,41,5,6,7,0,8)$ $(5.9,81.2,3.4 .6,7)(1, \therefore .7,9,83,4.5,6)(1.2,3,4,05,6,7,8)(2,31,4,5,6,7,0,8)$ $(4,5,9,81,2,3,6,7)(1,-3,4,7,0.85,6)(1,2,93,4,5,6,7,8)(2,3,41,5,6,7,0,8)$
 $(1,5,9.82,3,4.6 .7)(3.4 .7 .9 .8$ 1.2.5.6)(1.2.3.4.9 5, 6, 7.8)(4 1, 2.3.5,6.7.9.8) $(1,4,5,9,82,3,6,7)(7,3,31,2,3,4,5,6)(1,2,3,4,95,6,7,8)(3,41,2,5,6,7,9,9)$ $(1.5 .9 .82 .3 .4 .6 .7)(4.7 .9 .81 .2 .3,5.6)(1.2 .3 .4,95.6,7.8)(3,41,2,5,6,7,9.8)$ $(1,5,9,82,3,4.6 .7)(7,0.31,2,3,4,5,6)(1,2,3.94,5,6,7,8)(3,41,2,5,6,7,9.8)$ $(1,2.5 .9 .83 .4 .6 .7)(4.7 .9 .91 .2 .3 .5 .6)(1.2 .3,4.95 .6 .7,8)(2,3,41,5,6,7,9.8)$ $(1,2,5,9,83,4,6,7)(7,0,81,2,3,4,5.6)(1,2,3,94,5,6,7,8)(2,3,41,5,6,7,9,8)$ $(1,2,5,9,83,4,6.7)(7.9 .91,2,3,4.5,6)(1,2.3,4,95,6,7,8)(2,31,4,5,6,7,9,8)$ $(1,2.3 .5 .9 .84 .6 .7)(3.4 .7 .9 .81 .2 .5,6)(1.2 .3 .4 .95,6,7,8)(2,3,41,5,6,7.9 .8)$ $(1,2,3.4 .5 .9 .36 .7)(3.4 .7 .9 .8$.1.2.5.6)(1.2.3,9 4,5,6,7.8)(2,3,4 1,5,6,7.9.8) $(1.2 .3 .5 .9 .84 .6 .7)(7.4 .91 .2 .3 .4 .5 .6)(1.2 .93,4,5.6,7.8)(2,3,41,5,6,7,9.8)$ $(1,2,3,4,5,9.96 .7)(4,7.9 .81,2,3.5,6)(1,2,93,4,5,6,7,8)(2,3,41,5,6,7,9,8)$ $(1,4,5,9.82 .3 .6 .7)(1.2 .7,9.83 .4,5.6)(1.2,3,4,95,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,5,9,82,3,4,6,7)(1.2,7.9,83,4.5,6)(1,2,3,94,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,5,9,82,3,4.6,7)(1.2 .7,9.83,4,5,6)(1,2.3,4,95,6,7,8)(1,2,34,5,6,7,9,8)$ $(1,4,5,9,82,3,6,7)(1,2,3,4,7,9,85,6)(1,2,93,4,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,5,9,92,3,4,6,7)(1,2,3,7,9,84,5,6)(1,2,93,4,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,5,9,82,3,4,6,7)(1,2,3,7,9,84,5,6)(1,2,3,4,95,6,7,8)(1,2,3,4,5,6,7,9,8)$ $(1,2,5,9,83,4,6.7)(1,4,7,9,82.3,5,6)(1,2,3,4,95,6,7,8)(1,2,3,45,6,7,0,8)$ $(1,2,5,9,83,4,6,7)(1,7,9,82,3,4,5,6)(1,2,3,94,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,2,5,9,83,4,6,7)(3,7.9,82.3,4,5.6)(1,2.3,4,95,6,7,8)(1,2,34,5,6,7,9,8)$ $(1,2,3,5,9.84,6,7)(1.7,9,82,3,4,5,6)(1,2,93,4,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,2,3,4,5,9,86,7)(1,4,7,9,82,3,5,6)(1,2,93,4,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,2,3,5,9,84,6,7)(1,7,9,82,3,4,5,6)(1,2,3,4,95,6,7,8)(1,23,4,5,6,7,9,8)$ $(1,2,5,9,83,4,6,7)(1,2,3,7,9,84,5,6)(1,92,3,4,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,2,5,9,83,4,6,7)(1,2,3,4,7,9,85,6)(1,4,92,3,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,2,3,5,9,84,6,7)(1,2,7,9,83,4,5,6)(1,92,3,4,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,2,3,4,5.9,86,7)(1,2,7,0,83,4,5,6)(1,4,92,3,5,6,7,8)(1,2,3,45,6,7,9,8)$ $(1,4,5,92,3,6,7,8)(7,9,81,2,3,4,5,6)(1,2,3,4,9,85,6,7)(3,41,2,5,6,7,9,8)$ $(1,5,92.3 .4,6.7,8)(4,7.9 .81 .2,3,5.6)(1,2,3,4,9,85,6,7)(3,41,2,5,6,7,9.8)$ $(1,5,92,3,4,6,7,8)(7,9,81,2.3,4,5,6)(1,2,3,9,84,5,6,7)(3,41,2,5,6,7,9,8)$ $(1,2,5,93,4,6,7.8)(4,7,9.81,2,3,5,6)(1,2,3,4,9,85,6,7)(2,3,41,5,6,7,9,8)$ $(1,2,5,93,4,6,7.8)(7.9,81,2,3,4,5,6)(1,2,3,9,84,5,6,7)(2,3,41,5,6,7,9,8)$ $(1,2,5.93,4.6,7.8)(7.9 .91,2.3,4,5.6)(1.2,3,4,9,85,6,7)(2,31,4,5,6,7,9.8)$ $(1,2,3,5,94,6,7,8)(3,4,7,9.81,2.5,6)(1,2,3,4,9,85,6,7)(2,3,41,5,6,7,9,8)$ $(1,2,3,4,5,96,7.8)(3,4.7 .9,91,2.5,6)(1,2,3,9,84,5,6,7)(2,3,41,5,6,7,9.8)$ $(1,2,3,5,94,6,7,8)(7,9.91,2.3,4,5,6)(1,2,9,83,4,5,6,7)(2,3,41,5,6,7,9,8)$ $(1,2,3.4 .5,96.7 .8)(4.7 .9 .31,2.3 .5 .6)(1,2.9 .83 .4 .5,6.7)(2,3.41,5.6 .7 .9 .8)$ $(1.2 .5 .93 .4 .6 .7 .3)(1.2 .3 .7 .0 .94 .5 .6)(9.81 .2 .3 .4 .5 .6 .7)(2.3 .41 .5 .6 .7 .9 .8)$ $(1,2,5.93 .4,6,7.8)(1,2.3,4.7 .3 .85 .6)(4.9 .81 .2 .3 .5,6,7)(2.3 .41,5,6.7,9.0)$ $(1,2,3.5 .94 .6 .7 .9)(1,2.7 .9 .33 .4 .5 .6)(9.81,2,3.4,5.6,7)(2,3,41.5,6.7,9.8)$ $(1,2,3,4,5,96.7,3)(1.2 .7 .9 .3,3.5 .6)(4.9 .81,2,3,5,6,7)(2,3,41,5,6,7,9.8)$ $(1.2,3,5.94 .6 .7 .8)(1,2.3 .4 .7,9 . \Omega 5.6)(3,4.9 .81,2,5,6,7)(2,3,41,5,6.7,9.8)$ $(1,2,3,4,5,96,7,3)(1,2,3,7,9,84,5,6)(3,4,9,81,2,5,6,7)(2,3,41,5,6,7,9,8)$ $(1,4,5,92,3,6,7,9)(1,2,7,0,83,4,5,6)(1,2,3,4,9,85,6,7)(1,2,3,45,6,7,9,8)$ $(1,5,92,3,4,6,7.8)(1,2.7,9,83,4,5,6)(1,2,3,9,84,5,6,7)(1,2,3,45,6,7,9,8)$ $(1.5 .92,3.4 .6 .7 .3)(1,2.7 .0 .93,4.5 .6)(1.2 .3 .4,0.95,6,7)(1,2,34.5,6,7.9 .8)$ $(1,4,5.92,3.6,7,8)(1,2.3 .4,7,0,95.6)(1,2,0,83,4,5.6,7)(1,2,3,45,6,7,0.8)$ (1, 3.9 2.3.4.6.7.8)(1.2.3.7.9.8 4.5.6)(1,2.9.8 3, 4, 5, 6, 7)(1,2.3,4 5.6.7.9.8) $(1.2,5,93,4,6.7 .8)(1,4.7 .9 .82,3.5 .6)(1,2.3 .4,9,85,6,7)(1,2,3,45.6,7.9 .8)$ $(1.2,5.93 .4 .5 .7 .8)(1.7 .9 .92 .3 .4 .5 .6)(1.2 .3 .9 .84 .5 .6 .7)(1,2.3,45.6 .7 .9 .8)$ $(1,2,5,93,4,6.7,8)(1,7.0 .92,3,4,5.6)(1,2,3,4,9,85,6,7)(1,2,34,5,6,7,9,8)$ $(1,2,3,5 . ? 4,6,7,8)(1,7,9.92 .3,4,5,6)(1,2.9 .93,4,5,6,7)(1,2,3,45,6,7,0.8)$ $(1,2,3,4,5,96,7,8)(1,4,7,9,82,3,5.6)(1,2,9,83,4,5,6,7)(1,2,3,45,6,7,9,8)$ $(1.2,3,5,94.6,7.8)(1,7.9 .82 .3 .4 .5 .6)(1,2.3 .4,9.85,6.7)(1,23,4,5,6,7.0 .8)$

7.2.18 By taking into account the calculated secondary adjacency conditions and by changing the blocks within the partitions and the places of the partitions we find an appropriate construction for the FFP for which the counting states can be assigned with codes which correspond to the Gray code sequence.

One FFP which can be used for state assignment is:
$(3,4,5,8,9 \quad 1,2,6,7)(1,7,8,9 \quad 2,3,4,5,6)$
$(1,2,3,4,9 \quad 5,6,7,8)(4 \quad 1,2,3,5,6,7,8,9)$

We change the places of the partitions in the following manner:
(4 1,2,3,5,6,7,8,9)(1,2,3,4,9 5,6,7,8)
$(1,7,8,9 \quad 2,3,4,5,6)(3,4,5,8,9 \quad 1,2,6,7)$

For the assignment of blocks with :
$4-1$
$1,2,3,5,6,7,8,9-0$
$1,2,3,4,9-1$
$\begin{array}{ll}5,6,7,8 & -0 \\ 1,7,8,9 & -1\end{array}$
$2,3,4,5,6-0$
$3,4,5,8,9-0$
$1,2,6,7-1$

The following assignment of states is reached:

$$
\begin{aligned}
& 5-0000 \\
& 6-0001 \\
& 7-0011 \\
& 8-0010 \\
& 9-0110 \\
& 1-0111 \\
& 2-0101 \\
& 3-0100 \\
& 4-1100
\end{aligned}
$$

The Gray code sequence between the counting states is fulfilled.

The assigned next state table is as follows:

| S I | 00 | 01 | 11 | 10 |
| :---: | :---: | :---: | :---: | :---: |
| 1-0111 | ---- | -..- | ---- | ---- |
| 2-0101 | ---- | 1100 | 0000 | --. |
| 3-0100 | 0100 | 0100 | ---- | ---- |
| 4-1100 | 0111 | 1100 | 0000 | 0111 |
| 5-0000 | ---- | ---- | 0000 | ---- |
| 6-0001 | ---- | ---- | 0110 | 0110 |
| 7-0011 | 0111 | ---- | ---- | 0111 |
| 8-0010 | ---- | ---- | ---- | ---- |
| 9-0110 | ---- | ---- | 0110 | 0110 |

In the assigned next state table we add an additional variable $L$ which has the value of 1 for the transitions which cannot be replaced by counting transitions, and 0 otherwise.

| S | I | 00 | 01 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| $1-0111$ | $-\cdots-0$ | $\cdots-0$ | $\cdots--0$ | $\cdots-0$ |
| $2-0101$ | $\cdots-0$ | 11001 | 00001 | $\cdots-0$ |
| $3-0100$ | 01001 | 01001 | $-\cdots-0$ | $\cdots-0$ |
| $4-1100$ | 01111 | 11001 | 00001 | 01111 |
| $5-0000$ | $-\cdots-0$ | $-\cdots-0$ | 00001 | $\cdots-0$ |
| $6-0001$ | $\cdots-0$ | $-\cdots-0$ | 01101 | 01101 |
| $7-0011$ | 01111 | $\cdots-0$ | ---0 | 01111 |
| $8-0010$ | $-\cdots-0$ | --0 | $\cdots-0$ | $-\cdots-0$ |
| $9-0110$ | $\cdots-0$ | $\cdots-0$ | 01101 | 01101 |

By using a counter-based PLA structure $S_{1}, S_{2}, S_{3}, S_{4}$ and L should be implemented as shown in example I .

## 8. Conclusions

In the report the decompositional state assignment with reuse of standard designs has been discussed. Since the state assignment methods that consider a sequential machine on the whole are all heuristic, they produce often good solutions but they do not guarantee the strict optimality for them and they can fail sometimes. Most of them work better for small than for large machines. For this reason, decompositional implementations of sequential machines with reuse of standard carefully optimized sub-machines can sometimes be superior. If the specification of a given sequential machine (or its part) is strongly similar to the specification of a given standard machine then there is a great chance to reach a better solution by decompositional implementation.

In the second part of the report, we focused our attention on counters as standard machines. We made this choice, because many practical controllers can be designed quite well as modified counters.

Constructing a modified version of the method of maximal adjacencies [1], we answered the question: how to find the (sub-) optimal sequential decomposition of a given sequential machine into a number of sub-machines defining counters and a small general sequential sub-machine.

The precise algorithm for computing the (sub-) optimal state chains and the (sub-) optimal state codes is described in the report and illustrated with examples.

We are now developing software that will implement this algorithms. In the appendix, the first results are provided which were obtained using the first part of the software in order to process the machine from the examples.

The work described in this report should be continued in the following directions:

- finishing the implementation of the software and checking the practical usefulness of the decompositional state assignment with reuse of standard designs;
- considering other types of standard sub-machines than counters;
- considering the simultaneous decompositions with reuse of standard designs.
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## APPENDIX
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```
STATENAMETABLE (Jt gives the relationship between the internal
                                    and the external names of the machine.
                                    Further the internal names are used.)
\begin{tabular}{ll}
1 & 1 \\
2 & 2 \\
3 & 3 \\
4 & 4
\end{tabular}
```


## nextctatetable

```
mesentstate nextstate times inputvector
presentstate nextstate times inputvector
\begin{tabular}{llll}
2 & 3 & 1 & 21 \\
2 & 4 & 1 & 10 \\
2 & 2 & 1 & 00
\end{tabular}
presentstate nextstate times inputvector
presentstate nextstate times inputvector
```

4
2

1. 22
```
prevgitatetable
presentstate prevstate times inputvector
```

1
3
$2 \quad 92$

```
21
```

```
:{pa:s:ava : examplel
    I. I
|Fusentstate prevstate times inputvector
\begin{tabular}{llll}
2 & 4 & 1 & 22 \\
2 & 2 & 1 & 00 \\
2 & 1 & 1 & 00
\end{tabular}
pesentstate prevstate times inputvector
presentstate prevstate times inputvector
    4 1-3
HTFPCONNECTIONTABLE
state l-> 3
suluspace(s): }1
state l<- 3
{ulsmןare(s): 02
21
glate 2-, 4
suhspace(s): 10
state 2<-4
::|lospac:e(s): 22
GOLICTRANTABLE
:1ate: 1
subspace(s): 01
mtate: 2
subsjace(s): 00
COSTTABLE
furaentstate= 1 nextstate = 2
MaxPLA = 2.0E+00
MInPLA = 9.OE+00
Adi.fitates : l 2
Haxgnunt = 4.0E+10!
llinCount = = .0E+00
```

Adj. States :
presentstate $=1$ nextstate $=3$
MaxPIA $=2$. OF. + OO
MinPLA $=2.0 \mathrm{E}+00$
Arlj.States :
MaxCount $=8.0 \mathrm{E}+00$
MinCount $=4.7 E+50$
Adj.States : 12

1. 4
powentstate $=$ 2 nowtstate $=4$
MaxpleA $\quad=2.0 \mathrm{~F}+0 \mathrm{O}$
MinPLA $=1.0 \mathrm{E}+50$
Adj.States : 24
MaxCount $=6.0 \mathrm{E}+001$
MinCount $=5.3 \mathrm{E}+00$
Adj. States : 41
presentstate $=2$ nextstate $=3$

| Maxllea |  | 2.0E.tio |
| :---: | :---: | :---: |
| Minlida | $=$ | 2.9F.ty |
| Mij. States |  |  |
| MaxCount |  | 4.0EF+00 |
| MinCount | = | $3.0 \mathrm{E}+00$ |
| Adj.States | ! | 24 |

Joesentstate $=3$ nextstate $=1$
MAXPLA $=4.0 \mathrm{E}+00$
$\mathrm{HjnPLA}=2.7 \mathrm{E}+00$
Mil.States : 14
MaxCount $=4.0 \mathrm{E}+00$
MinCount $=3.0 E+00$
Melj.States : 32
presentstate $=3$ moxtstate $=4$
11 axpleA $=2.0 \mathrm{E}+\mathrm{tO} 0$
MinPLA $=1.0 \mathrm{E}+00$
Adj.States : 32
MaxCount $=6.0 \mathrm{E}+0 \mathrm{O}$
Mjincount $=5.0 E+00$
Mal. States : 24
buesentstate $=4$ nextstate $=\ddot{c}$

| HaxFla | $=$ | 2.0E+00 |
| :---: | :---: | :---: |
| HinrLa | = | $2.0 \mathrm{E}+09$ |
| Adj. States | : |  |
| Moxcromet | $=$ | 4. OE+ffor |
| Mincount. | $=$ | 1. OE +60 |
| Mrj.States |  | 12 |
|  |  | 24 |



Those afe the orderet transistions according to ELECTRE II ：

| prestantstate | ： | 3 | uextstate |  | 1 | $2.0 \mathrm{~F}+01$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| frosellstate | ： | $\because$ | nextstate |  | 3 | 1． $7 \mathrm{E}+01$ |
| lursentstate | ： | 4 | nextstate |  | 2 | 1．7E＋01 |
| 1／ 1 ustutstate | ： | 1. | lertstate |  | 2 | 1． $2 \mathrm{E}+01$ |
| f1＂conttatate |  | 1 | mextstate |  | 3 | $7.0 \mathrm{E}+00$ |
| f＇י心かいtstata |  | $\because$ | luxtstate |  | 4 | 7．0E＋00 |
| firsputstate | ： | $\because$ | noxtstate |  | 4 | 4．0E＋00 |

```
VAIIESG CALCULATED BY ELECTRE-II
Ent:er: the max n!mber of beams : 3
Entor: the min qualityfactor : 0.90
```

Thes rontents of the transjtiontable :
Irosat state llext State Value

| 3 | 1 | 20. |
| :--- | :--- | :--- |
| 4 | 2 | 17. |
| $\ddot{3}$ | 1 | 1.7. |
| 1 | 2 | 3.2. |
| 3 | 4 | 7. |
| 3 | 3 | 7. |
| 2 | 4 | 4. |

Thr romtonts of the chatntablo ：
Yrorsint State llext state

Chain 1

```
Aljacenr:y : 4 4 2 
```

The freated FFP's ace:
$(1,42,3)(1,32,4)$
****** ASSIGNMENTTOUND $* * * * * *$

Jhe assignments aro:
slate $\quad \rightarrow \rightarrow 10$
Binte $\because-\cdots 01$
Stintia $3 \quad \cdots 3 \mathrm{Jl}$

oxorntion time : $0 \mathrm{~h} \quad 1 \mathrm{~m} 22 \mathrm{a}$

ENI) OF TLIE PROGRAII

```
spassova : example: Page \(1 \quad 09 / 05 / 90 \quad 12: 48 \mathrm{PM}\)
\begin{tabular}{lrr} 
Enter FGM definition file name : example? \\
StateRange & 9 \\
InputBitRange & \(:\) & 2 \\
ProductTerms & \(:\) & 19
\end{tabular}
    STATENAMETABLE (It gives the relationship between the internal
                                an!l the external names of the machine.
                                Furthor the internal names are used.)
\begin{tabular}{ll}
5 & 5 \\
6 & 6 \\
7 & 7 \\
8 & 9 \\
9 & 8 \\
1 & 1 \\
2 & 2 \\
3 & 3 \\
4 & 4
\end{tabular}
```


## nextstatetable

```
    presentstate nextstate times inputvector
        1 2 1 22
    presentstate nextstate times inputvector
\begin{tabular}{llll}
2 & 5 & 1 & 11 \\
2 & 4 & 1 & 01 \\
2 & 3 & 1 & 20
\end{tabular}
wesentstate nextstate times inputvector
wresentstate nextstate times inputvector
\begin{tabular}{llll}
4 & 5 & 1 & 11 \\
4 & 4 & 1 & 01 \\
4 & 1 & 1 & 20
\end{tabular}
Mrsentstate nextstate times inputvector
\begin{tabular}{llll}
5 & 5 & 1 & 11 \\
5 & 6 & 2 & 02 \\
20
\end{tabular}
```

```
*;:!:!nv: : example;'
                                Fage z
                                    09/05/90 12:48 FM
wosentstate noxtetate times inputvector
    i % % %
wesentstate next:state times fmputvector
    7 0
    7 I. 1 20
Mesentstate nextstate times inputvector
    llll
wesentstate nextstate times inputvector
    0
    3
    1. 22
prevStatetable
presentstate prevstate times inputvector
\begin{tabular}{llll}
1 & 3 & 1 & 02 \\
1 & 7 & 1 & 20 \\
1 & 4 & 1 & 20
\end{tabular}
worentstate prevstate times inputvector
    ? 1
    1.2
prosentstat: prevstate times inputvector
    3
    3 2 2 20
mosentstate prevotate times inputvector
```



```
presentstate prevstate times inputvector
\begin{tabular}{llll}
5 & 5 & 1 & 11 \\
5 & 4 & 1 & 11 \\
5 & & 1 & 11
\end{tabular}
presentstate prevstate times inputvertor
    6
        5
        2 (12
        20
presentstate prevstate times inputvector
    7 6 02
presentstate mevstate times inputvector
presentstate prevstate times inputvector
    9
        7
        121
IHTERCOHNECTJONTARLE
:YCLJCNPANTABLE
gtate: 3
subopace(s): 02
#tate: 4
mubopare(s): 0]
atate: 5
sulospace(s): 1].
state: 8
:mbspare(s): 1.2
```


## forstrnPLE

```
plasentstate= 1 moxtstate=2
```

```
MaxPIJA \(=4.0 F+00\)
HinFlaA \(=4.0 \mathrm{EHOO}\)
Mijestates :
laxGount \(=0.0 \mathrm{E}+00\)
Minconnt \(=0.0 \mathrm{E}+\mathrm{nr}\)
Allj.States :
prosentstate \(=2\) noxtstate \(=3\)
```

HaxPLA $=4.05+00$
HinlUA $=4.0 \mathrm{E}+00$
Ati States :
HaxCoutht $=8.0 \mathrm{ENOM}$
Mincount $=0.0 \mathrm{Et}+\mathrm{m}$
All.States : 24
$\because 5$
bresent;tate $=$ n noxtstate $=4$
HaxELA $=4.0 \mathrm{~F}+\mathrm{UO}$
HinfleA $=0.0 \mathrm{E}+00$
Adj.gtates : $\because 4$
HaxCotht $=1.2 \mathrm{E}+01$
Mincount = $=0.0 \mathrm{HO}$
Alj.states : 25
34
presentstate $=2$ nextstate $=5$
HaxPLA $=4.0 \mathrm{E}+00$
MinPLA $=0.0 E+00$
Alli.States : 25
HaxGount $=1.2 E+01$
HinCount $=4.0 \mathrm{E}+00$
Adj. States : 24
45
prosentstate $=3$ nextstate $=4$
HaxPLA $=4.0 \mathrm{EtOn}$
Hinlla $=1.1 E+!0$
Allisetates : 34
HamCount $=4.0 \mathrm{~F}+\mathrm{tan}$
Hincoment $=11.0 \mathrm{E}+1 \mathrm{O}$
Maj. Staten : $\quad$ : 4
frounentistate $=4$ noxtstate $=1$

Hinll.A = ?.OEtOO
Mij.stares: 47

llinfonml $=3.55+100$
Meli.fitates : 45
81
1 !

```
mogontstate= 4 movtratate= 5
\begin{tabular}{|c|c|}
\hline Mavplea & 4.1E+60 \\
\hline MinPLA & O. 0F.+O0 \\
\hline Alj . States & 45 \\
\hline InxConnt. & \(8.05+60\) \\
\hline Mincount & \(=2.05+00\) \\
\hline Mdi.States & 47 \\
\hline & \(\because 5\) \\
\hline
\end{tabular}
```

Hesentstate $=5$ nextstate $=6$
Marris $=$ O.0Etoll
Hinfln $=2.0 \mathrm{E}+0 \mathrm{O}$
Mili.States : 50
Haxtionat $=0.0 \mathrm{EtOn}$
llincomot $=0.0 \mathrm{E}+\mathrm{n}$
selj. Staties :
wesentstate $=$ f moxtstate $=7$
NaxILA $=4.9 \mathrm{E}+019$
Minlla = 2.5EtOO
Ali.States : 7 3
Harconst $=4.0 \mathrm{EHOO}$
Hinceotnt $=0.0 \mathrm{EtgH}$
Nai.States : 69
presentstate $=6$ nextstate $=8$
MnxPIA $=4.0 E+00$
MinPLA $=0.0 E+00$
Aili.States : 68
MaxCount $=8.0 E+00$
Mincount $=3.0 E+00$
Mdj. States :
fresentstate $=7$ nextstate $=1$
MaxILA $=4.0 \mathrm{EEOH}$

Milj.staten: 74
$\mathrm{HarComen}=\mathrm{B}=\mathrm{E}+01$
Hjnconme $=$ a.0Et!n
Adj.States : 31
firenomtstato $=7$ mextstato $=0$
MaxFLA $\quad=4.0 \mathrm{E}+00$
MLnPLA $=2.5 \mathrm{E}+0 \mathrm{O}$
Adj. States : 91
MaxComet $=4.0 \mathrm{E}+00$
MinCount $=2.0 \mathrm{E}+10$
Molj. States : 74
Wespotatate $=8$ nextstate $=1$
$\operatorname{langlan}=4.0 \mathrm{EHON}$
MinFLA $=3.0 \mathrm{EtOO}$

```
Alj.states: n = 
|mutiommt = ?.4FE|m|
Hincinmmt: = 4.0Et00
Mdj.States : 74
pwesemtstata = 4 uoxtstate = % 
11:xPI.A = 4.11F.4m4
linflaA= = OE+00|
Milj.statos:
Maxcoumt = 4.OE+!m
HinConut = 0.0E+0%
AligStaten: G S
```

| F.010 ${ }^{\text {a }}$ | the weight | for Haxpla | 1. $2 \mathrm{E}+00$ |
| :---: | :---: | :---: | :---: |
| Fintor | the weight | for MinPLA | 1. $0 E+00$ |
| Fhtr | 1 the weight. | for lhacount | J. $2 \mathrm{E}+00$ |
| Fuldor | the weight | Eor: llincount | 1. OE +00 |
| E.1. ${ }^{\text {a }}$ | the welight | fors Adiny | B.0E-01 |

Those are tho ordored transistions according to ELECTRE I :

| 以osentstate |  | 1 | noxtstat | : |  | 2.7E+01 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| buesentstate | : | 5 | nextstate | : | 6 | 2.7E+01 |
| presentstate | : | 9 | nextstate |  | 3 | 2.4E+01 |
| presentstate | : | 6 | nextstate |  | 7 | 2. $2 \mathrm{E}+01$ |
| pursenlatate | : | 7 | nextstate | : | 9 | J. $9 \mathrm{E}+01$ |
| presentstate | : | 2 | nextstate | : | 3 | $1.8 \mathrm{E}+01$ |
| pronentstate | : | 3 | nextstate | : | 4 | 1.7E+01 |
| presentstate | : | 9 | nextstate |  | 1 | 1. . $4 \mathrm{E}+01$ |
| brosontstate | : | 4 | nextstate | : | 5 | 1. J.E + 01 |
| possentstate | : | 6 | nextstate | : | 8 | 1. 1E+01 |
| prospritstate | : | 4 | nextstate | : | 1 | 7.0E+00 |
| presentstate | : | 7 | nextstate | : | J. | 7. $0 \mathrm{E}+00$ |
| prosentstate | : | 2 | nextstate |  | 5 | 4.0E+00 |
| HMsemtstate | : | 2 | nextstate |  | 4 | 2. $0 \mathrm{E}+00$ |

Thone ato the ofdoyerl transistions according to ELECTRE II :

| frosurntstate | : | 5 | boxtstate | : | 6 | 4. 1E+01 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Jrosentstate | : | 1 | moxtstate | : | 2 | $3.3 E+01$ |
| frorsent:atate | : | 6 | loytstate | : | 7 | 2. $3 \mathrm{E}+01$ |
| pfosentstate | : | $\bigcirc$ | loxtstato | : | 3 | $3.2 \mathrm{E}+01$ |
| 1rrosplotatals | : | 3 | nortatate | : | 4 | $3.0 \mathrm{E}+01$ |
| presentstate | : | 2 | loxtstate | : | 3 | 2. $7 \mathrm{E}+01$ |
| proseutatate | : | 7 | nextstate | : | $\bigcirc$ | 2.6E+01 |
| jusmentstato | : | 3 | noxtstate | : | 1 | 2. $6 \mathrm{E}+01$ |
| prosentstate | : | 4 | loxtstate | : | 5 | 2.1E+0. |
| pronentstate | : | 4 | noxtstate | : | 1. | l. $2 \mathrm{E}+01$ |
| prosellatata | : | ; | moxtstate | : | 8 | 1. $2 \mathrm{E}+01$ |
| pursentstato | : | 7 | moxtstate | : | J. | $9.0 E+00$ |
| Hestutatatp |  | 3 | nextstate | : | $\checkmark$ | 7.0E+00 |
| prssentstate | . | $\because$ | nextstate | : | 4 | 6. $0 \mathrm{E}+00$ |


Finter the max numter wt beatms : 3
Eulery the min qualitylactor: 0.90


The rontents of the chatiotale :

Frosent State llext State

Chain 1

| 5 | 6 |
| :--- | :--- |
| 6 | 7 |
| 7 | 9 |
| 9 | 9 |
| 3 | 1 |
| 1 | 2 |
| 2 | 3 |
| 3 | 4 |



Tho rerated FFP's a!!:
$(3.1,5,3.91 .2,6.7)(1.7 .9 .92 .3 .4 .5,6)(1,2.3 .4 .85 .6,7,9)(41,2.3 .5 .6 .7 .8 .9)$

（4．$\because$ ，只． $1.2,3.6 .7)(1.7 .9 .92,3,4.5 .6)(1.2,3,4,85,6,7,9)(3,41,2,5,6,7,8,9)$ （ $\because, ~!1,2.3 .4 .6 .7)(1.4 .7 .3 .92 .3,5.6)(1,2.3,4,85,6,7,9)(3,41,2,5,6,7,8,9)$ $(\therefore 0,1,2,3,4,6.7)(1,7,0,2,3,4,5,6)(1,2,3,84,5,6,7,0)(3,41,2,5,6,7,8,9)$ （？．4．5．9．9 1．2．6．7）（1．2．3．7．8．94．5．6）（1．2．3．4．8 5，6，7，o $)(2,3,41,5,6,7,8,9)$ $(3,4,5.9 .91,2,6,7)(1,2,3.4 .7,8,95,6)(1,2,3,84,5,6,7,0)(2,3,41,5,6,7,8,9)$ $(4.5 .8 .91,2.3,6.7)(1,2.7 .9 .93 .4,5.6)(1,2.3,4,85,6,7,9)(2,3,41,5,6,7,8,9)$ $(5,3,91.2,3.4 .6 .7)(1,2.7 .8,93.4 .5 .6)(1,2.3,84,5,6,7.9)(2,3,41,5,6,7,8,9)$



 $(1,4,5.3,92.3 .6 .7)(7.9 .91,2,3,4,5,6)(1,2.3,4,85,6,7,9)(3.41,2,5,6,7,8,9)$ $(1, \therefore, 9,92,3,4,6,7)(4.7,8,91,2,3,5,6)(1,2,3,4,85,6,7,9)(3,41,2,5,6,7,8,9)$ $(1,5,3.92,3,4.6 .7)(7.3,01.2 .3 .4 .5 .6)(1,2,3,84,5,6,7,9)(3,41,2,5,6.7,8,9)$ $(1,7.5 .8 .93 .4 .6,7)(4.7,8,91,2,3,5,6)(1,2.3,4,85,6,7,9)(2,3,41,5,6,7,8,9)$ $(1,2.5 .3 .93 .4 .6,7)(7.3 .91 .2,3.4 .5 .6)(1.2 .3,84.5 .6,7,9)(2,3.41,5,6.7 .8 .9)$ $(1,2,5,9.93 .4,6,7)(7.3 .91,2,3,4.5 .6)(1,2.3,4,85,6,7,9)(2,31,4,5,6,7,8,9)$
 $(1,2,3,4.5,3,96.7)(? 4,7,8.91,2.5 .6)(1,2.3,84,5,6,7.9)(2,3,41,5,6,7,8,9)$ （1， $2.3,5,3,04,6,7)(7,3.91,2,3,4,5.6)(1,2.83,4,5,6,7,0)(2,3,41,5,6,7,8,9)$ $(1, \because, 3.4,8.96 .7)(4,7,0,0,2.3,5,6)(1,2,83,4,5,6,7,9)(2,3,41,5,6,7,8,9)$
 $(1,5.3,92.3,4,6,7)(1,2,7.9,03.4,5,6)(1,2,3,84,5,6,7,0)(1,2,3,45,6,7,8,9)$

 $(1,5,3.12,3,1,6,7)(1,2,3,7.94,5,6)(1,2.83,4,5,6,7,9)(1,2,3,45,6,7,8,9)$
 $(1,3,5,3,93,4,6,7)(1,4,7,3,02,3,5,6)(1,2,3,4,85,6,7,9)(1,2,3,45,6,7,8,9)$ （1． 2.5 .9 .93 .4 .6 .7$)(1.7 .9 .92 .3 .4 .5 .6)(1.2 .3 .84,5,6,7,9)(1,2,3,45,6,7,8,9)$

 $(1, \therefore .3,4,5,3,96,7)(1,4,7,8,92,3,5,6)(1,2,83,4,5,6,7,9)(1,2,3,45,6,7,8,9)$ $(1, \therefore .3,3.94,6.7)(1.7,0.92,3.4,5,6)(1,2,3,4,85,6,7,9)(1,23,4,5,6,7,8,9)$


 $(1, \because .3,4.5,3.96 .7)(1.2,7.3 .93,4.5,6)(1,4.82,3,5,6,7,9)(1,2,3,45,6,7,8,9)$
 $(1,5,32,3,4,6,7,9)(4,7.8,91,2,3,5,6)(1,2,3,4,8,95,6,7)(3,41,2,5,6,7,8,9)$
 $(1, \therefore, 5,0,3,6,7,9)(4.7,8,91,2,3.5 .6)(1,2,3,4,8,95,6,7)(2,3,41,5,6,7,8,9)$ $(1,2,5,3,3,4,6,7.9)(7.9,91,2,3,4,5,6)(1,2,3,8,94,5,6,7)(2,3,41,5,6,7,8,9)$ $(1,2,5,83,4,6.7 .9)(7.3,01,2,3,4,5,6)(1,2,3,4,8,95,6,7)(2,31,4,5,6,7,8,9)$ $(1,2,3,5,94,6,7,9)(3.4,7,9,91,2,5,6)(1,2,3,4,8,95,6,7)(2,3,4,1,5,6,7,8,9)$

 （1．2．3．4．5，86．7．9）（4．7．3．9 1． $2,3.5,6)(1.2 .8,93,4,5,6,7)(2,3,41,5.6,7,8,9)$
 $(1,2,5,3,4,6,7,9)(1, \because, 3,4,7,0.5,6)(4,9,01,2,3,5,6,7)(2,3,41,5,6,7,8,9)$ $(1,2,2,5.84,6,7,0)(1,2,7,9,6,4,5,6)(3,01,2,3,4,5,6,7)(2,3,41,5,6,7,8,9)$ $(1,2,3,4.5,96,7.9)(1,2.7 .9,93,4,5.6)(4,8.91 .2,3,5,6,7)(2,3,41,5,6,7,8,9)$ $(1,3.3,84,6,7,9)(1,2,3.4,7,8,95,6)(3,4.8,01,2,5,6,7)(2,3,41,5,6,7,8,9)$ $(1, ? .3 .4 .5 .96,7.9)(1.2 .3,7.8 .04 .5 .6)(3.4 .8 .91,2,5,6,7)(2,3,41,5,6.7,8,9)$ $(1,1,5.9,2,3.6 .7,0)(1,2,7,0,93,4,5.6)(1,2.3 .4,8,95,6,7)(1,2,3,45,6,7,8,9)$
 （1．；．0 $\because, 3.4,6.7 .9)(1,2.7 .8 .93 .4 .5,6)(1,2.3,4.8,95.6,7)(1,2,34,5,6,7,8,9)$ $(1,4.5 .32 .3 .6 .7 . \because)(1,2.3 .4 .7 .8 .95 .6)(1.2 .8 .93 .4 .5,6,7)(1,2,3,45,6,7,8,9)$ （1．＇，：$\because .3 .4 .6 .7 .9)(1.2 .3 .7 .8 .94 .5 .6)(1.2 .8 .93,4,5.6,7)(1.2 .3 .45,6,7.8 .9)$
 $(1,2,5,83,4.6 .7,9)(1,7,8.92,3,4,5.6)(1.2 .3,8,94.5,6,7)(1,2,3,45,6,7,8,9)$ （1．2．5．9 3．4．6．7．9）（1．7．9．9 2．3．4．5．6）（1．2，3，4，8，9 5．6．7）（1，2，3 4，5．6．7．8．9） $(1.2 .3 .5 .84 .6 .7 .9)(1.7 .3 .92,3,4.5 .6)(1.2 .8,93,4,5.6,7)(1,2,3,45,6,7,8,9)$
 （1．2．3．5．9 4，6，7，9）（1，7． $9,92.3,4.5,6)(1,2,3,4,8,95,6,7)(1,23,4,5,6,7,8,9)$


 $(1,2,3,5,34,6,7,9)(1,2,7,0,93,4,5,6)(1,0.92,3,4,5,6,7)(1,2,3,4,5,6,7,8,9)$ $(1,2,3,4,5,36,7,0)(1, \because, 7,8,93,4,5,6)(1,4,8,9,2,3,5,6,7)(1,2,3,4,5,6,7,9,0)$ $(1,2,3,4,56,7,9,0)(2,3,4,7,01,5,6,9)(1,2,9,03,4,5,6,7)(41,2,3,5,6,7, ?, 0)$ $(1,2,3,54,6,7,3,0)(2,3,4,7,01,5,6,8)(1,2,3,4,8,0,5,6,7)(3,41,2,5,6,7,3,0)$ $(1,2,3,4,56,7,3,9)(2,3,7,91,4,5,6,8)(1,2,3,4,9,95,6,7)(3,41,2,5,6,7,8,9)$ $(1,2,3,4,56.7,3,9)(2,3.4,7,91.5,6,8)(1,2,3,8,94,5,6,7)(3,41,2,5,6,7.8 .9)$ $(1, \because, 7,4,6,7,8,9)(4,7,91,2,3,5,6,8)(1,2,3,4,8,95,6,7)(2,3,41,5,6,7,8,0)$
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