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Aggregation of Local Features (ALF) is a well-
studied approach for image as well as 3D model 
retrieval (3DMR). A carefully designed local 3D 
geometric feature is able to describe detailed 
local geometry of 3D model, often with 
invariance to geometric transformations 
including 3D rotation of local 3D regions. For 
efficient 3DMR, these local features are 
aggregated into a feature per 3D model by using 
Bag-of-Features, Fisher Vector coding, etc.  

Recent trend is to use end-to-end 3D Deep 
Convolutional Neural Network (3D-DCNN) 
(e.g., [1]) for 3DMR. 3D-DCNNs have often 
shown accuracies better than methods based on 
ALF. However, current 3D-DCNN based 
methods have weaknesses; they lack invariance 
against 3D rotation and/or they often miss 
geometrical details as they coarsely quantize 
shapes into voxels in applying 3D-DCNN.  

Our goal is to extract a 3D model feature that 
is invariant against 3D rotation and more 
accurate than the existing ALF and 3D-DCNN 
based approaches. To this end, we combine ALF 
with 3D-DCNN. 

We propose a novel deep neural network for 
3DMR called Deep Local feature Aggregation 
Network (DLAN) that performs extraction of 
rotation-invariant 3D local features and their 
aggregation by using a single deep architecture. 

A DLAN (Figure 1) first describes local 3D 
regions of a 3D model by using “mid-level” local 
features invariant to 3D rotation. The set of local 
features is aggregated into a rotation-invariant 
and compact feature vector per 3D model.  

Experimental evaluation using three 
benchmark datasets shows effectiveness of the 
DLAN. Here, we present results on the 
ModelNet40 dataset [1]. The proposed DLAN 
significantly outperforms the state-of-the-arts 
including 3D-DCNN based [1] and 2D-DCNN 
based [2][3] 3DMR algorithms.  

algorithms MAP [%] 
3D ShapeNets [1] 49.2 
MVCNN [2] 79.5 
GIFT [3] 81.9 
DLAN (proposed) 85.0 

Table 1: Comparison of retrieval accuracy. 
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Figure 1: DLAN architecture for extracting a rotation-invariant and salient feature per 3D model. 
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