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Clinical diagnosis and treatment decisions rely upon the integration of patient-specific
data with clinical reasoning. Cancer presents a unique context that influences treatment
decisions, given its diverse forms of disease evolution. Biomedical imaging allows
non-invasive assessment of diseases based on visual evaluations, leading to better clin-
ical outcome prediction and therapeutic planning. Early methods of brain cancer char-
acterization predominantly relied upon the statistical modeling of neuroimaging data.
Driven by breakthroughs in computer vision, deep learning has become the de facto
standard in medical imaging. Integrated statistical and deep learning methods have
recently emerged as a new direction in the automation of medical practice unifying
multi-disciplinary knowledge in medicine, statistics, and artificial intelligence. In this
study, we critically review major statistical, deep learning, and probabilistic deep learn-
ing models and their applications in brain imaging research with a focus on MRI-based
brain tumor segmentation. These results highlight that model-driven classical statis-
tics and data-driven deep learning is a potent combination for developing automated
systems in clinical oncology.
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C)_l. Introduction

Despite significant progress being made towards understand-
«{ing the pathophysiology of cancer, its self-sustaining and highly
(\ldynamic nature poses several challenges pertaining to cancer

Sdetection and treatment monitoring. Although technological
»==advances hold promise in addressing these dilemmas, owing to
their complexity, challenges remain in several stages of cancer
anagement, including pre-cancerous lesion detection, tumor
segmentation, tumor infiltration, tracing of tumor evolution, and
prediction of tumor aggressiveness and recurrence [1].
Brain tumors are among the most dangerous malignancies.

shape and vary greatly in size, texture, and location, thus, clini-
cal information related to tumors exhibits high spatial and struc-
tural variation from patient to patient [5].

Neuroimaging is a pivotal diagnostic tool in disease assess-
ment. While a variety of diagnostic imaging techniques such as
X-ray, computed tomography (CT), positron emission tomog-
raphy (PET), and mammograms are currently in use, magnetic
resonance imaging (MRI) is the method of choice in neurology
as it does not involve the risk of exposure to ionizing radiation
[6]. In brain tumor studies, the clinical information embedded
in MRI data is vital for analyzing structural brain abnormali-
ties, detecting pre-cancerous lesions, tumor segmentation, and

The unique genetic, epigenetic, and microenvironmental prop-
erties of neural tissues confer resistance to treatment [2], thus,
the clinical management of brain tumors remains a critical chal-
lenge. Among tumors arising from the brain, the most predom-
inant are metastases from systemic cancers and gliomas [3].
Stage IV glioma, referred to as glioblastoma, develops from
glial cells and infiltrates the surrounding cell tissues. It is the
most aggressive form of primary brain tumor, with a median
survival of 15 months [4]. Brain tumors are often complex in
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diagnosis.

Segmentation of biomedical images entails the delineation
of pathological regions. In the case of glioblastoma mul-
tiforme brain tumor (GBM), segmentation involves separat-
ing different heterogeneous regions of tumor tissues as the
necrotic core, enhancing tumor, and peritumoral edema [7].
Different types of imaging modalities provide useful biologi-
cal information related to tumor-induced neural tissue changes.
T1-weighted (T1), T1-weighted contrast-enhanced (T1ce), T2-
weighted (T2), and T2 fluid-attenuated inversion recovery
(FLAIR) modalities are the routinely used brain MRI image se-
quences [8]. A 2D slice of each modality and the ground truth
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Fig. 1. On the left is an example of a glioblastoma brain tumor in T1, T1-contrast, T2 and FLAIR modalities. On the right is the ground truth segmentation

of the tumor that specifies the class of each voxel.

segmentation map are depicted in Fig. 1.

Traditional methods of tumor evaluation depend on qualita-
tive features such as tumor density, intra-tumoral cellular com-
position, and anatomic relationship to surrounding tissues, also
termed semantic features. Technological advancements have
enabled the quantitative assessment of neuropathology, facili-
tating the quantification of tumor size, shape, and textual pat-
terns [9]. While early methods of cancer diagnosis relied upon
probabilistic tumor models, pivotal breakthroughs in computer
vision have led to a rapid rise in Artificial Intelligence (Al) re-
search in medical imaging [1]. Deep learning [10] is a subset
of AI that has great potential to support clinicians in gaining
insight from complex, high-dimensional, and heterogeneous
biomedical data. Traditional statistics and deep learning vary
in their approaches to brain tumor quantification, each with
its own strengths and weaknesses. Although biomedical im-
age segmentation with statistical modeling and deep learning
methods are well-established as independent areas of research,
hybridization of the two paradigms is an emerging trend. Go-
ing beyond recent retrospective reviews on tumor segmenta-
tion which are mostly concentrated only on deep learning-based
methods, we provide a comprehensive overview linking the two
disciplines.

Our contributions can be summarized as follows:

e The main contribution of this study towards neuroimaging
literature is to provide an integrated overview of statistical,
deep learning, and probabilistic deep learning methodolo-
gies for brain tumor segmentation from both theory-driven
and application perspectives.

e To the best of our knowledge, no previous review stud-
ies link the two disciplines of statistics and deep learning
in biomedical segmentation. To fill this research gap, we
provide an overview of probabilistic deep learning with
a structured taxonomy of different applications of hybrid
statistical and deep learning methods in brain tumor seg-
mentation.

e Through a comprehensive summary of statistical and deep
learning literature, we provide a critical discussion related
to the methodologies, limitations, key challenges, and fu-
ture directions in the area of brain tumor segmentation.

The remainder of this paper is structured as follows: In Sec-
tion 2, we present conceptual bases pertaining to cortical seg-
mentation. Section 3 provides a statistical overview comprised

of computational theories and recent studies in 3D MRI brain
tumor segmentation. This is followed in Section 4 by deep
learning network architectures for medical imaging and their
tumor segmentation applications. Section 5 presents a concise
overview of integrated statistical and probabilistic deep learn-
ing studies in neuroimaging. Section 6 details the data sets and
evaluation metrics related to brain tumor segmentation. Section
7 provides a discussion on limitations, critical challenges, and
future directions. Finally, Section 8 concludes the paper.

2. Brain Tumor Segmentation Preliminaries

Brain imaging analyses rely upon anatomical images of the
brain generated using an MRI scanner. The basic concepts of
the tumor segmentation process and MRI scan pre-processing
are briefly described here.

2.1. Tumor Segmentation and its clinical applications

Segmentation is the process of partitioning an image into a
set of semantically (i.e., anatomically) meaningful and coher-
ent regions, the result of which is either the contours that de-
lineate the region boundaries or the homogeneous region of the
structures of interest (e.g., tumors) [11].

A 3D image can be defined as a continuous function f(s, ¢, u),
such that f: R3? - R, where f(s,t,u) € R represents the image
intensity level at spatial coordinates (s, 7, u) € R>. Let the image
domain be denoted as 7 and the segmentation classes by k € K,
where each voxel i belongs to one of the K possible classes
such that the set S; C 7. Then the segmentation task involves
determining the set S that satisfies:

I:OSk (1

where § ;N Sy = 0 for j # k.

In the context of medical imaging, segmentation involves
identifying pixels or voxels that represent organs, lesions, and
other anatomical substructures. Thus, it enables the identifica-
tion of the extent of an abnormality which can range from the
estimation of the maximal tumor diameter in 2D measurements
to whole tumor assessments and adjacent tissue evaluations in
3D volumetric segmentation. Such information can be subse-
quently applied in diagnosis, risk assessment, and therapeutic
planning.
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There are several clinical applications of cortical segmenta-
tion [12], some of which are summarized here. In neurosurgery,
surgical planning is imperative, and an accurate segmentation
can be utilized to identify the 3D coordinates of tumor cells.
Segmentation also aids in neuro-surgical navigation to guide
the neurosurgeon to move towards anatomical targets such as
tumors while avoiding critical regions of the brain. Quantita-
tive assessment of pathology is vital for establishing treatment
strategies and often necessitates segmentation as it allows quan-
titative assessment of the extent of tumor resection and mea-
surement of tumor volume. By separating anatomical struc-
tures in image data into spatially and structurally correlated re-
gions, segmentation enables the effective visualization of com-
plex biomedical images.

2.2. MRI pre-processing in tumor segmentation

In structural brain MRI analysis, certain pre-processing steps
are applied prior to automated segmentation which typically in-
cludes image registration, skull stripping, and bias field correc-
tion.

o Image registration [13] involves spatially aligning images
acquired by different sensors, at different times, from dif-
ferent viewpoints to a common anatomical space. Inter-
patient registration aims to standardize images across sub-
jects, whereas intra-patient registration aids in the align-
ment of imaging modalities (e.g., T1 and T2) within the
same subject. The accuracy of inter-subject glioma reg-
istration with linear and non-linear transformations was
studied in [14]. They demonstrated that a linear trans-
formation is sufficient to register the MRI images to an
anatomical reference space and to capture the distribution
of tumor locations within a patient group.

o Skull stripping [15] is the process of brain tissue extrac-
tion from extra-meningeal tissues such as the skull, mus-
cles, or fat and aims at classifying voxels as brain or non-
brain. The most common approach for skull stripping in
early studies is the use of tools such as the brain extrac-
tion tool (BET) [16]. Nevertheless, early methods such as
BET were designed for non-pathologically affected brains,
and it has been observed that they do not work appropri-
ately in brain tumor scans. Skull stripping methods have
now been designed and developed that specifically focus
on brain tumor scans [17].

o Intensity inhomogeneity, also known as the bias field [18],
is an undesirable artifact that degrades segmentation per-
formance leading to quantitative and qualitative misinter-
pretations. Intensity non-uniformity can be characterized
by the intensity variation of the same tissue across the
MR image. To eliminate the spatial inhomogeneities, sev-
eral methods have been proposed [18, 19], and N4 bias
field correction [20] is one of the widely applied meth-
ods. However, prior literature also suggests that bias field
correction yields inferior results when applied as a pre-
processing step as it obliterated the T2-FLAIR signal [21].

The current clinical practice in oncology is typically depen-
dent on manually traced segmentation which is time-consuming
and subject to inter-observer variability leading to inconsistent
segmentation and poor reproducibility. Thus, a time-efficient,
generalizable and reproducible automated segmentation pro-
cess is highly desirable. Several different segmentation tech-
niques have been proposed in the past literature, including
intensity-based, atlas-based, and surface-based methods, but
here we primarily focus on statistical, deep learning, and proba-
bilistic deep learning based segmentation. The rest of the paper
is structured as depicted in Fig. 2.

3. Model-driven statistical methods

Prior studies in tumor segmentation of medical images often
relied upon statistical inference. Statistical and probabilistic
modeling of brain tumors typically involves the incorporation
of domain-specific prior knowledge related to the anatomy, ap-
pearance, and spatial distribution of the tissues. For instance,
the spatial distribution prior for a given set of 3D MRI images
can be obtained via lesion-specific bio-markers or by employ-
ing a tumor growth model (sub-section 3.2) that can be used
to deduce the most probable tumor localization. While these
methods generalize well to unseen images, encoding prior in-
formation for a tumor is challenging. Here we present some of
the common statistical approaches used in tumor segmentation.

3.1. The Bayesian Modeling Framework

The Bayesian approach can be used to model the probabilis-
tic relationship between tissue class and imaging features such
as voxel intensity values [22]. In the Bayesian framework, the
model is fully specified by the prior and likelihood distributions.

The prior indicates the current state of the knowledge with
regard to likely configurations of anatomical structures in the
image before the data is observed. Let the segmentation prior
distribution be denoted by p(y|#,) where y = (yi,... ,ypT are
the labels in an image with I voxels such that y; € {1,..., K}
represents one of the K possible anatomical structures assigned
to voxel i and 6, is the set of parameters of prior. The likelihood
is the conditional distribution p(x|y, 8,) of the voxel intensities
X = (x1,...,x;)" given anatomical labels y where 6, is the set of
parameters. The segmentation posterior can then be computed
using the Bayes’ rule with the appropriate parameters 6:

p(xly,8,) p(yld,)
p(x10)

where p(xly, 8,) is the likelihood, p(y|f,) is the prior probability
distribution and p(x|6) is the marginal distribution with p(x|6) =
p(xly. 6) p(yl6).

Prior and likelihood parametric distributions depend on pa-
rameters § = (0,7,60,")7, which are either assumed a priori
known or estimated from the image data. The segmentation
map of a new image can be estimated via maximum a posteri-
ori (MAP) estimation which involves maximizing the posterior

p(ylx,8) = 2)
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Fig. 2. Flow diagram of tumor segmentation methods: Statistical (section 3), Deep-learning (section 4), and integrated deep and statistical methods (section

5) with their applications (sub-section 5.3).

distribution p(y|x, @) of possible segmentations:
§ = arg max p(ylx., 9)
y

= arg max p(xly, 8,) p(yl,) A3)
y

where p(x|9) is a constant that can be excluded.

Early studies, as well as current work, investigate the ap-
plicability of the Bayesian framework in brain MRI analyses
[23, 24, 25, 26, 27]. A Bayesian method for computing model-
aware affinities was presented in [23], which has been shown
to improve the segmentation of glioblastoma multiforme brain
tumors. In [24], the authors proposed a method for brain tumor
segmentation and classification, in which they used a Bayesian
fuzzy clustering approach to segment brain tumors. Multiple
other studies in the previous literature have explored the appli-
cability of fuzzy Bayesian-based segmentation in brain tumor
detection [25, 26]. In a recent work [27], the authors present
an adaptive sparse Bayesian model combined with a Markov
random field and Gibbs random field for brain tumor segmenta-
tion. Their experimental results indicate superior segmentation
performance compared to other methods in terms of Dice co-
efficient and sensitivity. Although Bayesian MRI segmentation
is a well-studied problem, it necessitates the use of prior infor-
mation, and the analysis is sensitive to the choice of the prior.
When encoding prior knowledge, the robustness of the prior

must be ensured such that the conclusions are not affected by
the form of the prior distribution.

3.2. Biophysical/mathematical tumor growth models in seg-
mentation of brain tumors

The characterization of dynamic biological processes
through mathematics, modeling, and simulation has been exten-
sively explored over the past decade [28]. Biophysical models
simulate physiological and biological systems through math-
ematical formulations of the underlying processes. In cancer
research, biophysical tumor growth models facilitate the quan-
tification of tumor volume changes over time. Such models can
be used to predict the development and progression of a tumor,
enabling personalized treatment.

A substantial body of previous literature has studied math-
ematical and statistical tumor growth models that aid in tu-
mor segmentation [29, 30, 31, 32, 33, 34]. In a review con-
ducted in [33], the authors emphasize that identifying quantifi-
able tumor growth patterns through biophysical modeling leads
to improved detection and segmentation of tumor sub-regions.
The Glioma Image Segmentation and Registration (GLISTR)
framework proposed in [29] attempts to solve a joint regis-
tration and segmentation problem based on a glioma growth
model. The method proposed in [30] is an extension of the
approach presented in [29], in which tumor growth modeling
is combined with gradient boosting for the segmentation of
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gliomas. In [31], a tumor growth model is used to generate cell
density patterns which are then utilized to improve tumor seg-
mentation. In a recent study [32], the authors integrated struc-
tural and metabolic scans and modeled the tumor density of pa-
tients with glioblastoma using a tumor growth model under the
Bayesian framework. The Bayesian approach enables quantify-
ing the tumor and imaging uncertainties, which are then propa-
gated through the tumor models to obtain patient-specific tumor
cell densities. The Bernoulli distribution is used to model the
probability of a tumor observation with a simulated tumor cell
density.

Tumor dynamics vary significantly between patients, as well
as across cancer cells in the same patient. Modeling tumor pro-
gression, therefore, is a complex process that is challenging to
summarize mathematically.

3.3. Other statistical approaches used in tumor segmentation

3.3.1. Gaussian Mixture Model

In the segmentation of brain MRI, voxel intensities are typ-
ically assumed to be independent samples from a mixture of
Gaussian distributions. The Gaussian mixture model (GMM)
assumes that the occurrence of a certain anatomical label in a
particular voxel does not depend on the labels in other vox-
els. There have been several attempts to integrate GMMs in
tumor segmentation [35, 36, 37, 38]. To extract imaging fea-
tures from MRI scans of patients diagnosed with Glioblastoma,
Ahmad et al. [35] used a GMM, which they demonstrated per-
formed best compared to principal component analysis (PCA)
and wavelet-based features. In [36], a GMM based on vari-
ational Bayesian inference for brain MRI image segmentation
was proposed. However, their approach requires training a large
number of variational models, which is computationally expen-
sive. A segmentation and classification approach for brain tu-
mors was presented in [37], in which the segmentation was car-
ried out using a GMM. In another study [38], the authors use
a cascaded random forest together with a conditional random
field for brain lesion segmentation, where they use a GMM to
extract contextual features to feed into the classifier as input.

The assumption of spatial independence between voxel in-
tensities is not justifiable and may lead to voxel misclassifica-
tion. Therefore, probabilistic tumor models should incorporate
the context and characterize the true shape of the anatomical
structures.

3.3.2. Markov Random Field

A voxel intensity value is statistically dependent on the inten-
sity of neighboring voxels. Markov random field (MRF) allows
modeling the spatial context by integrating voxel dependencies
in the image surface. An MRF can be characterized by a graph
G £ (H, N) with H representing a lattice containing nodes and
N indicating the links between the nodes, such that the neigh-
boring relationship of nodes is defined by N = {N;|Vi € H},
where N; is the neighborhood around a position i [39]. This
graphical structure is comparable to a 3D image grid with nodes
representing the voxels and edges, the spatial dependency be-
tween voxels.

The MRF model reduces the effect of statistical noise in
highly noisy data and the potential number of misclassified vox-
els. It has been successfully applied in many studies to segment
brain tumors [40, 41, 42, 43, 44, 45]. In [40], the authors pro-
posed an unsupervised MRF-based segmentation approach to
detect the presence of tumors. They applied MRF to encode
neighborhood dependency of pixels, where they then estimated
the realization of the hidden Markov field via a maximum a pos-
teriori estimator (MAP). Gering et al. [41] presented a brain tu-
mor segmentation framework where they first trained on healthy
brains to diagnose brain tissue abnormalities and then used a
multi-layer MRF framework combined with extended expec-
tation maximization (EM)-based segmentation. They incorpo-
rated contextual information at multiple levels in the segmen-
tation process. However, this approach has certain limitations
as high-level layer classification is sensitive to the noise in the
lower layers. Bauer et al. [42] utilized an MRF-based tumor
growth model along with atlas registration for volumetric MRI
brain tumor segmentation. To ensure that the atlas and MRI
scan of the patient match, the tumor growth model is devised as
a mesh-free MRF energy minimization problem. Their method
is non-parametric and can be applied for tumor mass effect
simulations which facilitate the atlas-based segmentation. Ra-
jinikanth et al. [43] applied the MRF-EM combination in con-
junction with a firefly-assisted algorithm for MRI tumor seg-
mentation. During the segmentation process, MRF assigns the
label of each pixel to one of the three categories: white mat-
ter, gray matter, and tumor mass. Their results suggest that the
proposed approach is a better alternative compared to the other
methods tested in their study. In another study [44], a mor-
phological region-based active contour model was proposed for
brain tumor extraction, in which an MRF was used to model the
correlation between neighboring pixels. In a more recent study
[45], glioma segmentation is formulated as an MRF-based en-
ergy optimization problem.

While the MRF model allows integrating prior that incorpo-
rate spatial context, computing the posterior explicitly is com-
putationally expensive and requires the use of approximation
schemes. Thus, MRFs have shortcomings with respect to com-
putational efficiency.

3.3.3. Expectation Maximization Algorithm

Expectation Maximization (EM) is a parameter optimization
algorithm typically used in conjunction with other models dur-
ing segmentation. The EM framework allows obtaining max-
imum likelihood estimates of unknown parameters, which is a
common strategy in tumor segmentation when modeling MRI
intensities of brain tissues as Gaussian mixtures. The EM algo-
rithm iterates between two steps until convergence: the expecta-
tion step (e-step) and the maximization step (m-step). In brain
tissue segmentation, the model parameter estimates are often
initialized via a GMM. Then, in the E-step, the model seeks to
estimate the tumor segmentation where each pixel/voxel is as-
signed to a cluster under the current model parameter estimates
of the posterior distribution, and the M-step estimates the model
parameters based on the current classification.

There is a considerable body of literature on tumor segmen-
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tation that has integrated the EM algorithm in conjunction with
the hidden Markov random field (HMRF) model [46, 47, 48].
In [46], the authors showed that a fully automated 3D brain
MR image segmentation that is both accurate and robust can
be achieved through an HMRF-EM framework. The HMRF
framework aids in encoding spatial information of neighbor-
ing sites, and the model parameters are estimated via maximum
likelihood estimation using the EM algorithm. Moon et al. [49]
proposed a model-based approach for segmenting healthy and
tumor brain tissues from 3D MRI, where they used a proba-
bilistic geometric model coupled with the EM algorithm. They
extended the spatial prior of a probabilistic normal human brain
atlas with tumor information obtained from patient data to in-
clude spatial prior for tumor tissues. A generalized EM seg-
menter via a generative probabilistic modeling approach for
brain lesion segmentation was introduced by Menze et al. [50]
that demonstrated improved generalization. The Brain Tumor
Segmentation (BRATS) challenge [51, 21, 7] primarily focuses
on the segmentation of brain tumors and the winning method of
BRATS2015 [30] and the third place in BRATS2016 [52] were
also based on EM. Similar work has also been pursued by oth-
ers in recent studies [53, 54], where the EM algorithm has been
incorporated in the segmentation of brain tumors.

The EM algorithm ensures that likelihood increases with
each step and is frequently used when the model depends on
latent variables. Nevertheless, it exhibits slow convergence and
may only converge to local optima.

3.4. Summary

In this section, we reviewed the statistical approaches used
for modeling and optimization of brain tumor segmentation
models, summarised in Table 1. Justifying the underlying prob-
ability distribution that drives the data is an important facet of
statistical model-based segmentation methods. These methods
have the intrinsic limitations of requiring domain expertise and
knowledge of prior distribution. Translating information about
prior knowledge into a probabilistic model can be challenging,
and inference may involve extensive computations [55]. Fur-
thermore, statistical tumor models are often parameterized by
many parameters. Estimation of unknown parameters could
be computationally challenging due to the difficulties posed by
mathematical issues such as non-convexity and model uncer-
tainties. These shortcomings restrict their deployment in clini-
cal practice. However, model-based approaches are effective in
terms of model interpretability and the amount of data required
for the analysis.

4. Data-driven deep learning based methods

Deep Learning (DL) excels at extracting complex feature
representations that the human brain cannot perceive, thereby
enabling quantifiable image interpretation. Previous studies
have exploited different architectures of deep networks for
biomedical image segmentation, varying from unique convolu-
tional neural network based architectures to probabilistic deep
generative models. In this section, we present widely adopted
deep learning architectures in the recent literature and their

practical applications in 3D multi-modal MRI brain tumor seg-
mentation.

4.1. Convolutional Neural Networks

Recent years have seen a proliferating use of convolutional
neural networks (CNNs) [56] in medical image analysis owing
to their ability to integrate structural information contained in
adjacent pixels. CNNs are comprised of multiple convolutional
and pooling layers that are stacked sequentially. By convolving
a filter (also referred to as a kernel) across the input and per-
forming a convolution operation, a convolutional layer gener-
ates feature maps, which are then passed through an activation
function such as a Rectified Linear Unit (ReLU) for non-linear
transformation. The output feature map is then fed to a pooling
layer for down-sampling. The fully connected layer placed at
the end of the network maps the features extracted by convo-
lutional and pooling layers into the final output and makes the
final prediction.

In contrast to conventional DL classifiers such as AlexNet
[57], VGGNet [58] and GoogLeNet [59], which take an im-
age as the input and output a probability distribution over all
classes with regard to the entire image, the task of segmenta-
tion requires a per-pixel classification of the input. This can be
achieved by feeding the classifier with patches extracted around
each pixel and adopting a sliding-window strategy (Fig. 3). Se-
mantic segmentation in the computer vision domain typically
involves 2D images, consequently, the methods developed for
segmentation are primarily based on 2D methods. Therefore,
deep learning in 3D volumetric medical image segmentation re-
quires modifications to the architectures developed for seman-
tic segmentation. While some studies have shown promising
results when applying 2D CNN architectures to process 3D vol-
umes in a slice-by-slice manner, for example in [60, 61, 5, 62],
it is arguably a sub-optimal use of 3D clinical image data as it
is time-inefficient and fails to leverage contextual information
from adjacent slices.

3D Convolutional Neural Networks (3D CNNSs), as a generic
extension of 2D CNNs capable of extracting volumetric repre-
sentations with the use of 3D kernels have received significant
attention in neuroimaging. In the seminal work of Kamnitsas et
al. [63], a 3D CNN-based architecture, termed DeepMedic, was
introduced for automated brain lesion segmentation of 3D vol-
umetric brain scans and ranked at the top in the Ischemic Stroke
Lesion Segmentation (ISLES 2015) challenge. They conducted
a patch-based analysis using a dual pathway strategy which al-
lows feeding the network a version of the image at multiple
scales concurrently, facilitating the incorporation of both local
and global contextual information. This process was further
improved later with several architectural modifications [64].

Patch-wise segmentation with CNNs does not require major
architectural adaptations. However, it is computationally ex-
pensive and entails redundant operations as adjacent pixels in
an image are similar in the vicinity of the pixel being processed,
and the input patches from adjacent pixels overlap [65]. In ad-
dition, the smaller the patch size, the less likely the network is
to learn the global context as the learning process is confined to
the visible features in each patch.
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Table 1. Overview of brain tumor detection studies based on statistical methods

Method Reference  Year Remarks
Bayesian Modeling [23] 2008  Incorporate model-aware affinities calculated through a Bayesian approach.
[24] 2018  Bayesian fuzzy clustering-based tumor segmentation.
[25] 2020  Bayesian fuzzy clustering-based tumor segmentation.
[26] 2021  Fuzzy Bayesian segmentation approach, in which fuzzy and Gaussian naive
Bayes strategies are incorporated in the tumor cut algorithm.
[27] 2022  Sparse Bayesian modeling approach combined with a Markov random field
and Gibbs random field.
Biophysical/mathematical [29] 2012 A glioma growth model is used to solve a joint registration and segmentation
tumor growth modeling problem.
[30] 2015  EM-based tumor growth modeling combined with gradient boosting. The
winning method of BRATS2015 challenge.
[31] 2017 A tumor growth model is used to generate cell density patterns which are
then utilized to improve tumor segmentation.
[32] 2019  Modeled the tumor density of patients with glioblastoma using a tumor
growth model under the Bayesian framework.
[34] 2022  Tumor cell density patterns are extracted using a tumor growth model, which
are then fed as input to a convolutional network for segmentation.
Gaussian Mixture Models [35] 2015  GMM-based glioblastoma feature extraction approach.
(GMM)
[36] 2016 A GMM based on variational Bayesian inference.
[37] 2018  The tumor region was segmented through a GMM.
[38] 2020 A GMM was used to extract contextual features from MRI scans.
Markov Random Field [40] 2000  The neighborhood dependency of pixels in MRI scans was encoded though
(MRF) an MRF.
[41] 2002 A multi-layer MRF combined with extended EM-based segmentation ap-
proach.
[42] 2011  Utilized an MRF-based tumor growth model together with atlas registration.
[43] 2017  Applied the MRF-EM combination in conjunction with a firefly-assisted al-
gorithm.
[44] 2021  The correlation between neighboring pixels was modeled by an MRF.
[45] 2022  Glioma segmentation is formulated as a MRF energy optimization problem.
Expectation Maximization [46] 2001  HMRF framework is utilized to encode spatial information of neighboring
(EM) sites and the model parameters are estimated via maximum likelihood esti-
mation using the EM algorithm.
[49] 2002  Used a probabilistic geometric model coupled with the EM algorithm.
[50] 2015  Proposed a generalized EM segmenter via a generative probabilistic model-
ing approach which demonstrated improved generalization.
[52] 2016 A hybrid generative-discriminative model. The third place in BRATS2016
challenge.
[53] 2019  Evaluate GMM-EM algorithm for its applicability in lesion segmentation.
[54] 2022  Used a probabilistic EM-GMM approach to improve segmentation accuracy.
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Fig. 3. Patch-wise segmentation with CNN architecture. The input to the CNN is an image patch and the output is the probabilities for each class where

the prediction for center pixel is the class with the highest score.

4.2. Multi-path architectures

The integration of contextual 3D information can also be per-
formed through multi-stream architectures. While the standard
CNN can incorporate multiple sources of information through
the channels in the input layer, multi-stream architectures en-
able the merging of the channels at intermediate points in the
network. They enable fusing features extracted from multi-
angled patches from the 3D space (three patches from the or-
thogonal views of an MRI volume), an approach known as the
2.5D method [66], which incorporates (partial) 3D information
from neighboring slices using 2D kernels that results in lower
computational cost, but less powerful volumetric representa-
tions than in 3D CNN. The multi-path approach also facilitates
combining patches of different scales (2D, 2.5D, 3D patches),
where each branch contains a CNN corresponding to each patch
type. The idea of multi-path networks has been successfully im-
plemented by several authors in the context of medical imaging
[67, 62,63, 68, 69]. However, multi-stage training schemes can
be susceptible to over-fitting.

4.3. Fully Convolutional Net

To address the limitations of CNNs, Long et al. [70] devised
a fully convolutional network (FCN) by transforming fully con-
nected layers in the standard CNN with convolutional layers
that enable taking an input of arbitrary size and generating cor-
respondingly sized output. While the FCN can be efficiently
applied to an image or volume, the use of convolution layers
with filters larger than 1 x 1 and max-pooling layers or strided
convolutions leads to a reduction in the data dimension resulting
in a very low resolution of the output compared to the input. To
circumvent this limitation, the authors in [70] applied the con-
cept of an up-sampling path using deconvolution operations to
restore the spatial size of the down-sampled feature maps to the
original input dimensions. Inspired by the FCN architecture,
the authors in [71] proposed encoder-decoder network architec-
ture for semantic pixel-wise segmentation called SegNet. Each
max-pooling layer in the encoder part has a corresponding up-
sampling layer in the decoder, which restores the feature maps
to their original resolution. The softmax layer makes pixel-wise
predictions and generates the final segmentation output, which

has dimensions similar to those of the original input image.
Recent successful segmentation networks are mostly based on
convolutional encoder-decoder architectures. An illustration of
the semantic-wise brain tumor segmentation with a SegNet-like
architecture is depicted in Fig. 4.

FCN and its variants have been extended to 3D for voxel
classification. There have been several attempts to the appli-
cation of FCNs in 3D MRI segmentation in the medical litera-
ture [72, 73, 74, 75]. For instance, a 3D CNN consisting of two
interconnected pathways, specifically a convolutional and de-
convolutional pathway, was proposed in [72] for multiple scle-
rosis lesion segmentation in MRI. They connected the first con-
volution layer and the last deconvolution layer through a sin-
gle skip connection as a joint learning strategy of the feature
extraction and prediction pathways and achieved superior per-
formance when compared with five publicly available methods
for this task. The FCN architecture was later modified in [76],
named U-Net, to improve volume-to-volume learning and yield
more precise segmentations, which will be discussed next.

4.4. Biomedical Image Segmentation with U-Net

Ronneberger et al. [76] proposed a U-Net architecture com-
posed of a contracting path and an expanding path, which has
become the dominant approach for segmentation in recent ap-
plications. Although similar to an FCN, the architectural nov-
elty in U-Net lies in the fact that the up-sampling and down-
sampling layers are combined by skip connections to connect
the opposing convolution and deconvolution layers. Subse-
quently, several variants of U-Net capable of performing 3D
volume-to-volume segmentation were proposed with signifi-
cant improvements. For instance, in [77], a 3D U-Net is pro-
posed by replacing 2D operations in a 2D U-Net with their
3D equivalents, and in [78] a 3D-variant of the U-Net archi-
tecture using residual blocks, called V-net was implemented.
These architectures are trained on entire images or large image
patches as opposed to small patches and are hence affected by
data scarcity, which is typically addressed through data trans-
formations such as shifting, rotating, scaling, or applying ran-
dom deformations.

Efficient DNN-based medical image segmentation is often
driven by the recent progress in semantic segmentation. In
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Fig. 4. A schematic illustration of semantic-wise brain tumor segmentation with a SegNet-like architecture. The down-sampling through pooling layers in
the encoder part of the network is compensated by the up-sampling layers in the decoder part that results in a segmentation output with dimensions same

as the original input image.

[79], the authors employed a network architecture similar to
3D U-Net for bone and brain tumor segmentation. They com-
bined multiple segmentation maps created at different scales,
which was shown to speed up convergence. However, this ap-
proach can be computationally expensive as it employed large
receptive fields in convolutional layers. In [80], the authors im-
plemented a 3D U-Net that has been modified with respect to
up-sampling pathways, normalization methods, number of fil-
ters, and batch size, enabling training with large image patches
and capturing contextual information that leads to segmenta-
tion performance improvements. In a more recent work [81]
a separable 3D U-Net consisting of separable 3D convolutions
was proposed. Their S3D-UNet architecture fully utilizes the
3D volumes via the use of several 3D U-Net blocks. Isensee et
al. [82] argue that a well-designed U-Net architecture is com-
petent in generating state-of-the-art segmentation maps without
the need for significant architectural modifications and that en-
hancements proposed in prior literature provide no additional
benefit. It should be highlighted that the winning contributions
of the BRATS challenge in 2019 [83] and 2020 [84] have also
adopted U-Net based architectures. The authors in [83] utilized
a two-stage cascaded U-Net, and Isensee et al. [84] employed
the nnU-Net architecture [85], initially developed as a general-
purpose network for segmentation following a U-Net. 3D Deep
Learning models used in the winning entries of the BRATS
challenge within the past five years is summarized in Table 2.

Supervised learning methods require large manually anno-
tated data sets and do not generalize well for previously unseen
pathological appearances. Alternatively, deep generative mod-
els facilitate unsupervised training and provide a mathemati-
cally grounded framework for learning hidden structures and
complex distributions from unlabeled data. Next, we briefly
discuss a subset of deep generative models, generative adver-
sarial networks (GANs) [88].

4.5. Generative adversarial networks

Initially introduced for image synthesis from noise, GANs
have had an enormous impact on computer vision. Composed

of a generator that generates new data by learning a latent rep-
resentation of the training data from a prior distribution and
a discriminator that discriminates between real and synthetic
data, the network is designed to compete against the two com-
ponents during training, referred to as adversarial training. The
same notion can be applied in segmentation by devising a seg-
mentation network in place of the generator such that the dis-
criminator distinguishes the input segmentation mask between
the manually annotated ground truth and the segmentation map
predicted by the network (Fig. 5). This forces the segmen-
tation network to generate segmentation maps that are more
anatomically plausible. In [89], the authors applied an adver-
sarial training approach for semantic segmentation, which is
arguably the first study to utilize adversarial training to learn
semantic segmentation models. They trained a convolutional
net coupled with an adversarial network that can discriminate
between a segmentation map from ground truth and model pre-
diction, thus, facilitating the regularization of the segmentation
and the results showed improved accuracy. In the case of tumor
segmentation, Kamnitsas et al. [90] explored the performance
of adversarial networks on domain adaptation and showed that
their approach is robust to domain shift and does not require
manual annotation of labels when applied to new data in the
testing phase. This strategy of employing GANs for brain tu-
mor segmentation was later followed by many other studies
[91, 92, 93] incorporating several modifications. Notable is the
Segan [94] introduced for medical image segmentation, where
they show that single scalar output of real or fake in classic
GAN:Ss is ineffective and proposed an adversarial critic network
with a multi-scale L loss function.

4.6. summary

In this section, we covered different variants of deep learn-
ing architectures ranging from CNNs to GANs and their ap-
plications in the segmentation of brain tumors, which are sum-
marised in Table 3. Medical image segmentation has seen a
massive influx of deep learning methods. Nevertheless, these
methods are associated with certain limitations, such as the de-



Table 2. 3D Deep Learning models used in the winning entries of brain tumor segmentation (BRATS) challenge within the past 5 years

Remarks

Aggregate predictions from an ensemble of multiple models and archi-
tectures. The models in the ensemble are trained and optimized sepa-
rately under different optimization configurations and loss functions.

Imaging features are extracted using a larger encoder, and the segmenta-
tion mask is reconstructed using a smaller decoder. A variational auto-
encoder branch is added for regularization purposes. The ensemble of
10 models yielded the best performance.

The first stage is a variant of U-Net that generates a coarse prediction. It
is refined in the second stage with a U-Net consisting of two decoders.

Incorporate several modifications into the nnU-Net architecture [85],
including heavy data augmentation, region-based training, and post-
processing.

Modifications to the nnU-Net include the use of group normalization,
a larger encoder component in the U-Net, and axial attention in the de-
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Challenge Method Dice score
on test set
BRATS 2017  Ensemble of different ar-  0.886 (WT)
chitectures: DeepMedic, 0.729 (ET)
3D U-Net, and 3D FCN  0.785 (TC)
[64]
BRATS 2018  Encoder-decoder based  0.8839 (WT)
CNN architecture [86] 0.7664 (ET)
0.8154 (TC)
BRATS 2019  Two-stage cascaded U-  0.8880 (WT)
Net [83] 0.8327 (ET)
0.8370 (TC)
BRATS 2020  Modified nnU-Net [84] 0.8895 (WT)
0.8203 (ET)
0.8506 (TC)
BRATS 2021  Extended nnU-Net [87] 0.9319 (WT)
0.8835 (ET)
0.8878 (TC) coder.

Input Images

Ground Truth

Segmentation Network

Label

...................................

Human annotated
segmentation map

Machine generated
segmentation map

Discriminator

Prediction

Fig. 5. Adversarial training for tumor segmentation. Segmentation network generates segmentation maps and discriminator distinguishes between the
manually annotated and predicted segmentation maps.

mand for a large amount of data, the lack of model interpretabil-
ity and the generalizability [1]. Various strategies have been
proposed in past literature to optimize the task of segmentation
which has led to significant improvements in the development
of fully automated diagnosis systems.

5. Integrated Statistical/Probabilistic Deep Learning meth-
ods for MRI Segmentation

There has been a recent surge of interest in approaches that
leverage deep probabilistic models in segmentation. These
methods are a step toward bridging the gap between traditional
statistical methods and modern deep learning, which enables

the implementation of models that significantly benefit from
both streams. In the following, we present a comprehensive
summary of probabilistic deep learning and the applications of
traditional methods combined with deep learning in tumor seg-
mentation.

5.1. Deep probabilistic models

Deep probabilistic models combine the virtues of probabilis-
tic modeling with deep learning. These models capture relation-
ships between complex non-linear stochastic structures. For ex-
ample, variational autoencoder (VAE) [100] type models are es-
sentially deep statistical/probabilistic learning models that fall
at the intersection of statistical and deep learning models, which
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Table 3. Brain tumor segmentation studies based on deep learning

Model architecture Reference  Year Remarks
Convolutional Neural [60] 2014 2D CNN model architecture trained with a multi-channel patch-based ap-
Networks (CNN) proach
[61] 2015 2D CNN architecture with multi-modal image patches mapped into four 2D
input channels
[5] 2016 2D CNN-based architecture with multi-modality input
[64] 2017  Ensemble of multiple models which include 3D CNN-based architectures
[95] 2019 3D CNN model trained with multi-sequence 3D image patches
Multi-path architectures [67] 2016  Three-pathway multi-scale 2D CNN architecture
[62] 2017  Patch-based two-pathway 2D CNN architecture
[63] 2017  Dual pathway 3D CNN architecture with 3D fully connected CRF for post-
processing
[68] 2018  Multi-scale two-pathway CNN
[69] 2021  Multi-pathway 3D FCN-based solution
Fully Convolutional Net [72] 2016 3D Network consisting of a convolutional and deconvolutional pathways
(FCN) with skip connections
[73] 2016  Fully Convolutional Deep Residual Neural Network
[74] 2017  Boundary-aware FCN based on a multi-task learning approach
[75] 2017  Symmetry-driven FCN comprised of a down-sampling path and three up-
sampling paths
U-Net/V-Net [79] 2017  Multiple segmentation maps created at different scales
[80] 2017 3D U-Net that has been modified with respect to up-sampling pathways,
normalization methods, number of filters, and batch size.
[81] 2018 A separable 3D U-Net consisting of separable 3D convolutions.
[83] 2019 A two-stage cascaded U-Net. The winning contributions of the BRATS chal-
lenge in 2019.
[96] 2019  U-Net-based architecture trained with heavy data augmentations.
[97] 2019  Animproved U-Net with up skip connections and modified Inception mod-
ules.
[84] 2020  Modified nnU-Net [85] with heavy data augmentations. The winning con-
tributions of the BRATS challenge in 2020.
[98] 2022  U-Net-like architecture design with a Swin transformer as the encoder,
called Swin UNETR.
Generative Adversarial [90] 2017  Multi-connected adversarial network proposed for unsupervised domain
Networks (GAN) adaptation
[91] 2018 3D conditional GAN (cGAN) to synthesize FLAIR images from T1
[94] 2018  GAN-based framewok consisting of a FCN and a adversarial critic network
with a multi-scale L1 Loss
[92] 2020  Residual cyclic unpaired encoder-decoder network with unpaired adversar-
ial training
[93] 2021  CycleGAN-based cross-modality feature learning approach
[99] 2021  Unsupervised framework based on symmetric-driven GAN (SD-GAN)
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are also generative Bayesian models but parameterized with a
neural network (NN). While there are several other deep prob-
abilistic models, such as deep Gaussian processes [101], their
applications in brain tumor segmentation are lacking in the lit-
erature. In this sub-section, we primarily focus on VAE-type
models which have been extensively studied in prior literature
in the realm of biomedical imaging.

5.1.1. Variational Auto-encoders

An autoencoder (AE) is composed of an inference network
(encoder) that learns a mapping from the high-dimensional in-
put x € X to a lower-dimensional latent representation z € Z,
and a generator network (decoder) that reconstructs the data
in latent space to a reconstruction x’, where the input space is
X = R? and the latent space is Z = R?. VAEs provide a prob-
abilistic interpretation for variables in latent space by project-
ing input data onto a distribution. The prior distribution in the
latent representation is typically a multivariate Gaussian, de-
noted by pg(z) = N(0,1;). The conditional distribution py(x | z)
parametrized by 6 represents the likelihood of generating a true
data sample, given the sampled latent vector, which is usually
defined as py(x|z) = N(x|us(z),1p o%(z)) . The correspond-
ing posterior distribution py(z|X) is analytically intractable and
hence it is approximated by a variational distribution g4(z|x),
parametrized by ¢. In practice, the probabilistic encoder pa-
rameterizes the latent distribution and maps input data onto a
mean () and variance (o) vector, which are the parameters of
the multivariate Gaussian. Latent distribution is then randomly
sampled to feed into the probabilistic decoder that parameter-
izes the likelihood distribution py(x|z) and projects the latent
space attributes back to the original domain space.

Owing to their ability to model the distribution that charac-
terizes data, these models enable density-based anomaly detec-
tion and have received significant attention in clinical imaging.
In MRI analysis, VAEs typically address the detection of brain
pathology via an unsupervised abnormality detection approach,
where the distribution of healthy brain anatomy X € Xpeany
is modeled, which enables the detection of pathologies as out-
liers of the distribution. Multiple studies have explored the fea-
sibility of VAEs in tumor segmentation [86, 102, 103]. This
approach of incorporating VAEs in segmentation architectures
is evident in the works of [86], the winning contribution of
BRATS2018 challenge, in which they add a VAE to regularize
the decoder. In [102], the authors investigated the performance
of VAEs and adversarial auto-encoders on unsupervised lesion
segmentation, where they used a prior distribution of healthy
brain tissues to detect any abnormalities. They further proposed
a latent constraint to improve latent space consistency. Baur et
al. [103] presented a spatial VAE-based deep generative model
that captures the global context of MR slices instead of local
patches. A schematic illustration of brain MRI reconstruction
with the VAE model based on multivariate Gaussian assump-
tion is presented in Fig. 6.

5.2. Probabilistic neural networks

Probabilistic neural networks, such as Bayesian neural net-
works and mixture density networks are deep networks that

incorporate probabilistic layers and have many applications,
including quantifying uncertainties (sub-section 5.3.3) in seg-
mentation models. This section primarily reviews the literature
on Bayesian neural networks which have been successfully ap-
plied in medical image segmentation.

5.2.1. Deep Bayesian Neural Networks

In contrast to standard deep neural networks that assign point
estimates to the neural network parameters, in the Bayesian
probabilistic perspective of deep learning the space of the pa-
rameters is specified by prior and likelihood functions. The
most probable parameter values can then be captured by the
posterior distribution that enables obtaining probabilistic in-
terpretations of model predictions. However, its practical ef-
fectiveness is limited by the difficulties arising from choos-
ing an appropriate prior and posterior computation in high-
dimensional space. Determining the posterior is analytically
intractable, which is typically addressed through an approxi-
mation such as variational inference or Markov Chain Monte
Carlo (MCMC) based (e.g. Markov Chain Bernoulli dropout
[104]) methods.

In multi-label segmentation of brain tumors, a framework
that leverages Bayesian Neural Networks (BNN) and struc-
tured random forests in deep learning is reported in [105].
The Bayesian network was utilized to encode the statistical
relationships between image regions at the super-pixel level.
This approach showed superior performance compared to the
other methods. In particular, BNNs have proven excellent at
modeling uncertainties in bio-medication image segmentation
[106, 107]. For example, in a recent work by Chen et al. [107],
the authors presented a functional variational BNN where they
set the prior and variational posterior distributions as Gaussian
Processes. They evaluated its performance on medical image
segmentation and showed their approach leads to performance
gains on both segmentation and uncertainty estimation tasks.

5.3. Traditional methods combined with deep learning and
their applications in tumor segmentation

Deep and statistical learning based integrated methods have
great utility in a multitude of tasks, some of which are briefly
discussed here.

5.3.1. Data set Limitations/ Scarce Annotations

Probabilistic deep learning has proved to be useful when
training with limited data and sparse annotations [108, 109,
110]. The authors in [108] combined probabilistic atlas-based
segmentation with deep learning to develop an unsupervised
brain MRI segmentation model. They showed that their ap-
proach achieves promising results in terms of accuracy without
the need for annotated data at test time and is thus computa-
tionally efficient. Ito et al. [109] modeled the tumor segmen-
tation as a semi-supervised learning problem based on a CNN
using a small number of labeled images and a large number
of unlabeled images where they use image registration to at-
tach a pseudo-label for every voxel. Since the true labels of
the unlabeled images were unknown, they merged a probabilis-
tic framework in their CNN model using the EM algorithm.
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deep network to refine coarse voxel-level predictions.

While E-step performs a maximum a posteriori estimation for
the hidden true label of unlabeled images, the M-step updates
the parameters of the CNN model based on the estimated true
labels. Their experimental results suggested that their approach
achieves more accurate and stable segmentation than the mod-
els trained relying only on DNN-based methods.

5.3.2. Segmentation Refinement

Voxel-based classification methodologies sometimes result
in spurious responses and therefore, graphical-based models
such as MRFs [111] and CRFs [63, 112, 113, 114, 115] are of-
ten integrated into likelihood maps generated by CNNs as post-
processing to refine the segmentation, which acts as label reg-
ularizers (Fig. 7). CRFs are probabilistic models that consider
the contextual information, which allows to model voxel neigh-
borhoods that are arbitrarily large. More specifically, CRFs
model the conditional probability distribution of the target pixel
labels given the prediction distribution for each pixel. There
are several different variants of post-segmentation refinement
strategies with CRF, such as fully-connected CRF (FC-CRF)
that operates over the whole segmentation map, locally con-
nected CRF that smoothens local patches, and CRFs formulated
as recurrent neural networks (RNN-CRF) [116] that allow end-
to-end training with the segmentation network. In the realm of
tumor segmentation, authors [63] used a 3D CNN model in con-
junction with a 3D fully connected CRF for segmenting brain
lesions from 3D medical scans. While the 3D CNN model gen-
erates soft segmentation maps, CRF acts as a post-processing

step that produces final refined segmentation labels. Instead of
applying CRFs as a post-processing step for FCNNs, Zhao et
al. [115] suggested the integration of FCNNs and CRFs as one
deep network. They used 2D image patches and image slices
in axial, coronal, and sagittal views and trained three models,
which were then combined for the segmentation of brain tu-
mors and their results indicated that FCNN-CRF combination
improves segmentation robustness.

5.3.3. Uncertainty Quantification

There are several other areas, such as uncertainty estimation,
where the integration of traditional statistical learning methods
with deep learning becomes beneficial. Quantifying deep net-
work prediction uncertainty arising from data set limitations
or intrinsic biological noise is often necessary. Prior studies
have investigated uncertainty quantification with Bayesian neu-
ral networks [117, 104] and their applicability to biomedical
imaging in the context of brain segmentation [118, 119, 120].
In [118] authors show that uncertainty can be estimated ana-
lytically at test time through a Bayesian DL framework. Their
experimental results on multiple biomedical imaging data sets
indicated improved segmentation and calibration performance.
Thus, prior research suggests that employing Bayesian deep
nets for brain segmentation is a promising direction for obtain-
ing uncertainty estimates and the robustness level required for
clinically deployed automated systems.
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5.3.4. Generalizability

A model with good generalizability has great clinical poten-
tial. The generalizability of a model describes the adaptabil-
ity of a model when applied to data under different settings or
populations not encountered during training. For instance, a
model trained with data from one institution should perform
equally well on data from another, without significant perfor-
mance degradation. The same applies to cross-modality seg-
mentation (e.g., CT and MRI). The first federated learning chal-
lenge, Federated Tumor Segmentation (FeTS) challenge 2021
[121] was introduced recently, in which one of the challenge
tasks includes domain generalization. The goal of this task is
to assess the robustness of the segmentation model to dataset
shifts in multi-institutional glioma MRI scans. Some recent
studies [122, 123, 124, 125, 126] have indicated that statistical
and deep learning hybrid methods can successfully be applied
to improve generalizability. For example, Cerri et al. [125] pre-
sented a method for simultaneous segmentation of whole-brain
and lesions by utilizing both a probabilistic model and a deep
net and demonstrated their approach is contrast adaptive.

5.4. Summary

The research area covered in this section entails probabilis-
tic deep learning and the applications of deep/statistical hybrid
methods in medical image segmentation, summarised in Table
4. Probabilistic deep learning has been discussed under two
approaches: deep probabilistic models and probabilistic neu-
ral networks. The limitations of the current state-of-the-art can
be addressed by unifying traditional models with newer deep
learning approaches. In summary, it could be argued that the
future path for medical decisions with computer-aided systems
lies in the merging of traditional statistics with deep learning.

6. Brain Tumor Segmentation Data sets and Evaluation
Metrics

6.1. Data sets for brain tumor segmentation

The performance of segmentation algorithms is highly de-
pendent on the quality of the imaging data used for training.
Here we list some of the publicly available data sets for medi-
cal image segmentation.

e Brain tumor segmentation challenge (BRATS): The
BRATS challenge [51, 21, 7] is organized annually and
the data is published by the University of Pennsylvania’s
Center for Biomedical Image Computing and Analytics
(CBICA). It comprises clinically acquired 3D MRI scans
of glioblastoma patients. The BRATS2021 data included
pre-operative multi-parametric MRI scans for a total of
2040 cases (1251 for training, 219 for validation, and 570
for testing). The MRI brain scan modalities include T1-
weighted, contrast-enhanced T1-weighted, T2-weighted,
and T2 FLAIR sequences. Manual annotations by radi-
ologists serve as the ground-truth segmentation labels of
tumor sub-regions.

e Federated tumor segmentation challenge (FETS): The
FETS is the first challenge in federated learning, which
started in 2021 (FETS 2021) [121]. In addition to
clinically acquired scans from multiple institutions, the
FETS 2022 challenge leverages multi-institutional, multi-
parametric MRI (mpMRI) scans from the BRATS 2021
challenge. The challenge focuses on developing models
for segmenting intrinsically heterogeneous gliomas. The
main goals include developing a consensus model using
information from data collected by various independent
institutions but without data sharing and evaluating the de-
veloped models under a federated setting.

e Medical segmentation decathlon (MSD): MSD is a
biomedical image analysis challenge [133, 134] that fo-
cuses on a multitude of clinical tasks. It contains large,
open-source medical imaging data sets that serve as a
benchmark for validating and testing the generalizability
of image analysis algorithms. Its brain tumor data set com-
prises multi-modal (FLAIR, T1w, T1gd, T2w) MRI scans
of patients diagnosed with glioma. Data is acquired from
multiple clinical sites and includes 4D volumetric MRI
scans for a cohort of 750 patients (484 for training and
266 for testing).

Other data sets in brain lesion detection include the Ischemic
Stroke Lesion Segmentation challenge (ISLES 2022) [135]
data, Brain Tumor data set from Figshare [136], and The Cancer
Genome Atlas (TCGA) data sets: TCGA-GBM [137, 138, 21]
and TCGA-LBM [139, 138, 21].

6.2. Evaluation metrics in medical image segmentation

Assessing the quality of segmentation plays an important
role in model development, where model predictions are com-
pared against manual annotations by a radiologist, considered
the ground-truth label. Segmentation performance can be eval-
uated under several metrics, some of which are discussed be-
low. In the following metrics, the ground truth segmentation
is represented by S ,, and the segmentation that is evaluated is
denoted by §,.

e Dice coefficient: The Dice coefficient, the most widely
used metric for evaluating segmentation performance,
measures the spatial overlap between the ground truth (S )
and predicted (S ,) segmentations. Its value range is be-
tween 0 and 1, with a dice coeflicient equal to 1 indicating
a complete overlap. Mathematically, it is defined as fol-
lows:

S,US,

Dice(Sy,S ) = 25— 1"
oor IS¢l + 1S pl
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e Jaccard Index: The Jaccard index, also known as the in-
tersection over union metric, is related to the dice coeffi-
cient. It is computed by dividing the intersection of the
two sets by their union:
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Table 4. Applications of traditional methods combined with deep learning in tumor segmentation

Application Method Year Remarks

Segmentation performance Encoder-decoder with a 2018  VAE branch is added to regualrize decoder. The winning contribution

VAE branch [86] of BRATS2018 challenge.

VAE [102] 2018  Unsupervised lesion segmentation.

Spatial VAE-based deep 2018  Captures the global context of MR slices.

generative model [103]

Two-stage cascade model 2020  VAE was used for regularization to address over-fitting
with VAEs[127]

Context aware network 2021  Integrate a feature fusion model based on CRF.
combined with a CRF

[128]

Scarce/weak Annotations Probabilistic  atlas-based 2019  Combines probabilistic atlas-based segmentation with unsupervised
segmentation and deep deep learning to segment new MRI scans without requiring the asso-
learning [108] ciated labels to train new data.

CNN model combined 2019  Semi-supervised learning framework with an EM algorithm integrated
with EM algorithm [109] for training with a small number of labeled images.

Generative Bayesian Prior 2019 A knowledge transfer method based on Bayesian generative models for
network [110] training with small labeled data sets.

Belief Function-Based 2021  Based on the belief function theory, where the architecture is composed
evidential neural of a light UNet (LUNet) and an evidential neural network (ENN).
network[129]

Segmentation refinement FCNNs and CRFs [115] 2018  CRFs are constructed as recurrent neural networks. Integration of the
CRF-RNN framework into FCNN optimizes the spatial consistency of
the predicted brain tumor segmentation map.

CNN architecture with 2019  Fully connected CRF is used as a post-processing method that encode
FCREF [130] global contextual information in the prediction generated by the CNN.
Heterogeneous CNNs 2020 HCNNSs are combined with CRF to increase appearance and spatial ac-
(HCNN) combined with a curacy. The authors showed that this procedure also improve segmenta-
CRF-RRNN model [131] tion robustness.

Uncertainty quantification Bayesian Neural Network 2019  Uncertainty is estimated analytically at test time through a Bayesian DL
(BNN) [118] framework.

BNN [120] 2020  Predictive uncertainty is quantified using a BNN under a variational
inference setting.

Functional variational 2022  Variational inference is performed in function space. The Gaussian pro-

BNN  with  Gaussian cess is set as prior and variation posterior distributions.

processes [107]

Region-Based Evidential 2022  Output of the neural network is interpreted as evidence which was mod-

Deep Learning [132] elled as a Dirichlet distribution.

Generalizability Biophysical tumor growth 2018  Domain adaptation framework
model combined with a
GAN [122]

Generative  probabilistic = 2019  Modality-adaptive method in which convolutional restricted Boltzmann
model[123] machines are used to model the tumor shape.

Probabilistic 2020  Unpaired Cross-Modality Adaptation.

segmentation[124]

Generative model com- 2021  Simultaneous segmentation of whole-brain and lesions. They demon-
bined with a deep net strated their approach is contrast adaptive.

[125]

Gaussian process prior 2021  This approach was proposed to impute missing MRI sub-modalities.

VAE [126]
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e Hausdorff distance:

Hausdorft distance (HD) is a spatial distance-based metric
that quantifies the distance between the ground truth and
segmentation boundaries. Let i and j denote the points
in §, and §, respectively. Let the distance between the
points i and j be denoted by d. The HD can be calculated
as follows:

HD = (max (min(d(i, j))) ,max (min(d(i, j)))) ©6)
ieseg \ jEgt jegt \i€seg

Other metrics for segmentation evaluation include sensitiv-
ity and specificity. These measures, however, have drawbacks,
such as small segments being penalized more than large seg-
ments [140]. We have only discussed the most commonly used
metrics here. The interested reader is referred to [140] for a
comprehensive overview of metrics for evaluating the segmen-
tation of medical images.

7. Limitations, challenges and future directions in biomed-
ical image analysis

7.1. Limitations and challenges

Medical image segmentation encompasses a broad set of
challenges including complex and subtle surrounding bound-
aries of organs, lack of sufficient level of the region uniformity
and similarity, low contrast and intensity inhomogeneity, image
noise, partial volume effect, and other artifacts that impede pre-
cise identification of abrupt variations between organs of inter-
est. Class imbalance, data acquisition, and the 3D nature of data
pose additional challenges, which are briefly described here.

e Imbalanced Data: Class imbalance presents one of the
major difficulties in segmentation. For example, the tumor
region typically constitutes only up to 15% of the brain,
and tumor sub-regions are even smaller, thus the class dis-
tribution is dominated by the background voxels compared
to the foreground voxels of tumor tissues. Prior work pro-
pose several strategies to address imbalanced distributions,
which include applying a weight map to the categorical
cross-entropy loss function or incorporating different loss
functions, such as focal loss [141]. A recently introduced
dynamically weighted balanced loss [142] focuses on dy-
namically adjusting class weights to address the class im-
balance that also leads to improved calibration. In the con-
text of tumor segmentation, customized dice loss is a com-
monly adopted approach [78, 143]. Devising algorithms
that are adept at dealing with class imbalance is impera-
tive in medical image analysis.

e Scarce Annotations: Another primary limitation in
biomedical imaging is the acquisition of labeled data.
While computer-aided systems make the diagnosis pro-
cess more efficient, supervised deep architectures require
access to large, labeled data sets. Manual annotation re-
quires domain expertise, and it is time-consuming. Since
small data sets lack generalizability, deployment of semi
or unsupervised architectures may be more effective.

e Memory Consumption: 3D neuroimaging data are mem-
ory intensive. In order to utilize contextual information
in brain volumetry on MR images, 3D deep networks are
typically deployed, which use extensive memory. Previous
research adopts different techniques to address this issue,
which include training on 2D slices or image patches and
employing multi-path models. However, regulating the
trade-off between leveraging the spatial context of neigh-
boring voxels and computational complexity continues to
be a challenge. Although some efforts have been made to
address this issue [144, 145, 146], further research is re-
quired in this area.

7.2. Future Directions

The transition from scientific research to clinical practice de-
pends on the trustworthiness of computer-aided diagnosis sys-
tems and raises profound questions about reliability, uncer-
tainty, and robustness. For example, how to detect when the
computational algorithms get it wrong? Can we predict when
the machine learning model will fail and how to make the al-
gorithm robust to changes in real-world conditions and clinical
data? These research questions are of central interest in safety-
critical medical applications where accuracy is integral. Here
we briefly discuss some of the critical challenges and potential
future directions in medical image analysis.

e Learning the right features: The performance of the di-
agnosis system should not be influenced by the variability
across different scanners, settings of the image acquisition,
or other clinical conditions of patients. Learning discrim-
inative features, which are generalizable representations
across data sets is an active area of research, however,
until substantial progress is made in robustness research,
caution should be exercised in relying on these strategies
where precision is vital.

e Knowing when the model does not know: Quanti-
fying uncertainty in tumor segmentation is indispens-
able in clinical decision-making [147, 148]. While deep
learning-based approaches have achieved remarkable suc-
cess performance-wise, their practical applicability is lim-
ited as models do not produce a measure for prediction
uncertainty. We expect the research on uncertainty estima-
tion in neuroimaging to increase in the near future.

e Detecting when an automated system fails: Deep net-
work based methods are prone to overfitting and hence
evaluating the level of accuracy on new clinical data in
the absence of ground truth is crucial in automated diag-
nosis. Methods are required to identify when the system
fails and to evaluate the actual performance after imple-
mentation when a reference segmentation by an expert is
inaccessible. This has been previously evaluated only to a
very limited extent [149]. Future efforts should further ex-
plore this issue before the clinical adoption of automated
systems.

e Going beyond human-level performance: The ultimate
goal in computer-aided medical screening is to surpass
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human-level performance. Cancer histopathology reads in
biomedical imaging require expert knowledge, and it may
be subject to annotation bias while leading to a lack of
agreement among human experts. Therefore, identifying
the exact ground truth segmentation could be challenging.
Synthesis of ground truth via adversarial learning appears
to be a promising research direction in this context.

8. Conclusion

Precise tumor delineation is imperative for accurate assess-
ment of the relative volume of lesion sub-components. A com-
prehensive review is conducted on the state-of-the-art brain tu-
mor segmentation of 3D MRI ranging from traditional statisti-
cal approaches to modern deep learning. We covered the fun-
damentals, discussed the methodological foundations, and ad-
dressed their potential and limitations. The review conducted
leads to the following conclusions: deep learning, being capa-
ble of learning high-level feature representations automatically,
has emerged as a powerful mechanism in automated volumetric
medical image segmentation. Moreover, it has been observed
that engrafting statistical methodologies in deep networks im-
prove biomedical image segmentation. Thus, volumetric 3D
MRI segmentation at the intersection of statistical modeling and
deep learning can be considered a more effective alternative to
the methods which are purely statistical or deep learning based.
While these automated methodologies improve the qualitative
expertise of clinicians and facilitate accurate volumetric tumor
delineation and outcome prediction, they mostly remain in the
pre-clinical research domain. Although studies have been con-
ducted by many researchers for 3D volumetric tumor segmen-
tation, difficulties associated with biomedical imaging are still
insufficiently studied and the deployment of robust automated
systems is a challenge for future research to explore. Future
studies could fruitfully investigate these issues further through
more systematic and theoretical analysis.
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