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Abstract  Deep learning has achieved remarkable 
performance in many classification tasks such as image 
processing and computer vision. Due to its impressive 
performance, deep learning techniques have found their 
way into natural language processing tasks as well. Deep 
learning methods are based on neural network architectures 
such as CNN (Convolutional Neural Networks) with many 
layers. Deep learning methods have shown state of-the-art 
performance on many classification tasks through several 
research works. It has shown great promise in many NLP 
(Natural language processing) tasks such as learning text 
representations. In this paper, we study the possibility of 
using deep learning methods and techniques in clinical 
documents classification. We review various deep 
learning-based techniques and their applications in 
classifying clinical documents. Further, we identify 
research challenges and describe our proposed 
convolutional neural network with residual connections 
and range normalization. Our proposed model 
automatically learns and classifies clinical sentences into 
multi-faceted clinical classes, which can help physicians to 
navigate patients’ medical histories easily. Our propose 
technique uses sentence embedding and Convolutional 
Neural Network with residual connections and range 
normalization. To the best of our knowledge, this is the 
first time that sentence embedding and deep convolutional 
neural networks with residual connections and range 
normalization have been simultaneously applied to text 
processing. Lastly, this work follows a generalized 
conclusion on clinical documents classification and 
references. 

Keywords  Text Classification, Document 
Classification, Unstructured Text, Deep Learning, Word 
Embeddings, Sentence Embeddings, Convolutional Neural 
Network 

1. Introduction

1.1. Background and Context 

Information technology is playing an increasingly 
important role in medical practice. One notable example is 
the use of Electronic Health Records (EHRs) in healthcare 
delivery settings which has made it possible to collect and 
store unprecedented amounts of detail clinical data from 
patients [1]. The increase availability of electronic health 
data has led to increased interest in computational 
techniques [2] to harness information from electronic 
health data. Unstructured narrative text such as clinical 
notes, pathology notes, radiology reports, discharge 
summaries, etc. are important documents stored in 
Electronic Health Records (EHRs) [3] and contains 
valuable information [3] which can be useful for patient 
care [4] and clinical research [5], [6] such as extraction of 
relations from clinical notes [7]. The medical record serves 
multiple purposes such as communicating and 
documenting critical information about patients' medical 
care among health care professionals [8]. A comprehensive 
patient’s clinical record contributes to quality and efficient 
healthcare of a patient during hospitalization and also 
during subsequent follow-up visits, as they can provide a 
complete and accurate chronology of treatments, patient 
results and future plans of care [9], [10]. 

Despite their utility, the unstructured nature of clinical 
documents makes it challenging to retrieve and extract 
relevant information about patients during care episodes or 
retrieve relevant information about a population during 
clinical research. One such challenge is to get a 
summarized overview of a given patient medical history. 
Therefore, the wide adoption of EHR systems does not 
automatically lead to easy access to EHR data for doctors 
and researchers. Physicians must read through the same 
way one would their paper counterparts. 

Another reason behind limited access stems from the 
fact that EHR data are composed of personal identifiers, 
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which is a combination of potentially sensitive medical 
information, and it induces privacy concerns 

Natural language is widely used to document patients’ 
medical histories, because of its expressivity and efficiency 
[11]. The resulting clinical documentation is critical in 
medical practice [12], [13] and it serves a number of 
purposes such as billing purposes, liability protection, 
disease research and surveillance, and the patient’s future 
health management[14]. Documenting a patient medical 
history has traditionally been a paper chart note where 
physicians write free notes on paper. However, paper based 
clinical records are giving way to electronic versions using 
electronic health records (EHRs) [15]. Information in a 
clinical record conveys meaningful medical knowledge 
and patients’ health information. Extracting information 
from these clinical texts is therefore an important task of 
information retrieval in clinical domain, and is the key step 
to understanding a patient medical history. Text 
classification of clinical documents would pave the way to 
categorize the medical sentences into multi-faceted 
categories of information. This would allow physicians to 
easily analyze, summarize, and explore content of medical 
documents related to various patients’ diseases and 
conditions. 

1.2. SOAP Documentation Framework 

The Subjective, Objective, Assessment, Plan (SOAP) is 
a documentation format used by doctors to write clinical 
notes [16]. Clinical notes are made in a chart by recording 
interactions with patients which usually documents what 
transpired during patient visits. In documenting the clinical 
aspects of a patient, physicians have traditionally used 
SOAP documentation format [16] for a long time. SOAP is 
a documentation format used by physicians to organize and 
interpret clinical documents with the objective of 
enhancing understandability of the medical history of a 
patient’s hospital visit as described in a clinical report [17] 
which is usually a medical text chart. The Subjective, 
Objective, Assessment, and Plan (SOAP) documentation 
framework is a high-level model used to structure clinical 
notes. It organizes clinical documentation in a way that 
supports assessment, reasoning, and decision making [18] 
and it is widely used method for documenting clinical notes 
by healthcare providers [19]. SOAP note was started by 
Larry Weed [20] and its function is to highlight the 
importance critical documentation details either in paper 
records or in electronic health records [21]. SOAP is an 
acronym which stands for Subjective, Objective, 
Assessment, and Plan. 

S: Clinically pertinent things that the patient informs a 
doctor (except how they respond to today’s treatment). 

O: Clinically pertinent observations that a doctor obtains 
by clinical examination on that patient visit. 

A: Assessment of how the patient is progressing (based 
upon doctor’s impression of patient subjective plus 

objective data from prior visits). 
P: Today’s treatment, treatment response, and any plans 

for future care. 
In this paper, we borrowed from SOAP documentation 

format the sentence of structuring clinical notes into 
multi-faceted clinical information by classifying clinical 
notes into predefined categories of symptoms, diagnosis, 
disease and treatment. The idea is to model clinical notes 
according to SOAP clinical reasoning. This was inspired 
by the fact that, much of this information within the patient 
encounter, or treatment instance can be categorized into 
separate sections. 

1.3. Challenge of Narrative Clinical Text 

Given the abundance of electronic clinical documents 
and their important role in medical practice, there is need 
for text classification tools which are able to classify them 
and get relevant useful information [22]. As the amount of 
unstructured text data that is produced by electronic health 
records increases, so does the need to intelligently process 
it and extract different types of information from it. 

Clinical notes in electronic health records (EHRs) 
usually contain important information for medical 
investigations. A key challenge facing designers of such 
systems, however, is that the majority of these documents 
are free text documents often with no fixed structure or any 
other explicit semantic information [23]. Therefore, 
computers can’t easily process such unstructured data and 
get meaningful information. However, most clinical data 
exists in the form of free text narratives. Patient encounters 
are often recorded in free text format in form of clinical 
notes [24]. Notes like “Patient appeared to be extremely 
tired and to be suffering from high fever.” can be written in 
different ways. While this may be easily understood by 
human reader, it can be very challenging for a computer to 
understand it. As a result of this issue, much of the natural 
language processing research in health care now focuses on 
analyzing and processing text in clinical documents. 

Secondly, these documents often contain personal 
identifying information and protecting confidentiality and 
privacy of personal health data is a major ethical issue [25], 
[26]. 

1.4. Overview Text Classification 

Text classification is an active research field in machine 
learning and information retrieval. Due to the increasing 
growth of information, text classification has become an 
important technique for organizing unstructured text [27], 
[28] in many domains such as in healthcare [31]. In general, 
text classification plays an important role in information 
extraction, text summarization, text retrieval, medical 
diagnosis etc. It has been successfully applied to 
applications such as spam detection, document routing, 
categorization of web pages, and medical language 
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processing [29].  
It entails assigning various texts to a particular class 

label. For example, a clinical document usually has words 
or sentences which can be assigned to a particular class 
label (say “symptoms”) among other available class labels 
like “diagnosis”, “disease” and “treatment”. According to 
Wilcox and Hripcsak (2003) [29], Text classification is 
widely recognized as a crucial phase in knowledge 
discovery process and is often the first step in many data 
analytics applications [30] and a fundamental task in 
document processing [31].  

1.5. Clinical Document Classification 

In healthcare, clinical documentation in form of clinical 
notes, are mainly written in natural language and it is useful 
in answering clinical questions by giving detailed patient 
health history, clinical reasoning, and clinical conclusion.  

Currently, manual text classification is used where; 
physicians read through a clinical document in order to 
interpret the meaning of the underlying text, identify the 
causal relationships between sentences and categorizing 
them. While this gives users more control over 
classification, it is usually expensive and time consuming. 
Automatic document classification uses machine learning 
algorithms to classify documents automatically. This has 
the advantage of being faster, scalable and more objective. 

The increase use of health information systems has led to 
a massive accumulation of electronic clinical documents 
which are mainly made up of unstructured text. While this 
data may be useful for physicians and researchers, reading 
through lots of text (such as clinical notes) to get important 
information is quite challenging which may negatively 
impact decision making process. Reading these clinical 
documents may consume a lot of time at the expense of 
treating the patient. Despite the substantial research 
interests and efforts devoted to classification of medical 
documents, automating this task still remains challenging. 
Clinicians still rely on manual reading, a prohibitively 
time-consuming process. Physicians spend a lot of time 
scanning through clinical documents with a view of 
identifying key problems and getting an overall patient 
health profile. 

Document classification may therefore be helpful in 
processing clinical documents by extracting important 
clinical sentences. The increasing availability of electronic 
clinical notes resulting from the increasing use of EHR 
systems in healthcare may be processed using text 
classification techniques [32]. Several researchers such as 
in [33], [34] and [35] have attempted to leverage the utility 
of narrative clinical notes using text classification 
techniques. Deep neural networks have shown promising 
results for various clinical text classification tasks. 
However, training neural networks often requires large 
labeled training data which requires high computational 
resources, and hyper parameters optimization which is a 

time-consuming process.  
Recent advances in deep learning have witnessed 

unprecedented performance in various tasks such as image 
processing [36], image recognition [37] and more recently 
natural language processes [38]. It is possible to achieve 
higher performance, by training deep learning models with 
a lot of data though with high computational overhead [39], 
[40]. Several techniques have been proposed to address this 
problem such as using distributed deep learning technique 
that has been investigated extensively in recent years [40]. 
In the recent past, deep learning has shown promising 
results in various clinical text classification tasks [41] and 
is emerging as an efficient machine learning technique for 
classifying text documents. Although deep learning has 
achieved state-of-the-art results in many challenging tasks, 
the adoption of deep learning in clinical NLP has been 
comparatively slow. 

Our research goal in this paper is to propose a deep 
learning model that can automatically classify 
representations of unstructured clinical documents. 

In this paper we describe deep learning model to identify 
important medical sentences in a patient medical chart and 
classify them into symptoms, diagnosis, disease, treatment 
and personal identifying information (PII). We propose the 
use of convolutional residual with sentence embeddings 
and range normalization. The input of our model consists 
of raw medical text charts.  

1.6. Clinical Relevance 

In this study, the current study is relevant because no 
previous studies have investigated the possibility of using 
deep learning to classify clinical documents according to 
multi-faceted information such as the SOAP 
documentation framework. As mentioned earlier, SOAP 
framework is used by clinicians to organize and interpret 
clinical information within a note with the objective of 
helping to better understand the course of a patient’s 
healthcare as described in a clinical report. 

Many healthcare providers are increasingly using 
clinical information systems such as electronic health 
records (EHRs) in healthcare delivery. Therefore, 
structured and unstructured patient clinical information are 
collected during clinical encounters with patients and this 
creates an opportunity to utilize this information to 
improve the quality of care and research. However, 
physicians and researchers have limited time and tools to 
process all the available data for each patient. Machine 
learning approaches; have been proven to be effective in 
extracting information from vast amount of data and 
generalizing to new cases. 

In the recent decades, there has been unprecedented 
growth in electronic health data due to electronic health 
records, but has not been matched by an equivalent ability 
to efficiently leverage this data in medical practice and 
clinical research. It is therefore challenging for unaided 
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healthcare professionals to use the available electronic data 
to deliver patient care efficiently. Successfully classifying 
clinical documents into multi-faceted semantic classes can 
help in decision making support based on already existing 
data. In addition, classifying a monolithic document into 
multi-faceted components related to patients’ medical 
histories may be both time-saving and efficient.  

2. Literature Review 

In this section, we begin with a review of existing 
techniques for general text classification tasks and 
classification of clinical documents. This is followed by a 
review of recent advances in deep learning. Finally, we 
summarize specific investigations into using deep 
convolutional networks. 

2.1. Overview 

Using standard electronic health records is a convenient 
way of obtaining large amounts of medical data [42]. 
However, most clinical reports are documented using 
narrative text [42] and most useful data from individual 
patients are usually in clinical reports in form of narrative 
text [43]. Therefore, it is challenging to extract information 
from this data without appropriate pre-processing [44], 
[45].  

A lot of research work has shown that most electronic 
health records are documented using narrative text [46], 
[47] and it is always preferred by clinicians as it is the most 
natural and expressive way for documenting the clinical 
patients encounters. However, analyzing and re-using this 
information requires extraction of important clinical 
information from clinical text. A variety of technologies 
have been used to extract important information using 
techniques such as natural language processing (NLP) [46], 
data mining [46], and machine learning [47]. In addition, 
text classification techniques have been used to extract 
useful information from clinical documents [48] and it is 
currently an active research field in information retrieval 
and machine learning.  

2.2. Text Classification 

Researchers have studied and applied a variety of 
methods for text classification problems. From the 
literature, a number of statistical classification methods and 
machine learning techniques have been applied to text 
classification problems. Common examples includes Naïve 
Bayes (NB) [49], K-Nearest Neighbor (KNN) [50], [51], 
Decision Tree (DT) [52],Support Vector Machines (SVM) 
[53], [54],Centroid Based Classification (CBC) [55], [56], 
[57], [58], classifier ensemble approaches [59] and 
maximum entropy [60]. Some of the widely used text 
classification techniques found in the literature includes 
Support vector machine, K-nearest neighbor and naive 

Bayesian techniques. Trstenjak B, et al. [61] used 
K-nearest neighbor (KNN) technique with term frequency–
inverse document frequency (TF-IDF) method. The use of 
KNN and TF-IDF gave good performance results. 

Recently, deep learning [62] approaches have achieved 
high performance compared to traditional algorithms [63]. 
Deep learning has shown major state-of-the-art 
developments in many domains, such as speech 
recognition [64] and computer vision [63], [65], image 
processing [66], [67]. 

Convolutional neural network (CNN) [68], [69] and 
recurrent neural network (RNN) [70], [71] are often used 
and they are powerful in learning representations of texts 
[72]. From the literature, a number of deep learning 
techniques have been applied to general text classification 
problems such as in [68], [69],[73], [74], [75], [76] and [77] 
and they have proven to be state of-the-art methods in text 
classification [78]. 

2.3. Clinical Text Classification Using Deep Learning 

In the recent past, research works on text classifications 
of clinical documents using deep learning such as in [79], 
[80] and [81] are beginning to emerge. Applying deep 
learning techniques to classify clinical documents in 
harnessing the unprecedented amount of unstructured 
clinical information associated with each patient encounter, 
such as clinical notes, discharge summaries etc. 

Miotto, R et al [82] reviewed deep learning opportunities 
and challenges in health care domain. They proposed that 
deep learning techniques could be used for processing big 
biomedical data which can be used to improve human 
health [82]. Lee, G.E. (2017) [83] presented a 
convolutional neural network for classifying medical 
documents for systematic reviews. The objective was to 
improve the laborious task of identifying eligible 
documents for systematic reviews [83]. Hughes, M et al 
[84] presented a CNN model for classifying medical 
documents at sentence level. He demonstrated that CNNs 
can represent the semantics of clinical text enabling 
semantic classification at a sentence level. Choi, E. et al [85] 
presented a RNN based model that uses patient history to 
predict diagnoses and medications during patients’ 
subsequent visits. It assesses used patient’s medical history 
to make multi-label predictions [85]. The state of art 
development in text classification which is becoming very 
common is the use of CNNs with word embedding 
language models for text classification tasks [86], [87]. 

2.4. Challenges in the State of Art 

In the last few years, machine learning approaches have 
been shown to be efficient and effective in clinical text 
classification tasks [88], [89]. However, successful 
machine learning model requires a lot of labeled training 
data which is manually created. This problem is magnified 
in the healthcare domain, mainly due to: 
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i) Lack of publicly available clinical corpora due to 
patient privacy concerns[90], and 

ii) The requirement of domain medical knowledge to 
accurately create labeled training data from clinical 
text. 

And therefore, popular methods for creating labeled data, 
such as crowdsourcing, are not applicable in clinical 
domain [90]. 

In the last few years, a combination of deep neural 
networks and its derivatives (CNN and RNN) and 
distributional word representations (word embeddings) 
have been preferred for the clinical documents 
classifications for the following reasons: 
i) The ability of word embeddings to capture the 

semantic relationships of words[91] 
ii) The ability of deep learning methods to make use of 

available data to extract important features without 
requiring a lot of labeled data (NLP) [92]. 

The use of traditional machine learning techniques 
requires a large amount of labeled data to train reliable 
predictive models [93]. In addition, traditional text 
representation techniques (Bag of words) are unable to 
capture the semantic properties and linguistic relationships 
between words which are very important in clinical 
documentations. Bag of words word representation is not 
therefore suitable for modeling clinical sentences because 
clinical sentences are often expressed using multi-word 
sentences e.g. “high blood glucose” and “high fever”. 
Human interpretation of a text is based on the meaning of 
sentences rather than on the individual words. Therefore, 
the use of a combination of word embeddings [91] which 
captures the semantic relationships of words and deep 
learning methods that make use of available text data have 
emerged as a state of art solution to the above problems 
(NLP) [92]. Recently, techniques based on Deep Neural 
Networks (DNNs) have achieved great performance in 
classification tasks in a wide range of applications, such as 
natural language processing [94]. Examples of deep 
learning applications in healthcare which have shown 
promising results; include mortality prediction [95], patient 
note de-identification [96], skin cancer detection [97] and 
diabetic retinopathy detection [98]. However, apart from 
the state of art performance of neural networks, it suffers 
the following problems: 
i) Overfitting - Deep learning major problem is 

overfitting [99] which occur, when a model learns 
well the training data to the extent that it negatively 
impacts the performance of the model on new data 
[100]. Usually, the goal of machine learning 
algorithm is to perform well on the training data and 
generalize well to new data. Overfitting negatively 
affects the generalizability of the model. 

ii) The problem of covariate shift - In addition, training 
deep learning models is difficult and getting them to 
converge in a reasonable amount of time is still 

challenging [101], [102]. A well-known problem of 
deep neural networks is the problem of covariate shift 
(Ioffe and Szegedy), which negatively affects the 
speed of training deep neural networks [103]. This is 
attributed to the changing nature of layer's inputs 
during training, as the parameters of the previous 
layers change. This slows down the training by 
requiring lower learning rates and careful parameter 
initialization [101].  

iii) Vanishing gradient problem - Deep neural networks 
have been shown to be more effective in classification 
tasks. However, increasing the depth of a neural 
network often makes it more difficult to train, due to 
the vanishing gradient problem [104]. 

Thus, there is need to come up with new techniques 
which solve the above problems in order to come up with 
models with better training rate (learning rates) and higher 
classification accuracy to support clinical text 
classification problems.  

2.5. Regularization Techniques 

The use of convolutional neural network has been 
successful in many fields such as computer vision [105] 
and natural language processing [106], [107] and proving 
to be remarkable in text classification tasks, achieving 
state-of-the-art results [107],[108], [109], (110]. Although, 
CNNs have shown remarkable performance, training them 
is difficult due to the problems of overfitting, vanishing 
gradient and covariate shift as explained above. In the 
recent past, it has been shown that increasing the depth of 
CNN architectures further aggravates the problems 
[111].To address these challenges, regularization have 
been proposed [112]. Some of the commonly used 
regulation techniques include dropout [65], batch 
normalization [102] and kernel regularization [113]. In 
addition, deep residual learning [104] has been proposed as 
a technique to overcome vanishing gradient problem in 
deep networks [111]. However, it has been shown that 
ResNets does not resolve the vanishing gradient problem 
[114]. As a result, training deep neural networks still 
remains an open research problem. Therefore, proposing 
better techniques to overcome the above challenges is very 
important. In this paper, we introduce a novel range 
normalization technique to alleviate training difficulties of 
deep neural networks, while giving better performance 
over batch normalization. 

In the last few years previous attempts by researchers 
have addressed the above problems using batch 
normalization [102] which helps in accelerating deep 
neural network training and accuracy. It works by 
normalizing activations in intermediate layers of deep 
neural networks [115]. 

It is currently the most widely adopted technique to 
accelerate and stabilize training of deep neural networks 
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[116]. However batch normalization has some limitations 
such as the inability to consider the underlying distribution 
of the parameters and the nodes [117]. In addition, it 
depends on batch statistics for layer wise input 
normalization during training which makes the estimates of 
mean and standard deviation of input (distribution) to 
hidden layers inaccurate for validation due to shifting 
parameter values [118]. Batch normalization has also been 
shown to require significant computational overheads 
[119].  

A more recent research by Lian and Liu [120] pointed 
out that the performance of batch normalization depends on 
how well the batches are constructed during training, and it 
may not converge to a desired solution if the statistics on 
the batch are not close to the statistics over the whole 
dataset [120]. They further demonstrated four issues with 
batch normalization namely; BN fails/overfits when the 
mini-batch size is 1, BN’s solution is sensitive to the 
mini-batch size and BN fails if data are with large variation 
[120]. 

2.6. Overview of Our Contributions 

As mentioned earlier, training deep neural networks 
have been shown to be challenging. Increasing the depth of 
a neural network often makes it more difficult to train, due 
to the problems of overfitting, vanishing gradient and 
covariate shift. In this paper we propose a novel 
regularization technique called range normalization to help 
overcome the above problem. We will then apply this 
technique in classifying clinical documents and comparing 
with batch normalization which is our baseline. We will 
then carry out a set of experiments, by comparing the 
performance of range normalization against batch 
normalization. To the best of our knowledge, this is the 
first time that range normalization has been used as a 
regularization technique. After each convolutional layer 
the range normalization is applied this maps the data to a 
desired range (ex. [0, 1] in our case) through a simple linear 
transformation. 

3. Description of Our Proposed Model 

3.1. Overview 

In this section, we describe an ongoing project of 
developing a deep learning model for classifying clinical 
documents into four clinical sentences namely symptoms, 
diagnosis, disease/assessment and treatment. These four 
clinical sentences are based on SOAP documentation 
format which has four key sections as described above. In 
addition, we include the personal identifying information 
such as patient name etc. 

We used the generic sentenceualization of Weed's SOAP 
documentation format to classify clinical sentences 
according to the Subjective, Objective, Assessment, Plan 

(SOAP) headings to classify elements of these notes. We 
looked especially at symptoms, diagnosis, disease and 
treatment and how to model these according to SOAP 
clinical reasoning. This was inspired by the fact that, much 
of this information within the patient encounter, or 
treatment instance can be categorized into separate sections. 
The physicians use a well-known methodology to divide 
their notes, known as SOAP (Subjective, Objective, 
Assessment, and Plan) [121]. 

Table 1.  Medical Sentences mapping to SOAP standard 

Medical Sentence SOAP Format 

Symptoms S: subjective 

Diagnosis  O: objective 

Assessments/Conclusions  A: Assessment 

Treatments  P: plans 

The document is viewed as being made up of several 
clinical sentences and each sentence belongs to a particular 
semantic class of sentences such as symptoms, diagnosis, 
conclusions/disease and treatment. Given a patient medical 
text chart and a set of semantic medical classes in medical 
practice, we need to build a classifier that can classify the 
various medical sentences in the medical chart into the 
appropriate clinical sentence classes.  

We proposed a deep learning algorithm, using 
convolutional neural network with residual skip connection 
and range normalization and sentence embeddings for 
clinical sentences classification. The novelty in the 
algorithm lies with the skip connections and range 
normalization.  

3.2. Formulation of the Problem 

We formally restate the clinical document classification 
problem as follows: 

Given a clinical document with a set of clinical 
sentences, S = {s1, s2, s3……..sn} and a set of classes, C = 
{c1, c2, c3, c4, c5} and class assignments {si, yi} with yi ⊆ C 
for all 1 ≤ i ≤ 5, how can we create a classifier C which 
correctly predicts the set of classes yj for each clinical 
sentence sj ∈ Stest ⊂ S, based on class assignments of Strain ⊂ 
S. While considering the fairness condition Strain ∩ Stest = ∅. 

Where 
c1: Symptoms 
c2: Diagnosis 
c3: Assessment/Disease/Conclusions 
c4: Treatment 
c5: PII (Personal identifying information e.g. patient 

name, date of birth etc.) 

We can generalize as follows, given a dataset of pairs (sj , 

cj ) where  
 sj is a sentence of one or more words and  
 cj is one of the possible classes for the sentence i.e. cj 

= {Symptoms, Diagnosis, Disease, Treatment and 
PII(Personal identifying information)} 
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Figure 1.  Clinical document visualization architecture 

Our objective is to design a function or a classifier F 
which maps an arbitrary sentence (clinical sentence) to one 
of the possible clinical sentence classes. 

To begin with, we discuss the general problem, where 
we have a classification problem with five classes. This 
means we are given  samples 𝑋𝑋 = {𝐱1, … . , 𝐱𝒏 } 

and the classes 

Y= {𝐲1, … . ,𝑦𝒏 } 

Where 𝐲𝑖, ∈ {1,2,3,4,5}. We use a neural network to 
model the probability 𝑃(𝑐𝒋 ∣ 𝐱𝑖 )  of a class 𝑐𝒊  given 
sample 𝐱𝑖 . 

We then estimate out prediction as: 𝐲𝑖, = 𝒂𝒓𝒈𝒎𝒂𝒙𝑗∈{1,2,3,4,5}𝑃� 𝑐𝒋 ∣∣ 𝐱𝑖 �. 

Now we set up a simple neural net with 5 output nodes, 
one output node for each possible class. 

3.3. Architecture of Our Proposed Model 

Our objective is to design a function or a classifier F 
which takes a patient medical text chart as input and maps 
an arbitrary sentence (clinical sentence) to one of the 
possible clinical sentence classes (Symptoms, Diagnosis, 
Disease, Treatment, PII (Personal identifying information) 
as illustrated in table 2 below. 

Table 2.  Clinical sentences classification 

Clinical Sentence Classification 

High fever Symptom 

Fatigue Symptom 

Frequent urination Symptom 

Frequent infections Symptom 

Pressure: 113/79 mmHg Diagnosis 

Temperature:37 Diagnosis 

Heart Rate: 57 bpm Diagnosis 

Diabetes Disease/Conclusion 

Insulin therapy started Treatment 

Regular physical exercise Treatment 

In our proposed model, the clinical sentences (sentences) 
in a patient medical chart are classified into symptoms, 
diagnosis, conclusion (disease) and treatments, using a 
convolution deep convolutional neural network (CNN). 
The input to our model is a patient medical chart which 
contains narrative text describing patient’s medical history. 
The narrative text is a doctor’s description, which briefly 
describes information about the patient health profile in 
terms of symptoms, diagnosis, disease/condition and 
treatment according to SOAP documentation format. The 
outputs (labels) are symptoms, diagnosis, 
disease/condition and treatment. For example, the clinical 
text for symptoms will be “Extreme hunger, frequent 

infections, unexplained weight loss, increased thirst, 

frequent urination, irritability, slow-healing sores, fatigue, 

blurred vision”, which consists of many 
word-combinations that are separated by comma and have 
to be classified as symptoms, accordingly. In this case, the 
clinical text is made of 4 words or less. And for diagnosis, 
the clinical text will be “Auto-antibodies detected in blood. 

Patient had an A1C level of 7.0. Ketones detected in urine.”, 
and each sentence is separated by “.” has to be classified as 
diagnosis, accordingly. So is the clinical text for treatment 
such as “Patient advised to cut weight. Regular monitoring 

of sugar levels prescribed. Patient advised to center their 

diet on more fruits, vegetables and whole grains and to cut 

down on animal products, refined carbohydrates and 

sweets. Participation in regular physical activities 

recommended. Insulin therapy started.” In addition, the 
clinical chart usually contains personal identifying 
information (PII) such as patient names, age, sex and date. 
Similarly, this has to be classified as PII. 

3.4. Convolutional Neural Network Design 

The architecture of our proposed model is summarized 
in figure 2 below. It has 2 convolutional layers, 1 max 
pooling layer, 2 fully connected layers (marked as FC), and 
activation layers after every convolutional and fully 
connected layer and a softmax layer at the end of network. 
Our proposed model is a deep convolutional neural 
network with residual skip connection and range 
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normalization using sentence embeddings to classify 
clinical sentences (sentences). The novelty in the proposed 
model is the idea of using skip connections and range 
normalization simultaneously. ResNet employs skip 
connections, or residual layers, which preserve the 
information from early layers and provide it to the later 

layers directly, skipping the intermediary layers. This is 
done by simple addition of the output of the earlier layer 
with the output of the layer immediately before the later 
layer – that is, what would have been the input to the later 
layer if no skip connections were present. 

Figure 2.  Convolutional neural network model and its components 



Computer Science and Information Technology 7(4): 111-127, 2019 119 

3.4.1. Residual Network (ResNet) 

Figure 3 shows the Residual Network used in our model; 
where the output of the 1st convolutional layer 𝑥𝑥1 is the
input of the 2nd convolutional layer via activation layer 
(tanh), 𝑥𝑥1 will be summed directly with the output of the
2nd convolutional layer 𝑥𝑥2 before activation layer (tanh).
The main idea of ResNets is to connect some of the layers 
with shortcuts, which can avoid vanishing and exploding 
gradients problems. These problems occur in very deep 
networks. The shortcut connections have the ability to 
explicitly let these layers fit a residual mapping with the 
help of identity transformation. The residual block is 
defined as: 𝑥𝑥2 = 𝐹(𝑥𝑥1) 𝑥𝑥3 = tanh�𝐹(𝑥𝑥1) + id(𝑥𝑥1)� 
where 
1) F(·) function represents Tanh (after 1st convolutional

layer) and the 2nd convolutional layer; 𝑥𝑥3 is the value
after activation,

2) id(·) is an identity mapping function (ResNet);
3) tanh(𝑥𝑥) = (e𝑥𝑥 − e−𝑥𝑥)/(e𝑥𝑥 + e−𝑥𝑥)  is the activation

function for output of Word Residual block (see Fig.
3). 

If the dimensions of 𝑥𝑥1 and 𝑥𝑥2 are the same, the last 
equation will simply change as follows: 𝑥𝑥3 = tanh(𝐹(𝑥𝑥1) + 𝑥𝑥2) 

Figure 3.  Residual and identity mapping in ResNet 

Because of the constant dimension of input (𝑛 × 𝑚) 
matrix for our model, the input embedding data contains a 
lot of zeros. For example, if “unexplained weight loss” 
(symptoms) is inputted into our model, it only has 3 words; 
the first 3 row will not be vanishing, but the remaining 𝑛 – 
3 rows must be filled by zeros to let input be 𝑛 × 𝑚 
matrix where 𝑛 is the maximum number of words in all 
the possible input text to be classified. The ResNet in our 
model help us with speed convergence not only for 
deepness of our model, but also for sparse input matrix; 

3.4.2. Range Normalization 

After each convolutional layer the range normalization 
is applied. The objective of applying range normalization is 
to help map the data in a desired range e.g. [0...1] in our 
case) through a simple linear transformation. Assume there 
are n values 𝑥𝑥𝑖 (i=1, 2, … n) which have to be mapped in a 
range [0…1]. Then the result 𝑦𝑖  (i=1, 2, …, n) can be 
obtain using the following equation: 𝑦𝑖 =

𝑥𝑥𝑖 − 𝑥𝑥min𝑥𝑥max − 𝑥𝑥min, 

Where 𝑥𝑥min is the minimum value of 𝑥𝑥𝑖  and 𝑥𝑥max is 
the maximum value.  

Because this is, of course, the linear function, the 
minimum value of 𝑦𝑖 is obtained when 𝑥𝑥𝑖  is equal to 𝑥𝑥min 
and so is the maximum value of 𝑦𝑖. If we substitute the 𝑥𝑥min  into 𝑥𝑥𝑖 , we obtain 𝑦min = 0 . Similarly, we also 
obtain 𝑦max = 1. The new numbers 𝑦𝑖  will therefore be 
distributed in the range [0, 1] as desired.  

Note that there may exist the special case, 𝑥𝑥min = 𝑥𝑥max, 
which means all the values of 𝑥𝑥𝑖 are the same (𝑥𝑥𝑖 ≡ 𝑥𝑥max). 
In this case, the denominator of the above equation is equal 
to 0, which yields “the division by zero.” In such a case, we 
can set 𝑦𝑖 ’s to 0.5. Range normalization can simply be 
implemented and does not increase the complexity of the 
neural network.  

There is more important reason for applying the range 
normalization. And due to the reason mentioned above, the 
input matrix is too sparse; it has a lot of elements with 
vanishing values. The output of each convolutional layer 
will be very small and extremely vanishes after activation 
layers (tanh), due to which the relevant final classification 
results can’t be obtained and the convergence of our CNN 
model will be not ensured. In order to avoid this point, a 
relevant treatment on the output of each convolutional 
layer has to be necessary; i.e. normalization. 

There are two types of normalizations; batch 
normalization and range normalization. The former has 
been succeeded in image processing field such as 
classification, face recognition and verification, but it has 
been shown to exhibit poor performance for the NLP tasks, 
especially text classification which may result in the sparse 
input matrix. The latter can help us with the extension of 
outputs from vanishing region to the relevant region [0, 1] 
via simple linear transformation; this can solve vanishing 
problem! 

3.5. Algorithm Overview 

The goal of this phase was to transform clinical narrative 
documents into quantitative features for training. To do this 
an algorithm was designed and implemented. The 
algorithm takes clinical sentences as input and classifies 
them, outputting a class for each sentence indicating which 
class it belongs to. The main algorithm can be divided into 
four modules which can be run independently: 
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3.5.1. Pre-processing 

To create word vectors of the input sentences, we first 
need to do raw document pre-processing. The input 
sentences are separated into words; the sentence may be 
composed of various types of punctuation marks such as 
“,”, “.”, “:”, “/”, “(”, “)”, “-”, … and these marks should be 
removed; in our code, they are replaced by space “ ”; then 
the input sentence will be separated into words by space. 
Sentences are separated using sentence tokens located at 
the end of each sentence. For each word in the input 
sentence, checking if it is in the word2vec dataset or not 
should be performed; if yes, the corresponding word2vec 
vector will be inputted in the input matrix, but if no, the 
empty row with zeros will be added. If the number of 
words is larger than 40, the last words (besides first 40 
words) will be ignored. 

3.5.2. Word Embeddings 

The next step after design of a deep learning model is 
word-embedding which transforms the words into 
numerical vector representations. Word embeddings which 
is also called distributional vectors follow the distributional 
hypothesis, where words with similar meanings tend to 
occur in similar context. Thus, these vectors always capture 
the characteristics of the neighbouring words. It has the 
advantage of capturing similarity between words. The 
similarity is measured using similarity measures such as 
cosine similarity. 

In this case, pre-trained GloVe (Global Vectors for 
Word Representation) word vectors are used in this paper 
for word-embedding. GloVe is an unsupervised machine 
learning algorithm, the purpose of which is obtaining 
vector representations for words. Training is performed on 
aggregated global word-word co-occurrence statistics from 
a corpus, and the resulting representations results in 
interesting linear substructures of the word vector space. 

The glove.6B.zip has been chosen; it contains several 
dimensional word2vec vectors (for example: 50D, 100D, 
200D, 300D) and the 50D vector library has been selected 
for this classification of patient medical chart; i.e. each 
word is converted into 50D vectors with the positive and 
negative values; for example, “and” is converted into 
vector: 

3.5.3. Sentence Embeddings 

As mentioned before, clinical documents can be 
described by a number of clinical sentences such as 
symptoms, diagnosis, disease, treatment or personal 
identifying information such as names. We therefore need 
a Machine learning (ML) models which can be trained to 
automatically map documents to these clinical sentences, 
allowing classifying very large text collections, more than 
could be processed by a human being. 

Before training the neural network and using it for 
sentence classification tasks, we first generate a numerical 
representation of the text documents that will serve as an 
input to the neural classifier. To achieve this, we map each 
individual word in the document to a vector embedding, 
and concatenate these embeddings to form a matrix of size 
the number of words in the document times the dimension 
of the word embeddings.  

Just like word vectors, the same sentence can be applied 
to sentences where vectors with similar sentences lie close 
to each other in a high-dimensional space. In this project, 
we use Convolutional neural networks to extract fix length 
features from word sequences, which is a patient medical 
chart in our case. In our approach, we use a pre-trained 
word embedding model which maps each word to a vector 
representation. The vectors for multiple word embeddings 
belonging to the same sentence are then combined to form 
a single sentence embedding. The patient chart is usually 
made up of two or more sentences expressing some 
medical sentences which can be symptoms, diagnosis, 
disease or treatments. Therefore, we treat each medical 
expression as a single sentence, separating them using 
sentence tokens located at the end of each sentence. 
Similarly, a sentence is made up of two or more words. 
Therefore, a sentence S with n words w1, w2, , wn-1, wn is 
mapped into a set of n-dimensional real-valued vectors x1, 
x2, ….xn-1, xn using word embedding. Each word is mapped 
into a single word-vector xi where i ranges from 1, 
2 ……….n. To obtain the vector representation of sentence 
S, we concatenate the word vectors w1, w2, ….. ,wn-1, wn to 
obtain a sentence vector X. This is summarized in figure 4 
as shown below. 
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Figure 4.  Creating sentence vectors 
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3.5.4. Clinical Sentences Classification 

The classification takes the whole dataset of sentence 
embeddings and classifies them in order to form distinct 
categories of clinical sentences. The clinical sentence 
classes are returned as the output of the algorithm. In the 
following section the proposed algorithm is presented in 
detail. 

Our model receives the clinical text and the 
corresponding categories; for example, “unexplained 

weight loss” and symptoms. The former can be represented 
via word-embedding procedure as shown below and the 
latter can be represented by one-hot representation (1, 0, 0, 
0, 0), where 1 means the input sentence is classified into 
symptoms and the remaining zeros denotes it is not 
classified into any sentence class. The former will be fed 
into our model, while the latter (each element denoted as: 𝒚𝟏∗ , 𝒚𝟐∗ , 𝒚𝟑∗ ,𝒚𝟒∗ ,𝒚𝟓∗ ) will be used for evaluation of loss 
function and training of our model. 

The input sentence e.g. “unexplained weight loss” has 3 
words unexplained, weight and loss each will be 
transformed into n-dimensional (50-dimensional) 
word2vec vector using word-embedding. 

Let 𝐰1, 𝐰2, 𝐰3. represent the individual words in the 
sentence. Therefore “unexplained weight loss” is converted 
into 3 × 50 matrix X as shown below. 𝑋𝑋 = 𝐰1⨁𝐰2⨁𝐰3 

Where ⨁ denotes concatenation of word2vec vectors 
and the ith column of X is the embedding vector 
corresponding to word wi. Because of different lengths of 

input sentences, the resultant matrix 𝑋𝑋  has different 
number of rows, which is not valid for CNN model; 

therefore, the size of input matrix has to be fixed into 𝑛 
rows and 50 columns. The words in input sentence can’t be 

omitted; that is, 𝑛 must be the largest number of words in 
all the possible input sentences. For the shorter sentence, 
the blanks (corresponding to row vector with 50 zeros) can 
be added to obtained fixed matrix size of input. The input 
matrix will be too sparse since the input sentence usually 
has 2-5 words. 

For the 1st convolutional layer (Conv_layer 1), the filter Λ1 ∈ ℝ3×50  with a window of 3 words is used, which 
produces feature maps (as shown in Fig. 5): 𝑥𝑥1 = 𝑋𝑋 ∗ Λ1 + 𝜖𝜖1 

where 𝑥𝑥1 ∈ ℝ38×1  (i.e. row vector) with valid padding 
[due to valid padding, the number of rows will be 40 
(original number) – 3 (size of filter window) + 1 = 38],  

 * is the convolution operator, 
 𝜖𝜖1 ∈ ℝ5  is bias factor which appears due to 

sparseness of the matrix 𝑋𝑋. 

The range normalization and activation follow after this 

convolutional layer and gives 𝑥𝑥1∗. We used 5 filters for the
first convolutional layer. 

For the 2nd convolutional layer (Conv_layer 2), the filter Λ2 ∈ ℝ3×1 with a window of 3 words is used, which gives 
produces feature maps (as shown in Fig. 6): 𝑥𝑥2 = 𝑥𝑥1∗ ∗ Λ2 

where 𝑥𝑥2 ∈ ℝ38×1  with same padding (same padding 
gives us the same number of rows), * is the convolution 
operator, and 𝜖𝜖2 ∈ ℝ5 is bias factor. We also used 5 filters 
for the first convolutional layer. After the range 
normalization, the output 𝑥𝑥1 of the 1st convolutional layer 
is added before activation layer (Resnet). After 
Max-pooling layer, all the multiple features are 
concatenated into one row vector before 2 FC layers. 

Figure 5.  Convolution for input matrix 
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Figure 6.  Convolution for output matrix 

After 2 full-connected layers, the final activation layer 
with sigmoid function 𝜎(𝑡) = e^𝑡/(1 + e^𝑡 ) 

will give the probabilities  𝑦1 , 𝑦2 , 𝑦3 , 𝑦4,𝑦5 to be 
classified into 5 types of medical sentences(categories). 

4. Proposed Evaluation Experiments

As mentioned earlier, training deep neural networks 
have been shown to be challenging. Increasing the depth of 
a neural network often makes it more difficult to train, due 
to the problems of overfitting, vanishing gradient and 
covariate shift. In this paper we have proposed the use of 
range normalization to help overcome the above challenges. 
In order to determine, the viability of our model, we 
propose a series of experiments; which compares the 
performance of range normalization against batch 
normalization. To evaluate the performance of the two 
regularization techniques, we propose a series of 
experiments while comparing cross entropy and 
classification accuracy for the two techniques. 

5. Conclusions and Future Work

In this work, we have presented a deep learning clinical 
document classification model for improving the laborious 
task of identifying important clinical sentences in a patient 
medical chart. To the best of our knowledge, this is the first 
time that sentence embeddings and deep convolutional 
neural networks with residual connections and range 
normalization have been used simultaneously. 

Our features are simple: the glove language model is 
used to generate word embeddings and the word 

embeddings are concatenated to produce sentence 
embeddings. We believe that it is possible to classify 
patients’ clinical charts into multi-faceted clinical 
information. This research work is a part of on-going work 
for designing a clinical document classification and 
visualization model for classifying and visualizing clinical 
sentences to aid physicians in reviewing clinical notes. 
Classification and visualisation models play a vital role in 
identifying facts without wasting time on reading the whole 
document.  
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