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Abstract: In recent years, research on convolutional neural networks (CNN) and recurrent neural
networks (RNN) in deep learning has been actively conducted. In order to provide more personalized
and advanced functions in smart home services, studies on deep learning applications are becoming
more frequent, and deep learning is acknowledged as an efficient method for recognizing the voices
and activities of users. In this context, this study aims to systematically review the smart home
studies that apply CNN and RNN/LSTM as their main solution. Of the 632 studies retrieved from the
Web of Science, Scopus, IEEE Explore, and PubMed databases, 43 studies were selected and analyzed
according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
methodology. In this paper, we examine which smart home applications CNN and RNN/LSTM are
applied to and compare how they were implemented and evaluated. The selected studies dealt with
a total of 15 application areas for smart homes, where activity recognition was covered the most. This
study provides essential data for all researchers who want to apply deep learning for smart homes,
identifies the main trends, and can help to guide design and evaluation decisions for particular smart
home services.

Keywords: convolutional neural network (CNN); deep learning; deep neural network (DNN); long
short-term memory (LSTM); recurrent neural network (RNN); smart homes; systematic review

1. Introduction

This study aims to establish a basic reference resource for researchers investigating
deep learning (DL) for smart homes. In recent years, development efforts to apply DL
to smart homes have been continuously increasing. This is because DL can learn users’
daily data from smart home devices and then help provide the most appropriate functions
for the users’ needs [1]. Since this is a technology that will be actively researched in the
future of smart home services, we considered that an updated systematic analysis of the
use of DL for smart homes was, and continues to be, necessary. Particularly, within DL,
convolutional neural network (CNN), recurrent neural network (RNN), and long short-
term memory (LSTM), which have been the most extensively researched solutions for smart
homes, will be the focus for comparison and analysis. Through this, a comprehensive view
will be presented of how the different smart home application areas have been covered by
these models in recent years, the implementation methods, the data used, and the applied
evaluation methods.

1.1. Deep Learning: CNN, RNN, and LSTM

DL algorithms use neural networks that are deeply built up by a layering of base
layers. It is a branch of machine learning (ML) that learns relationships from data in order
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to make decisions, and DL is used synonymously with the term Deep Neural Networks
(DNN). This is a promising field of artificial intelligence that is able to provide increasingly
satisfactory results as more data are collected [2].

CNN is one of the most widely used DL algorithms. This model was reported by
LeCun et al. [3] in 1989 and showed successful performance in the field of computer vision.
Not only academia, but also companies such as Google, Microsoft, and Facebook are
constantly researching and applying CNN to their services [4]. The CNN model consists of
three layers: convolutional layer, subsampling layer (pooling layer), and fully connected
layer. The convolutional and sub-sampling layers apply local receptive fields and shared
weights. They can be stacked in multiple layers and perform the task of classification
through a fully connected layer in the last stage. CNN is excellent for feature extraction
and classification. It has become dominant in image recognition, classification, and video
recognition [2,5].

RNN, one of the promising DL models, is a suitable learning model for processing
sequential data such asf speech recognition and language processing. It learns features for
time-series data through the memory of previous inputs in the neural network’s internal
state. Furthermore, RNN can predict future information based on past and present data.
However, in the RNN structure, it is difficult to learn stored data for a long time because of
the gradient vanishing issue or gradient exploding issue [5].

A model that fundamentally solved this problem of RNN is LSTM, proposed in
1997 [6]. LSTM cells can collect and maintain selective information by using multiple gate
elements to retrieve information, remember information, or remove stored information that
is no longer needed. As mentioned above, this is a model that improves the issues of RNN
and has the same characteristics as RNN. It can be used in fields that require the analysis of
sequential data and the prediction of future events using the present data. In other words,
LSTM is one of the most advanced networks that handle time sequences [7].

Although there are a variety of networks in DL, the scope of this study is to target
CNN and RNN/LSTM, which are currently the most commonly studied in academia and
widely used in industry [2,5].

1.2. Smart Home Technology

Smart home technology is also a field that has recently been developed extensively.
Smart home refers to the technology that automatically controls home systems and environ-
ments, including temperature, lighting, security systems, appliances, and sensing devices,
through network communication [8]. Alaa et al. [9] analyzed Internet of Things (IoT)-based
smart home applications and presented a variety of service categories such as security and
privacy applications, network architecture applications, monitoring applications, and auto-
mated transportation for smart homes. Research on smart home systems has emphasized
the importance of context-aware environments along with big data, IoT, and extendable
wireless sensor-networks [10]. Mshali et al. [11] addressed health monitoring systems
(HMS) in smart homes as an efficient solution to complement traditional healthcare insti-
tutions and to reduce the burden of healthcare costs. Furthermore, the authors reviewed
various studies in the field of HMS and described the monitoring functions by classifying
them into three categories: activity recognition, abnormal behavior detection, and behavior
prediction. For these functions, many studies applied ML algorithms [12–14]. This shows
that smart home technology goes beyond remote home control, and it is now gradually
developing into a technology that learns user data and provides customized functions and
services using ML and DL [15]. As smart home services become more personalized, it is
necessary to analyze daily data and provide appropriate functions. To this end, various
solutions from traditional ML algorithms to DL are being proposed. We will examine how
CNN and RNN/LSTM, which are leading the research on DL, are being applied to smart
home research through a systematic review.

While research applying DL for activity recognition has been conducted for many
years [16,17], research on its application to smart homes has been more actively conducted in
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recent years. Recent studies show that CNN and RNN/LSTM have improved performance
based on raw data, as compared to existing ML techniques such as SVM, Naive Bayes,
HMM, HSMM, and CRF [18–23]. This shows that the application of DL technology in smart
home services has considerable potential in the future.

1.3. Related Works and Contribution

The purpose of this study is to perform a systematic review that allows us to com-
pare and analyze studies conducted on smart home technology employing CNN and
RNN/LSTM.

In a previous systematic review of DL applications in speaker recognition [24], the
datasets used, classification methods, and evaluation methods were compared and an-
alyzed, identifying the main trends. It is a useful reference for researchers working on
speaker identification with DL. In another systematic review of the Internet of Things
applied to smart homes [25], the latest technologies were presented and the considerations
for smart home systems were discussed through bibliographic analysis, content analysis,
and data mining. However, it focused only on energy management among the various
smart home services, while the technology was broadly set as artificial intelligence. The
goal was to suggest ways to design smart homes with a higher level of thermal comfort
while saving energy. In a study reviewing the applications of artificial intelligence to smart
homes [26], literature and products were reviewed to define artificial intelligence’s func-
tions in smart homes. It led to the discovery and discussion of gaps between literature and
products. Djamel et al. [27] studied the application of ML for smart building. They divided
ML applications into the resident aspect and the energy aspect. Applications related to the
resident aspect included user authentication and activity recognition, and in the energy
aspect, we dealt with apps that classify appliances and predict energy demand or load. In
the study examining energy forecasting in smart microgrids [28], they reviewed studies
applying DL for power load prediction and power prediction of wind turbines and solar
panels. This can be an important solution for the efficient use of renewable energy resources
in terms of energy management.

Compared with previous reviews such as [25,28] that focused on energy manage-
ment, [24] that focused on the security area, and [26,27] that focused on activity recognition
and energy management, we do not restrict our analysis to specific application areas but
aim to acquire a comprehensive picture of all the areas and the variety of smart home
services. Besides, we aim to focus on the emerging deep learning technologies (CNN and
RNN/LSTM more specifically) for a more in-depth analysis into the latest trends in the
field (see Table 1). Thus, our practical contributions are (1) trend analysis of how DL is
being applied to smart home services; (2) reference material for future research planning
and evaluation.

Table 1. Comparison with previous studies.

Ref. Year Duration Technology Smart Home Services

[24] 2020 2011–2019 GMM, SVM,
HMM, DNN, CNN Sound recognition, User authentication

[25] 2020 2010–2019 AI Energy management

[26] 2019 2011–2019 AI Activity recognition, Activity prediction, Data classifier, Sound
recognition, Energy management

[27] 2019 2010–2017 ML Activity recognition, User authentication, Energy management

[28] 2021 Upto 2020
ANN, DNN, CNN,

AutoEncoder,
DBN, RNN, LSTM

Energy management

Our
review - 2016–2020 CNN, RNN, LSTM All services

GMM: Gaussian mixture model, SVM: Support vector machine, HMM: Hidden markov model, DNN: Deep neural
network, CNN: Convolutional neural network, ANN: Artificial neural network, DBN: Deep belief network, LSTM:
Long-short term memory, RNN: Recurrent neural network, AI: Artificial intelligence.
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2. Methods

For the selection of qualified studies for review, this study applied the Preferred
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) methodology, which
is a framework to guide systematic reviews and meta-analyses [29]. The study’s scope was
determined by the PICO (Population/Intervention/Comparison/Outcomes) model [30].

2.1. Research Questions

Most of the studies on DL delve into the network structure, the configuration of the
data set used, the training and testing process, and the evaluation. To analyze the contents
of each study, five research questions were designed. Research objectives, application fields,
data, and evaluation methods in each study are compared and analyzed through these
research questions:

RQ1. How is the distribution of the studies according to publication time and contents (as reflected
by keywords)?

• The overall distribution of the studies is analyzed by year and by DL type.
• CNN-related keywords and RNN/LSTM-related keywords are compared to under-

stand the overall research contents.

RQ2. What are the smart home services where CNN or RNN/LSTM are employed?

• Smart home services to which DL techniques are applied are analyzed. It is possible
to derive information on the fields most frequently dealt with and the fields with
potential for development.

• The purpose and the network composition of each study are compared. This can help
researchers establish their research direction and strategy.

RQ3. How is the dataset collected, analyzed, and used by each study?

• The datasets used in each study are identified and analyzed. The results show the
datasets that are most commonly used in smart home research according to the re-
search topic.

• The way of dividing the dataset for training and testing is compared.

RQ4. How is the result of each applied DL evaluated?

• The evaluation metrics for each study are analyzed.
• The differences in evaluation methods for each DL type are compared.

RQ5. Is there any study on a specific population target? Who is the target, and what is the field
of application?

• The studies that mention a specific population target are identified.
• The objectives and detailed functions of these studies are compared.

2.2. Search

The PICO model was applied to determine the specific research scope and extract the
search strings:

• Population: Specific studies on CNN or RNN/LSTM applied to smart homes.
• Intervention: Research to apply CNN or RNN/LSTM as major solutions for improve-

ment and the development of smart home services.
• Comparison

◦ Applied DL algorithms and their application.
◦ The methods to collect and use dataset.
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◦ Metrics and evaluation methods.
◦ Research considering specific subjects.

• Outcomes

◦ Research trends in DL for smart homes.
◦ Development potential in DL research for smart homes.
◦ Limitations.

The search strings were defined with consideration for PICO and the research ques-
tions, including the words “smart homes”, “smart home”, and “assisted living”, which
represent the smart home-related fields. In particular, “ambient assisted living” and “as-
sisted living environment” are words that are used repeatedly to represent smart homes in
many studies. Moreover, those words have been suggested as keywords in many smart
home studies. To include these words, the string “assisted living” was selected. Concur-
rently, the abbreviations and full names of applied technologies such as “CNN”, “RNN”,
and “LSTM” were also searched as key strings.

The search scope was designated as article title, abstract, and keywords. The major
databases used include Web of Science, Scopus, IEEE, and PubMed. The review was
conducted for conference papers or journal articles published between 1 January 2016 and
31 March 2020 (Table 2).

Table 2. Database and search results.

Database Search Years Results

Web of Science (CNN or
“convolutional neural
network” or RNN or

“recurrent neural
network” or LSTM or

“long short-term
memory”) AND

(“smart homes” or
“smart home” or
“assisted living”)

From 1 January 2016
to 31 March 2020

CNN: 43
RNN: 21
LSTM: 27

Scopus
CNN: 111
RNN: 72
LSTM: 69

IEEE Explore
CNN: 111
RNN: 75
LSTM: 51

PubMed
CNN: 27
RNN: 10
LSTM: 15

Total 632
CNN: 292
RNN: 178
LSTM: 162

2.3. Study SELECTION

According to PRISMA, among the 632 studies found in the databases, after excluding
duplicates, 124 studies passed on to the screening phase. Title and abstract screening
yielded 42 studies that were considered irrelevant and excluded. A total of 82 results were
reviewed in full-text during the eligibility phase, and 43 studies were finally selected by
applying exclusion criteria and four evaluation questions. The evaluation questions (EQ)
for quality assessment used in this phase are shown in Table 3.

Table 3. Database and search results.

No. Evaluation Questions

EQ1 Is it a study on smart homes or a study to improve smart home services?
EQ2 Is its main solution CNN or RNN/LSTM?
EQ3 Are there enough data for data extraction?
EQ4 Is the result of the study clear?
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Inclusion

• Studies of CNN or RNN/LSTM based on smart home data;
• Studies in the field of software engineering, applications, networks, sensors, and technology;
• Studies published between 1 January 2016 and 31 March 2020;
• Conference papers or Journal articles;
• Studies on smart home services.

Exclusion

• Studies not written in English;
• Studies not accessible in full-text;
• Studies with a similar conclusion to a more recent paper from the same author.

Figure 1 shows the PRISMA flowchart of the study selection process where 43 articles
were finally selected. All 43 final studies are on smart homes, the main solutions are CNN,
RNN/LSTM, and they are composed of enough content to extract data for comparison.
Furthermore, the process and results are clearly written. Data for the five RQs were
collected and compared for the 43 studies.

Figure 1. PRISMA flowchart for study selection.

2.4. Data Extraction

Before extracting data, the data items and the value items were defined, corresponding
to each RQ, as shown in Table 4. When extracting data, if the primary studies do not have
corresponding data, the item is filled in with “-”. All authors reviewed and extracted data
from each study as reviewers.



Computers 2022, 11, 26 7 of 32

Table 4. Data for extraction.

Data Item Description RQ

{Keywords} Relevance and importance between keywords RQ1
{Date of publication} Research distribution by year RQ1

{DL, DL category} DL distribution by year,
DL type RQ1, RQ2

{Objective of study} The purpose of the study and its results RQ2, RQ4
{Applications} DL application in the study RQ2, RQ4

{Dataset, Data type, Data format} Dataset used in the study and its composition RQ3
{Metrics, Results} Metrics used to evaluate the study and the results RQ4

{Comparative evaluation} Comparison with other methods to evaluate research RQ4
Population target Targets for research RQ5

3. Results
3.1. RQ1: How Is the Distribution of the Studies According to Publication Time and Contents?

First, keyword analysis was performed. All 43 studies were found to have keywords.
In this process, the full names of CNN, RNN, and LSTM were modified to their acronyms
to prevent the dispersion of keywords and then analyzed. The keyword map was created
based on keyword data using the VOS viewer program. First, the density of keywords is
shown in Figure 2. In addition to the terms of CNN, RNN, LSTM, and Smart homes, the
keywords related to the functions of smart homes such as activity recognition, energy man-
agement, automation, identification, fall detection, security, and sensors appear repeatedly.

Figure 2. Density visualization of keywords.

Figures 3–5 show the network of keywords for each DL type. The most diverse associ-
ations are shown by CNN-related keywords, which include the following terms: Activity
recognition, Fall detection, Automation, Hand detection, Elderly people, and Identification.

The keywords related to RNN include LSTM, Authentication, Activity recognition,
and Anomaly detection, and the keywords related to LSTM include Energy management,
Activity recognition, Authentication, and Automation. It can be seen that each of the
models’ keywords is slightly different.
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Figure 3. Network visualization of CNN keywords.

Figure 4. Network visualization of RNN keywords.

Sherstinsky [31] stated in March 2020 that RNN includes the LSTM network as a
special case. Thus, from now on, we used, as a unit for analysis, RNN/LSTM instead of
dealing with them separately, except when specifically mentioning the models.

Second, the distribution of research by year and the distribution by DL type were
examined (Figure 6). There have been some search results from 2016, although few studies
were conducted in 2016 and none of the 2016 studies were included in the final 43 studies.
The number of studies related to this topic has been growing every year since 2017. More-
over, it can be observed that RNN/LSTM research related to smart homes has been more
actively conducted in recent years.
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Figure 5. Network visualization of LSTM keywords.

Figure 6. (a) Distribution by DL type; (b) Distribution by year.

3.2. RQ2: What Are the Smart Home Services Where CNN or RNN/LSTM Are Employed?

This section presents the purpose of primary studies, the applied DL model, category,
and developed application (Table 5). The column ML/DL model shows the applied DL
and ML models, and whenever functions in DL algorithms were mentioned, the functions
are also detailed: Loss function (L), Activation function (A), Optimizer (O). The scope of its
contents is shown in the Category column. Specific smart home services considered can be
seen in the Application column, and the research goal is described in the Objective column.
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Table 5. DL applied, Objective, and Application of each study.

Study ML/DL Model Category Application Objective

[32]
CNN

L: Cross entropy
A: ReLU

Classification
Services: chat, video,

5 chat apps.

Data classifier in smart
home gateway

The encrypted packet classifier
using CNN to improve user

experience and to protect user
privacy in smart home

[18] CNN
A: ReLU

Classification _ binary
normal or

abnormal gait
Gait recognition Depth video-based gait recognition

method using CNN for health care

[33]
CNN

modified from AlexNet,
VGGNet

Classification
6 gesture categories Hand gestures control

Multiple hand gesture recognition
using CNN

for home appliance control

[19]

CNN
L: categorical
cross-entropy

A: ELU
O: Adam

Classification
7 classes: kitchen

faucet, boiling, frying,
dishwasher, mixer,

doing dishes,
cutting bread

Sound recognition
Audio content analysis for event

detection in real-world
environments

[34]

CNN
modified from VGG-16

net
A: ReLU, Softmax

Classification _ binary
fall or not fall Fall detection

Elderly person fall detection based
on new two stream CNN: Shape

stream HBMI, Motion stream AOOF

[35]

CNN
modified from VGG-16

net
A: ReLU, Softmax

Classification
8 classes: hand waving,

punching, kicking,
walking, running,
sitting, standing,

laying down

Activity recognition

Human activity recognition using
thermal imaging cameras to

improve the accuracy of
motion recognition

[36]

CNN
A: sigmoid,

SoftMax
k-means, PCA

Classification _ binary
normal or abnormal Intrusion detection Hybrid intrusion detection method

based on CNN and k-means

[37]

CNN
L: MSE, Softmax loss,

Center loss A: Sigmoid,
ReLU

O: Adam

Classification
1. 6 motions: punch,

crawl, creep, jump, run,
walk

2. 15 subjects

Person identification,
Motion recognition

Joint motion classification and
person identification using CNN

[38]
CNN

L: Binary cross-entropy
A: ReLU, Sigmoid

Classification _ binary
on or off

Appliance usage status
prediction

Prediction of appliance status on the
total energy consumption

[39]
CNN

L: Softmax loss
A: Softmax

Classification
10 attitudes Body gesture control Smart home control system using

human body point cloud data

[40]

CNN
1. 2 layered CNN
2. 3 layered CNN

3. Squeeze Net

Classification
6 classes: 4 speakers,

silence, unknown

Speaker recognition
and identification

Effectiveness evaluation of speaker
recognition using various CNN with

limited training data

[41]

CNN
L: Cross Entropy

A: ReLU
O: ADAM

Classification
6 gestures: right, left,
push, pull, down, up

Gesture recognition
Device-free gesture recognition

technology to automatically identify
gestures by IoT devices

[20] CNN
A: SELU, ReLU

Classification
4 combinations of high

and low of valence
and arousal

Emotion recognition
Subject-dependent emotion

classification using electrodermal
activity sensors
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Table 5. Cont.

Study ML/DL Model Category Application Objective

[42] CNN

Classification
10 activities: eating,
bed to toilet, relax,
meal preparation,

sleeping, work,
housekeeping, wash
dishes, enter/leave

Activity recognition
Unobtrusive activity recognition

application for older people
living alone

[43]

CNN + LSTM
L: Categorical cross

entropy, Huber
A: ReLU, Softmax

Classification:
Category of daily

activity
Regression:
Occurrence

time forecast

Activity prediction
Forecast model to predict category

of activity and occurrence time
through multi-task learning

[44]
DBN
CNN

A: ReLU

Classification
4 classes: walk, lying

down, sitting, standing
Activity recognition

Comparison of two deep neural
networks to conduct the activity

recognition using the
multi-modal data

[21]
CNN
LSTM

A: Sigmoid, tanh

Classification
House A:

10 activities/House B:
13 activities/House C:

16 activities

Activity recognition Activity recognition study from raw
sensors using CNN in smart homes

[22]

CNN, LSTM
1. 1D CNN
2. 2D CNN

3. 2D CNN + LSTM

Classification _ binary
normal or

abnormal activity

Activity recognition
for dementia

Detection of abnormal behavior
related to dementia

[45]

Autoencoder
CNN, CNN + LSTM

1. Multiview
LSTM+CNN

2. Multiview 3D CNN

Classification
6 categories: walking,
falling, lying down,

climbing up, bending,
and sitting down

Activity recognition
Activity autolabeling and human
behavior recognition in multiview

videos using CNN and LSTM

[46] CNN + GRU Classification
10 appliance states

Appliance State
Recognition

Non-intrusive household appliance
state recognition system using CNN

and GRU

[47] CNN
A: Softmax

Classification
1. UCI dataset:

6 activities
2. New dataset:

9 activities

Activity recognition
with wearable sensor

The most common daily activity
recognition with prototyped
wearable sensor and CNN

[48] CNN + RNN

Classification
1. ShakeLogin:

9 subjects 2. HHAR:
17 subjects

User authentication
User Identification using

smartphone sensor for smart
home service

[49] CNN + SVM
A: ReLU, Softmax

Classification
6 actions: walking,

sitting, lying, standing,
jogging and jumping.

Activity recognition

Recognition of six ordinary human
actions by using spatial information

obtained from the ubisense
positioning system

[50] LSTM
A: tanh

Classification
12 activities Activity recognition

Human activity recognition using
accelerometer and gyroscope sensor

data in smartphone
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Table 5. Cont.

Study ML/DL Model Category Application Objective

[51] RNN
A: Softmax

Classification
1. Tower: 7 classes
2. Aruba: 10 classes

3. HBMS(New):
10 classes

Activity recognition

Activity recognition system using
RNN that recognizes human
activities with respect to the

multi-class classification

[52] RNN, LSTM, GRU

Classification
9 activities: drinking,

washing, eating,
opening the

refrigerator, turning on
the light, opening the

door, using the
computer, watching

TV, cooking

Activity recognition

Activity recognition with the sensor
data from the smart environment

using RNN, LSTM, and GRU model
for the elderly

[53]

RNN + LSTM
L: Cross-entropy

A: Sigmoid
O: Adam

Classification 6
common daily

activities: running,
walking, standing,
sitting, crouching,

lying down

Activity recognition
Activity recognition through the

relationship between human
activities and Wi-Fi CSI using RNN

[23]

LSTM
1. LSTM

2. Bi-LSTM
3. Casc-LSTM
4. Ens2-LSTM

5. CascEns-LSTM

Classification
12 activities: personal
hygiene, sleep, bed to
toilet, eat, cook, work,

leave home, enter
home, relax, take
medicine, bathe

and others

Activity recognition
Human activities recognition in

smart homes using various LSTM
algorithm architecture

[54]

LSTM
L: Average absolute

error
A: tanh, Sigmoid

O: Adam

Regression: Thermal
energy

usage prediction

Thermal energy
usage prediction

Thermal energy usage prediction to
avoid the energy loss using LSTM

based on electric heating and
weather data

[55]

LSTM
: Predict next activity
k-means (clustering)

: Determine number of
next-activity

Classification
23 activities Activity Prediction

Activity embedding and
next-activity prediction algorithm

built on LSTM in a Multi-User
Smart Space

[56]

LSTM
L: cross entropy

A: sigmoid
Autoencoders,

Gaussian Mixture
Models

Classification
3 major personalities:

resilient,
undercontrolled,
overcontrolled

Personality prediction
based on ADL

Mapping nonverbal behavioral
features to participants’

personality labels.

[57] LSTM
SVM

Classification
10 users User authentication

Authentication system based on
breathing acoustics using SVM

and LSTM

[58]
LSTM
L: MSE

O: Adam

Classification _ binary
normal or abnormal Cybersecurity

Security solution using dataset of
protocols and network to

prevent cybercrime

[59] LSTM Classification
17 activities Activity Prediction

Recognize activities using LSTM
model based on centimeter level

location data
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Table 5. Cont.

Study ML/DL Model Category Application Objective

[60]
FFNN
LSTM

O: Adam

Classification _ binary
fall or ADL Fall detection Accelerometer-based fall detection

using FFNN and LSTM

[61]

LSTM
1. LSTM

2. bi-LSTM
3. GRU

Naive-Bayes

Classification
Aruba:

2 unlabeled activities
Activity recognition Unlabeled activity recognition

using LSTM

[62] LSTM
A: tanh, ReLU, Linear

Regression: Predict
power consumption

Predict individual
appliance’s

power consumption

LSTM model to disaggregate and
predict individual appliance power

signals from the overall
power consumption

[63] LSTM
A: tanh, SoftMax

Classification _ binary
fall or non-fall Fall detection LSTM fall detection using Ultra

wideband radar

[64] LSTM
A: SoftMax

Classification
1. 7 time ranges

2. 3 classes:
occurrence time

Predicting occurrence
time of ADL

Occurrence time prediction of daily
activities from sensor data

[65] LSTM
A: sigmoid, tanh

Classification
11 activities in

the kitchen
Activity recognition

Complex activity recognition using
temporal hierarchical model

composed of LSTM layers

[66]
LSTM

A: sigmoid, tanh
O: RMSProp

Regression Predict greenhouse
gases emissions

Day-ahead GHG emissions
prediction using LSTM

1) decide when to start the
dishwasher2) find the optimal time

to charge an electric vehicle (EV)

[67]
LSTM

L: Softmax
A: ReLU

Classification _ binary
fall or non-fall Fall detection Video-based fall detection study in

indoor environments

[68]
LSTM
GRU

A: sigmoid, tanh

Regression: Predict
next activity

Prediction of future
events of

human behavior

Prediction performance evaluation
on smart home datasets 1.

Prediction of the next activity
2. Time until the next event
3. Prediction of a window of

next activities

ML: Machine Learning, DL: Deep Learning, CNN: Convolutional neural network, LSTM: Long-short term memory,
RNN: Recurrent neural network, GRU: Gated recurrent unit, ReLU: Rectified Linear Units, tanh: Hyperbolic
tangent function, FFNN: Feed Forward Neural Network, RMSProp: Root Mean Square Propagation, SELU: Scaled
Exponential Linear Units, ELU: Exponential linear unit, L: Loss function, A: Activation function, O: Optimizer.

The analysis of smart home services shows that the monitoring category, made up of
activity recognition, activity prediction, fall detection, and gesture control, accounted for
the largest percentage of the total (66%), followed by the security category with 17% and
the energy management category with 11%, as shown in Figure 7.

Figure 8 details the smart home services in which each DL model has been applied.
Activity recognition is the most frequently studied field where smart home research has
been conducted with CNN and RNN/LSTM. In some cases, CNN has been applied for
gesture control and user authentication. On the other hand, since RNN and LSTM treat
sequential data, they have been applied in a number of activity prediction studies based on
current behavior. There have also been specific studies for fall detection, thermal energy
usage prediction, and green gasses emission prediction with RNN/LSTM.
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Figure 7. Smart home applications using DL.

Figure 8. Smart home applications according to DL type.

The most studied application is activity recognition. Since activity recognition learns
and classifies images or patterns, it is important to consider the method of collecting
images or data. Sometimes the data were collected with a depth camera consisting of
RGB-D sensors [18]; another study employed a thermal camera capable of recognizing
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actions regardless of day or night [35]; in a study that implemented gesture recognition
for smart home automation [41], they used Channel State Information (CSI) time-series
data generated by performing gestures in front of a Wi-Fi router instead of a camera. The
techniques for activity recognition are mainly based on supervised learning that matches
and classifies data and designates labels of activities. However, in the case of the study of
Hsueh et al. [45], they first generated labels with a stacked convolutional autoencoder and
automatically classified the generated labels with K-means, and then the activity recognition
classification was implemented with CNN and LSTM. Applying unsupervised learning
techniques such as autoencoder and K-means for auto labeling was different from other
studies. Arifoglu and Bouchachia [22] tested the performance of convolutions with different
dimensions and architectures (1D Convolution/2D Convolution/2D CNN + LSTM) to
detect abnormal behavior for dementia. From their study, they concluded that LSTM is
more suited for detecting abnormal signs because it can relate current inputs to next ones
and that CNN is better at detecting “confusion-related activities”.

Because RNN/LSTM can deal with sequential data, it has been used not only to
recognize and classify the current behavior but also to predict the next behavior or the time
at which the next behavior occurs. In particular, in the case of the study of Kim et al. [55],
they used LSTM to recognize 23 activities of 7 participants and predict their next behavior
in a multi-user smart space. Understanding the domain of smart homes and considering a
multi-user environment was different from other studies.

3.3. RQ3: How Is Dataset Collected, Analyzed, and Used by Each Study?

For research question three, the type and composition of data used in each study were
compared and analyzed. As shown in Figure 9, 42% of research utilized public datasets,
and 46% directly generated data for research. A total of 12% of the studies used the method
of testing with public data after training with the data created by themselves or testing the
data created by themselves after training with public data. In the public datasets, sensor
data are the most common, while the newly created data have various data formats such as
videos, images, and sensors.

Figure 9. (a) Data type; (b) Data format.

In particular, many studies of human activity recognition have been conducted using
sensor data. PIR sensors, wearable sensors, smartphone internal sensors, etc., were utilized
for motion detection. The studies using sensor data can be seen in Table 6.
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Table 6. Use of sensor data.

Type Application Dataset Sensors Study

Public data

Activity recognition
or Activity prediction

Aruba_CASAS Motion sensors, Door sensors,
Temperature sensors [22,42,43,51,61]

Adlnormal_CASAS Motion sensors, Temperature sensors,
Door sensors, Light sensors [43]

Cairo_CASAS Motion sensors, Temperature sensors,
Door sensors, Light sensors [23,43]

Tulum_CASAS Motion sensors, Temperature sensors,
Door sensors, Light sensors [43,61]

WSU_CASAS Motion sensors, Door sensors,
Temperature sensors [22]

Tower_CASAS
Motion sensors, Temperature sensors,

Door sensors, Burner sensors, Hot and Cold
water sensors, Electric sensors

[51]

Milan_CASAS Motion sensors, Door sensors,
Temperature sensors [23]

Kyoto_CASAS
Motion sensors, Temperature sensors,

Door sensors, Burner sensors, Hot and Cold
water sensors, Electric sensors

[23]

hh_CASAS Motion sensors, Door sensors,
Temperature sensors [68]

van Kasteren
Motion sensors, Pressure sensors (couch, bed)

Door sensors, Toilet usage detectors
(float sensors)

[21,68]

MavLab Motion sensors, Temperature sensors,
Door sensors, Light sensors [43]

SPHERE Wearable accelerometer, Motion sensors [44]

UCI Wearable sensors: accelerometer, gyroscope,
and magnetometer [47]

MIT B State-Change Sensor [68]

User authentication HHAR Smartphone internal sensors: accelerometer,
gyroscope, and magnetometer rotation vector [48]

Emotion recognition MAHNOB

Physiological signals: Electroencephalogram,
Blood volume pressure, Respiration pattern,

Skin temperature, Electromyogram,
Electrooculogram, Electrocardiogram, and EDA

[20]

DEAP

Physiological signals: Electroencephalogram,
Blood volume pressure, Respiration pattern,

Skin temperature, Electromyogram,
Electrooculogram, Electrocardiogram, and EDA

[20]

Predict power
consumption IAWE dataset Ambient sensor, Water sensor, electricity on/off

sensor [62]

New data

Activity recognition
or Activity prediction

9 activity data Wearable sensors: accelerometer, gyroscope,
and magnetometer [47]

Spatial location data Wearable ultrawide band: right wrist, right
waist, and right ankle [49]

561 features data Smartphone sensors: accelerometer, gyroscope [50]
Human behavior
modeling dataset

Door sensors, Switches, Temperature and
Humidity sensors, Occupancy sensors [51]

Sensor data for activities Touch sensor, Tilt sensor, Height sensor, Weight
sensor, Reed switch, Infrared sensor [52]

Multi-user activity data

Occupancy sensor, Ambient sensor
(temperature, brightness, Humidity, Sound),
Screen sensor, Door sensor, Seat occupancy

sensor

[55]

ADL data

Ultrasonic Positioning System (Position),
Bluetooth watt checker (power consumption),
CT Sensor (power consumption), ECHONET

(appliance status), Motion sensor (motion
detect)

[64]

User authentication ShakeLogin data Smartphone internal sensors: accelerometer
gyroscope, rotation vector [48]
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Figure 10 shows the analysis of the public datasets used in the studies using public
datasets. In total, 47.5% of the studies used the CASAS project dataset. The most used
dataset, Aruba, consists of sensor data collected in a smart home environment with a single
older woman. The CASAS project was conducted by Washington State University. Data
from 32 smart home testbeds are provided as datasets for various residents, and these
sensor data from smart home technology were shared for anyone to use [69]. Moreover,
van Kasteren, SPHERE, MNIST, COIL-20, UCI, and Watch-n-Patch were used as public
data for activity recognition research.

Figure 10. Used public dataset.

In Figure 11, the distribution of the testing/training data ratio is displayed. Most of the
studies consisted of a training set and a test set, and the partitioning ratio was mentioned.
The most used testing rate was 10% for 90% of training, and the second most common rate
was 20%, while testing rates of less than 10% were also frequently used.

Figure 11. Testing/training data ratio for validation.
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3.4. RQ4: How Is the Result of Each Applied DL Evaluated?

Research question four focuses on the evaluation metrics, the evaluation method, and
the results of each study. The frequency of metrics used by each study was calculated.
When the study’s category is classification, Accuracy is the most used metric. In many
studies, Accuracy, Precision, Recall, and F1-score were used simultaneously as evaluation
scales (Figure 12).

Figure 12. Frequency of used metrics.

RNN-related research used more diverse metrics than CNN. In particular, in the
evaluation of prediction performance, mean absolute error and Root mean square error
were frequently used to compare actual data and predicted data (Figures 13 and 14).

Figure 13. Frequency of used metrics in CNN studies.



Computers 2022, 11, 26 19 of 32

Figure 14. Frequency of used metrics in RNN/LSTM studies.

In ten CNN-related studies, Accuracy, Precision, Recall, and F1-score were simul-
taneously used as evaluation metrics. The four metrics are mainly used to measure the
classification performance, and each is expressed as equations with True Positives (TP),
True Negatives (TN), False Positives (FP), and False Negatives (FN) as shown in (1)–(4) [70].
Table 7 shows the evaluation results obtained in studies based on Accuracy, Precision,
Recall, and F1-score.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1 =
2·presicion·recall
precision + recall

(4)

Table 7. Evaluation results by Accuracy, Precision, Recall, and F1-score metrics.

Study DL Application Accuracy Precision Recall F1-Score

[32] CNN Data classifier in smart
home gateway 99% - - -

[18] CNN Gait recognition 98.50% - - -

[33] CNN Hand gestures control 84.99% - - -

[19] CNN Sound recognition 96% 94.60% 90.90% 90.20%

[35] CNN Human Activity
Recognition 95.90% - - -

[36] CNN Intrusion Detection 99.84%, - - -

[37] CNN
Person identification,
Motion recognition

Motion: 98.50%
- - -Identification:

80.92%
joint: 80.57%.
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Table 7. Cont.

Study DL Application Accuracy Precision Recall F1-Score

[38] CNN
Appliance usage status

prediction
for energy management

- - -
Laundry: 80.6%
Entertainment:

45.5%
Preparing food:

82.1%

[39] CNN Body gesture control 93% - - -

[40] CNN Speaker identification - 92% 92% 92%

[20] CNN Emotion recognition (highest) 85% (highest) 85% (highest) 85% (highest) 85%

[42] CNN Activity recognition

10 activities:
98.54%

10 activities:
81.9%

10 activities:
79%

10 activities:
79%

8 activities:
99.23%

8 activities:
96.1%

8 activities:
94.9%

8 activities:
95.1%

[43] CNN +
LSTM

Activity prediction

Adlnormal:
93.23% Cairo: 92.03% Cairo: 90.75% Cairo: 91.19%

MavLab:
86.73% Tulum: 84.41% Tulum: 84.01% Tulum: 84.09%

Aruba: 89.22% Aruba: 84.77% Aruba: 86.69%

[44] CNN Activity recognition 75.33% - - -

[21] CNNLSTM Activity recognition
LSTM: 89.8%

- - -
CNN: 88.2%

[22] CNN,
LSTM

Activity recognition
for dementia 89.72% 51.20% 50.55% 50.87%

[45] CNN, CNN
+ LSTM

Activity recognition
CNN + LSTM:

99.9%
CNN + LSTM:

98%
CNN + LSTM:

98%
CNN + LSTM:

98%
CNN: 94.99% CNN: 95% CNN: 95% CNN: 95%

[46] CNN +
GRU

Appliance State
Recognition 92.90% 93.80% 91.80% 92.90%

[47] CNN Activity recognition
with wearable sensor

(global)
UCI: 92.5%

(highest)
UCI: 99%

(highest)
UCI: 99%

(highest)
UCI: 98%

New: 97% New: 99% New: 98% New: 99%

[48] CNN +
RNN User Identification

ShakeLogin:
91.45% - - -

HHAR: 96.41%

[49] CNN +
SVM Activity recognition 85.7–89.75% - - -

[50] LSTM Activity recognition 97% - 91% -

[51] RNN Activity recognition -

(highest)
1. Tower:
95.65%

(highest)
1. Tower:
97.18% -

2. Aruba: 100% 2. Aruba:
96.47%

3. HBMS: 100% 3. HBMS: 100%

[52] RNN,
LSTM, GRU

Activity recognition
LSTM: 97.84%

- - -GRU: 97.75%
RNN: 96.96%

[53] RNN,
LSTM Activity recognition 98% - - -

[23] LSTM Activity recognition (highest)
94.24%

(highest)
94.33%

(highest)
94.33%

(highest)
94%
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Table 7. Cont.

Study DL Application Accuracy Precision Recall F1-Score

[55] LSTM Activity Prediction 82% - - -

[56] LSTM Personality predictor - - 61.16% 73.95%

[57] LSTM User authentication 90% - - -

[59] LSTM Activity Prediction 88% - - -

[60] LSTM Fall detection 97.10% 97.10% - -

[61] LSTM Activity recognition Aruba: 79.5% (highest)
95.2%

- (highest)
91.9%Tulum: 91.95%

[62] LSTM
Predict individual
appliance power

consumption
99% - - -

[63] LSTM Fall detection 89.80% 95.04% - -

[64] LSTM
Human activity

recognition: Predicting
occurrence time

(highest)
92.1% - (highest)

92.1% -

[65] LSTM Activity recognition
Frame:

58–58.9% - - -
Segment:

38.8–40.2%

[67] LSTM Fall detection - 93% 96% -

[68] LSTM
GRU

Prediction of future events
of human behavior

LSTM: 52.9% - - -
GRU: 51.2%

In addition, in 33 out of 43 studies, comparative experiments were conducted to com-
pare the performance of their proposed model and other ML models. Detailed comparison
models and evaluation results for each study can be found in Table A1.

3.5. RQ5: Is There Any Study on a Specific Population Target? Who Is the Target, and What Is the
Field of Application?

Only 7 of the 43 studies referred to a specific population target, and this target is older
people. Figure 15 shows the proportion of research related to the elderly in the selected
studies. In total, four of the seven studies were conducted for activity recognition, two for
fall detection, and one for gait recognition, as shown in Table 8.

Uddin et al. [18] studied recognizing a depth video-based gait. It extracts Local
Directional Pattern (LDP) features from depth silhouettes and creates robust spatiotemporal
features based on them. Moreover, CNN was applied to distinguish between normal and
abnormal gait. Recognizing abnormal gait is a critical point for the health monitoring of
older adults.

Khraief et al. [34] conducted a study for fall detection in the elderly. It is based on
two-stream CNNs: human shape and motion. Ahamed et al. [60] also researched a fall
detection study for the elderly, and it is an accelerometer-based fall detection via wearable
devices. Feed Forward Neural Network (FFNN) and Long Short-Term Memory (LSTM)
were applied.

Gochoo et al. [42] showed an unobtrusive CNN activity recognition model for older
adults living alone. They used Aruba data by monitoring a single older woman for
eight months to classify ten activities: Eating, Bed to Toilet, Relaxation, Meal Preparation,
Sleeping, Work, Housekeeping, Wash Dishes, Enter Home and Leave Home.
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Figure 15. Study rate for the elderly.

Table 8. Studies for the elderly.

Application Study

Gait recognition Uddin et al. [18]
Fall detection Khraief et al. [34], Ahamed et al. [60]

Activity recognition Gochoo et al. [42], Arifoglu and Bouchachia [22],
MacHot et al. [51], Zhao et al. [52]

Arifoglu and Bouchachia [22] aimed to detect abnormal behavior related to dementia
in old age. It is a binary classification that distinguishes between normal and abnormal.
For this, 1D CNN, 2D CNN, and a combination of LSTM and CNN were compared
and evaluated.

MacHot et al. [51] also conducted an activity recognition study for the elderly, and
RNN was applied to verify both newly created data and public data.

Zhao et al. [52] directly collected sensor data for old age activity recognition and
compared RNN, LSTM, and GRU models.

The evidence from these studies shows that activity recognition and fall detection are
priorities in smart home technology for older people, and we can expect that the technology
using DL will continue to be researched and developed in this health monitoring field.

4. Discussion
4.1. Threats to Validity

To ensure the validity of this systematic review, three threats have been considered:

• Selection bias: There is a threat that individual bias will be reflected in the study
selection process. To minimize this, it was clearly reviewed whether the specified
technologies (CNN, RNN/LSTM) were used as the main solution of the study and
whether this study contributed to the development of smart home services. In addi-
tion, to reduce the threat to the selection process, we followed the PRISMA process.
The research was collected through well-known scientific databases to minimize pub-
lication bias. During the study selection process, Covidence (www.covidence.org, last
accessed on 20 December 2021) was used to screen each study to ensure that they were
not selected based on biased individual opinions. This is a suitable tool for multiple
researchers to review and share their opinions simultaneously.

www.covidence.org
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• Threats to data analysis: There is a potential threat to the accuracy of data extraction,
recording, and description. Since Covidence is an automated tool, it has limitations in
data extraction depending on the study’s purpose. Therefore, to extract and collect the
data, we used an Excel spreadsheet; moreover, we have thoroughly defined the data
for extraction (Table 4).

• Threats to representativeness: This mapping study has been able to find search results
from each database since 2016. Given the number of studies in this field has increased
rapidly since 2017 and many related studies are still being published, it cannot be
claimed that this review is all-inclusive. However, the objective search strings through
PICO guarantee a good coverage of the studies within the period.

4.2. Findings and Lessons Learned

For future research in this field, the following issues were analyzed: (RQ1) keywords
and distribution of the research; (RQ2) research goals, DL type, and applications; (RQ3)
composition and use of the data in each study; (RQ4) evaluation methods, evaluation
metrics, and results; (RQ5) studies considering specific population targets.

RQ1. CNN or RNN/LSTM research applied to smart homes has been rapidly increas-
ing since 2017. Though research on applying DL to activity recognition has existed for
many years, research on the application of this function to smart home services has been
more active recently. The main keywords related to CNN in smart homes are Activity
recognition, Fall detection, Automation, Hand detection, Elderly people, and Identification.
The keyword network shows that CNN is closely related to the monitoring and classi-
fying functions. The RNN keyword network includes LSTM, Authentication, Activity
recognition, and Anomaly detection, while the keywords related to LSTM include Energy
management, Activity recognition, Authentication, and Automation. This shows that the
keywords are slightly different, while each DL model becomes a keyword of each other
because there are studies that applied two or more models together. These studies suggest
that better performance results can be obtained from the combined models than from using
a single model. Through the keyword networks, we get an overview of the field.

RQ2. The analysis of the purpose of each study, the services considered, and the
specific model applied reveals that CNNs are excellent in image recognition, and they
are the best option to perform classification tasks on the image, video, and sensor data.
RNN/LSTM can analyze sequential data and implement a solution process for activity
recognition different from CNN. In addition, RNN/LSTM are used to predict the next
action through time-series data or to predict power consumption for energy management.
Overall, the monitoring category, made up of activity recognition, activity prediction, fall
detection, and gesture control, accounted for the largest percentage (66%) of the studies,
followed by the security category (17%) and the energy management category (11%). In
particular, we are interested in activity recognition that applied unsupervised learning.
Unsupervised learning can reduce human intervention because the algorithms learn from
input data without the need to be manually tagged. In the future, DL should be developed
with more efficient algorithms by developing reinforcement learning and unsupervised
learning or combining these learning approaches with other DLs. This section can help
researchers who study DL usage in smart homes to design a concrete research strategy.

RQ3. In this section, the data types, the data formats used, and the distribution of
public vs. ad-hoc databases were analyzed. In total, 42% of the studies used only public
data, 46% relied on newly created data, and 12% combined newly created data and public
data. The most used data format was sensor data, and we analyzed which sensors are
applied to which application (Table 6). Deng [71] emphasized the importance of multimodal
learning using cross-domain information. It is necessary to effectively utilize the voices,
images, and sensors of each device as multimodal data. Furthermore, since smart homes
are aware of various contexts and operate through various IoT devices, an infrastructure
should be provided that enables the easy integration of various data collected from devices
of different manufacturers. This section also shows what percentages of data were used
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for training and testing in each study. The 10% testing and 90% training ratio was the
most common. Data used for each study can be found in Table A1. This section also
provides information about public data available for DL research, and information about
the composition of new data created by researchers. In total, 47.5% of the studies that
employed public data used the CASAS project datasets.

RQ4. This section shows how the models developed were evaluated. Accuracy is the
most important metric in classification, and many studies have simultaneously evaluated
Accuracy, Precision, Recall, and F1-score. In addition, 77% of the studies conducted a
comparative experiment to evaluate the performance of the proposed model, as compared
to other models’ performance. CNN, RNN, and LSTM have been compared to existing
machine learning classification models, or to other DL models based on the same data from
other studies. We provided the details of evaluation metrics, compared models, and the
results for each study in Table A1. The analysis reveals that the evaluation method and the
comparison targets are different, according to DL type and category. It is as important to
evaluate performance as model development. This section will help researchers to find
suitable assessment methods and comparisons.

RQ5. This section is an analysis of the studies addressing a specific population target.
In total, 14% of the selected studies considered older people. This shows that when
studying the application of DL to smart homes, old age is an essential target that should be
considered. However, older people are generally afraid of advanced technology and may
not be comfortable with systems being automated. For this, we can discuss explainability,
which is an important challenge for DL. Technology should be able to explain decisions
and actions to users while providing the intelligence to automatically operate when needed.
If users can understand interactions and interfaces and they feel in control of the DL’s
automation, even users who are reluctant to advanced technology will be able to accept the
technology more easily. Regarding DL applications for the elderly, activity recognition and
fall detection services that can monitor older people’s lives and help them in an emergency
were being treated as important. Monitoring their lives has the advantage of being able
to help them immediately if threats to health or the environment are detected. However,
there are also issues such as the invasion of privacy. Applying edge computing to store
and process sensitive information on edge devices can solve this problem, so researchers
need to think about it along with DL development. For this, more in-depth research on the
privacy of smart homes is needed.

5. Conclusions and Future Directions

This paper presents the findings of a systematic review that the academy and indus-
try can use to understand trends in smart homes that employ DL. In this investigation,
43 studies were compared and analyzed. We specifically focused on DL and examined how
these technologies were applied to smart home applications. In addition, we reviewed the
details of how each study was prepared, realized, and evaluated.

Because it is an emerging and rapidly evolving area where many research efforts are
being devoted, an up-to-date systematic review was considered necessary. This compar-
ative analysis was based on data published between 1 January 2016 and 31 March 2020.
Among the studies for smart homes, 43 studies providing CNN and RNN/LSTM as the
main solutions were selected for analysis. However, many related studies are still being
published, so this research cannot claim to be all-encompassing. Nonetheless, the main
trends in this field of research were identified and the core elements that make up the
studies were analyzed.

Several future development directions have been identified for DL applications in
smart homes. First, the development of reinforcement learning and unsupervised learning
is important because it is inefficient to manually label data that can vary enormously
according to users and contexts in smart homes. Furthermore, cross-domain data extraction
and utilization should be strengthened. Since a smart home is a space where users live,
there are a lot of data that can be collected, but there will be biased data as well. In order



Computers 2022, 11, 26 25 of 32

to refine this, it will be helpful to synthetically interpret multimodal data and analyze
the situation. Furthermore, multiple DL applications that make up a smart home can
collaborate in collecting information and completing tasks. By learning from others, they
can further improve their algorithms.
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Appendix A

Table A1. Data and Evaluation of each study.

Study DL Data Type Dataset Composition of
Training and Testing Evaluation Metrics

Comparative
Evaluation with
Other Methods

[32] CNN Public ISCX VPN- nonVPN
traffic dataset

service level: training
(11,312 pieces): testing
(100 tests), application

level:
training (11,312 pieces):

testing (100 tests)

Accuracy,
Computational

efficiency
N/A

[18] CNN New
Dataset consisting of 200
normal gait images and

200 abnormal images

training:testing =
200:200 (images) Accuracy PCA, ICA, LBP, DBN,

HMM

[33] CNN New 800 images for each 6
hand gesture

training:testing =
4800:300 (images) Accuracy N/A

[19] CNN New

1995 audio signals from
different activities in the

three kitchen
environments

* data augmentation:
each class to 855

training:testing =
80%:20%

Accuracy, Precision,
Recall,

F1-score

k-NN (5 nearest
neighbors), SVM (linear

kernel), SVM (RBF
kernel), Extra Trees,

Random Forest, Gradient
Boosting

[34] CNN Public

Multiple Cameras Fall
dataset: 24 falls and

normal activities, UR Fall
Detection dataset:

30 falls and 40 normal
activities

- Sensitivity
Specificity

CNN by Adrian et al.
[72], LBP, Histograms of
Oriented Gradients and
Caffe neural network,

PCAnet + SVM

[35] CNN New

2101 images with six
different people and

topics in different
environments

* data augmentation:
2101 to 42,020

training:testing =
42,020:2101 (images) Accuracy

Fourier descriptor based
method, GEI

based method

[36] CNN Public
KDD99 dataset

* data augmentation:
minority categories

training:testing =
488,021:300,000

(entries)

Accuracy, Average
MRR N/A
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[37] CNN New

15 people, 6 motions
: punching, crawling,

creeping, jumping,
running, walking

training:testing =
135,000:45,000
(spectrograms)

Accuracy Misra et al. [73], Chen
et al. [74], Long et al. [75]

[38] CNN New

1,118,307 data samples:
Time use diary, Energy

consumption
of appliances

training:testing =
80%:20% F1-score k-NN

[39] CNN New
720 times of image

shooting of 6 people,
10 attitudes

- Accuracy N/A

[40] CNN New and
Public

New: Voice data of four
speakers

1200 audio files, Public:
LibriSpeech Dataset

training:validation:testing
= 70%:15%:15%

Precision, Recall,
F1-score

The 2-layered CNN
model, Modified

3-layered CNN model,
SqueezeNet model

[41] CNN New

120 samples × 2 days ×
6 gestures

push, pull, moving right,
left up and down

training:validation =
120:120

True Positive Rate,
False Positive Rate

WiAG(PCA+KNN) and
WiG(SVM)_CSI-based

gesture recognition
methods

[20] CNN Public
MAHNOB, DEAP
datasets, Different

physiological signals

training:testing =
9:1

Precision, Recall,
F1-score, Accuracy

SVM, Random Forest,
NB, k-NN

[42] CNN Public Aruba_CASAS training:testing =
9:1

Recall, Precision,
F1-score, Specificity,

Accuracy, Error,
Latency

AR-CbC, MkRENN,
SVM

[43]
CNN

+
LSTM

Public

MavLab_University of
Texas,

Adlnormal_CASAS,
Cairo_CASAS,

Tulum2009_CASAS,
Aruba_CASAS

training:validation:
testing =

60%:20%:20%

1. classification:
Accuracy, Recall,

Precision,
F1-score

CNN + Bi-LSTM SPADE,
LSTM

2. regression: MAE,
RMSE, R-squared

[44] CNN Public SPHERE dataset
20 activities

training:testing =
14,503:1601(samples) Accuracy DBN

[21] CNN,
LSTM Public

Kasteren_3 homes:
house A (25 days, 14
sensors, 10 activities),
house B (14 days, 23
sensors, 13 activities),
house C (19 days, 21
sensors, 16 activities)

house A
training:testing = 24:1

Accuracy LSTM + 1D-CNN, NB,
HMM, HSMM, CRFs

house B
training:testing = 13:1

house C
training:testing =
18:1(daily data)

[22]

CNN,
LSTM,
CNN

+
LSTM

Public Aruba_CASAS,
WSU_CASAS

1. Aruba
train-

ing:validation:testing =
139:70:15
2. WSU

training:testing =
normal

behaviors:abnormal
activity

Precision, Recall,
F1-score, Accuracy NB, HMM, HSMM, CRFs

[45]

CNN,
CNN

+
LSTM

New and
Public

New: 30,000 body
silhouette images

walking, falling, lying
down, climbing up,

bending, sitting down.
Public: MNIST, COIL-20

training:validation:testing
= 80%:10%:10%

Precision, Recall,
F1-score, Accuracy

Single-view long-term
recurrent convolutional

networks (LRCN),
Single-view 3D CNN,

Multiview LRCN,
Multiview 3D CNN
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[46] CNN +
GRU New

Virtual state data of
7 appliances: electric fan,
table lamp, air purifier,
computer display1, 2,

humidifier, laptop

training:validation:testing
= 60%:20%:20%

Precision, Recall,
F1-score, Accuracy N/A

[47] CNN New and
Public

New: dataset of
9 activities

Public: dataset from UCI
Machine Learning

Repository of 6 activities

Scenario 1
training:testing =

60%:40%
Scenario 2

training:testing = 10:5
(users)

Scenario 3
training:testing = 6:3

(repetitions)

Precision, Recall,
F1-score, Accuracy

13 other machine
learning models on UCI

dataset
: 7 other machine

learning models on
datasets acquired in an

AAL environment

[48] CNN +
RNN

New and
Public

New: ShakeLogin
dataset sensor data of

shaking action.

1. ShakeLogin
training:testing =

0.8:0.2 Precision, Recall,
F1-score, Accuracy,

ROC

Multilayer Perceptron,
J48, N-gram language
model, SVM, Nearest

neighbor distance, DTW

Public: HHAR dataset
sensor data: biking,

sitting, standing,
walking, stair-up/down

2. HHAR
training:testing =

0.9:0.1

[49] CNN New

Spatial location
information of 6 actions

using three
ultrawide band

training:testing =
20,711:1953 Accuracy RBM, DNN, the

stand-alone CNN model

[50] LSTM New

561 features
from a smartphone
accelerometer and
gyroscope sensor

training:testing =
7767:3162 (samples) Recall, Accuracy ANN, SVM

[51] RNN New and
Public

New: Dataset of 15
participants: sleeping,

preparing meal, toileting,
activities

Public: Aruba_CASAS
Tower_CASAS

training:testing =
9:1 Precision, Recall N/A

[52]
RNN,
LSTM,
GRU

New

Sensor data for the
activities: drinking,

washing, eating, opening
the refrigerator, turning
on the light, opening the

door, using computer,
watching TV, cooking

- Accuracy LSTM, GRU, RNN

[53] RNN +
LSTM New

Wi-Fi CSI data of
6 activities: running,
walking, standing,

sitting, crouching, lying

three non-overlapping
datasets: training,

validation, and testing
dataset

Accuracy E-eyes, CARM

[23] LSTM Public
CASAS project: Milan,

Cairo, Kyoto2,
Kyoto3, Kyoto4

training:validation =
80%:20%

Precision, Recall,
F1-score, Accuracy

Comparison with CNN,
Comparison with other

ML approaches:
HMM, CRF, and NB

[54] LSTM Public

Umass Trace Repository
dataset: electrical data,

environmental data,
operational data.

Weather data of Davis
Weather Station

training:testing = 50:1
(days) RMSE BP neural network,

LSTM, Bi-LSTM

[55] LSTM New Multi-user activity data:
23 activities

training:testing =
9:1 Accuracy N/A
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[56] LSTM New

1. Behavior: video data
of 46 people, 6 tasks,
3 daily activity types

1. cross-participant
training:testing =

90%:10%
F1-score, Recall,

Cross-Entropy Error

LSTM combined with
clustering and basic
LSTM framework2. Personality: Survey

the short version of the
Big Five Inventory

2. per-participant
training:testing = All
participant-1 person:1

person data

[57] LSTM New

The breathing acoustics
dataset: deep breathing,

normal
breathing, sniffing

training:validation =
80%:20%

Accuracy, Feature
extraction time, Model
loading time, Inference

time

SVM, LSTM,
quantized LSTM

[58] LSTM New

Raw and Network flows
traffic dataset,

Application layer
network protocols

dataset, Smart-devices
and Sensors dataset

training:testing = more
than 100 “normal”

days:mix of “normal”
and “abnormal” days

MSE N/A

[59] LSTM New

536 times 30s time slots
Lidar data for 2 human
mobile hosts, 17 daily

kitchen activities

training:testing =
436:100 (times) Accuracy N/A

[60] LSTM Public

UR Fall detection dataset
30 fall events and 40 ADL
events, video recordings
of the fall, accelerator of

the fall event

FFNN
train-

ing:validation:testing =
70%:15%:15%, LSTM

training:testing =
70:10

Accuracy, Precision FFNN, LSTM

[61] LSTM Public CASAS project: Aruba,
Tulum

training:testing =
9:1

Precision, F1-score,
Accuracy.

LSTM, bi-LSTM, GRU,
MkENN-SWMI,

MkRENN-SWMIex,
MkENN-SWLS,

MkRENN-SWLS

[62] LSTM Public IAWE dataset

training:test= from 8th
of June to 2nd of

August:from 3rd to 5th
of August

MAE, Relative Error
Measures, Accuracy

LSTM model by Kelly &
Knottenbelt [76]

[63] LSTM New
206 samples: 121 falling
down and 85 standing

up

training:testing =
2:1

Accuracy, Precision,
Sensitivity KNN, SVM, DTW

[64] LSTM New

The ADL data
5 people, 3 nights in
smart home of Nara

Institute of Science and
Technology using

sensors

Leave-One-Day-Out
cross validation

training:testing = the
other days:one day

Accuracy, Recall N/A

[65] LSTM Public

Watch-n-Patch
458 videos of human

complex activity RGB-D,
21 types of activities

-

Accuracy:
a frame-level accuracy

and
a segment-level

accuracy

HMM, LDA, CaTM,
WBTM

[66] LSTM Public

Hourly average emission
factors

in PJM (USA), Ontario
(Canada) and France

training:testing =
9:1

MAPE, Pearson’s
Correlation

LSTM with TBATS
(Trigonometric, Box-Cox
transform, ARMA errors,

Trend, and Seasonal
components), SVR

[67] LSTM Public
NTU RGB+D Action
Recognition Dataset
44,372 video samples

training:testing =
75%:25% AUC, Precision, Recall Rougier et al. [77],

Plannic et al. [78]
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[68] LSTM Public

Sensor-level: MIT B,
hh104_CASAS, van

Kasteren
training:testing =

2:1

Next activity
prediction: Accuracy,
Time of next event:
MAE and RMSE,
Activity window:

Levenshtein similarity

GRU by Cho et al. [79]Activity-level:
hh102_CASAS,
hh104_CASAS,

hh110_CASAS, van
Kasteren
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