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Deep Learning for Infrared Thermal Image Based

Machine Health Monitoring
Olivier Janssens, Mia Loccufier, Rik Van de Walle and Sofie Van Hoecke

Abstract—The condition of a machine can automatically be
identified by creating and classifying features that summarize
characteristics of measured signals. Currently, experts, in their
respective fields, devise these features based on their knowledge.
Hence, the performance and usefulness depends on the expert’s
knowledge of the underlying physics, or statistics. Furthermore, if
new and additional conditions should be detectable, experts have
to implement new feature extraction methods. To mitigate the
drawbacks of feature engineering, a method from the sub-field
of feature learning, i.e. deep learning, more specifically convolu-
tional neural networks, is researched in this article. The objective
of this article is to investigate if and how deep learning can be
applied to infrared thermal video to automatically determine the
condition of the machine. By applying this method on infrared
thermal data in two use cases, i.e. machine fault detection and
oil level prediction, we show that the proposed system is able
to detect many conditions in rotating machinery very accurately
(i.e. 95 % and 91.67 % accuracy for the respective use cases)
without requiring any detailed knowledge about the underlying
physics, and thus having the potential to significantly simplify
condition monitoring using complex sensor data. Furthermore,
we show that by using the trained neural networks, important
regions in the infrared thermal images can be identified related
to specific conditions which can potentially lead to new physical
insights.

I. INTRODUCTION

C
ONDITION MONITORING (CM) of a machine and its

components is crucial to avoid downtime and unneces-

sary costs, enhance the machine’s lifetime and improve safety

by recognizing abnormal behaviour of a machine or machine

component. This generally implies the comparison of healthy

and faulty situations indicated by processed measurements,

either manually obtained through operators with portable

devices or continuously through built-in sensors. From these

measurements, informative characteristics (features) are ex-

tracted (engineered) by a CM expert that have to be interpreted

to determine the machine’s condition. To automate condition

monitoring, the streams of measurements need to be processed

automatically, requiring a system that automatically extracts

features from the streams of measurements and provide these

to a machine learning algorithm that determines the machine’s

condition. Before such an algorithm can be used, it has to be

trained in order to be able to detect the different conditions:

(1) first, a data set of measurements with accompanying labels

is created that indicate the different machine conditions; (2)

the algorithm is subsequently trained, using extracted features
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Fig. 1: Block diagram illustrating feature engineering and the

training of a machine learning model for condition monitoring.

from the data set, to detect the different conditions using

streams of measurements. A block diagram illustrating this

process is given in Figure 1. As can be seen in this figure,

sensory data (X) is gathered together with the corresponding

labels (Y ), i.e. the machine’s condition during the measure-

ments. From the data, features are extracted (φ) which are

subsequently given to a machine learning algorithm together

with the labels (Y ). The machine learning algorithms will

learn a model (θ) that can distinguish between the different

conditions. When the system is put into production, new mea-

surements will be taken for which the conditions are unknown.

In order to detect the condition, features are extracted out of

the measurements and fed to the model that is now capable

of predicting the condition of the machine (Ŷ ).

Currently, the features extracted from the measurements

are engineered by condition monitoring experts. The feature

engineering process can either be data-driven or model-driven.

Data-driven feature engineering entails creating features that

describe measurable characteristics that are related to a condi-

tion by observation without taking the underlying physics into

account. Model-driven feature-engineering requires reasoning

on the underlying physics of the conditions to deduce what

resulting phenomena can occur and how to quantify them in

features.

A lot of work and research [1], [2] has already been done

to understand the underlying physics for vibration analysis, a

commonly used technique for CM, resulting in many useful

signal processing techniques and methodologies for model-

driven feature engineering. But also data-driven feature en-

gineering is already successfully applied [3], [4] on vibration

data by, for example, extracting well known statistics from the

vibration signals (e.g. mean, standard deviation, median and

skew).

As certain faults in rotating machinery remain difficult to

detect using vibration signals alone, for example lubrication
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related problems [5], other types of sensors, like thermal

imaging, can be considered. Interpreting the phenomena in the

infrared thermal (IRT) images requires however substantial in-

sights into the mechanics and thermodynamics of the systems.

As complete physics-based modelling of a machine is difficult

and requires a lot of knowledge, effort and time [6], mainly

data-driven feature engineering has been applied for IRT-based

condition monitoring [7], [8], [9], [5].

Despite the successful applications of feature engineering,

both in vibration and IRT data, there is a possibility that a

feature-engineering-based system will not perform optimally

for two reasons: (1) the feature engineering depends on an ex-

pert with knowledge about mechanical engineering or statistics

who might not be able to devise features that fully describe

the dynamics of the signals that are required for correct

classification; (2) it is possible that the required knowledge

to create features is not available yet. Furthermore, a CM

system can be designed for a specific set of conditions, hence,

when new conditions should be detectable an expert has to

implement new feature extraction capabilities into the system.

In order to circumvent this problem, feature learn-

ing/representation learning can be employed. As opposed to

feature engineering, wherein a human creates the features,

feature learning uses a machine learning algorithm to learn

and create useful features from raw data. The algorithm learns

features without human input that optimally represent the raw

data for the required task and has therefore the potential

to be more powerful than manually engineered features. It

should be noted that feature learning is different from feature

selection that is used to select the most informative subset of

features from all the available (manually engineered) features;

so there is no feature learning during feature selection. A

schematic representation, illustrating the difference between

feature engineering without, resp. with, feature selection, and

feature learning, can be seen in Figure 2. Feature engineer-

ing takes input data (X) and extracts features (φ) that are

subsequently used to train a classifier (fθ(.)) with learnable

parameters (θ) that outputs predictions (Ŷ ). When feature

selection is applied, the most informative subset of features

is selected (ψ ⊆ φ) to train the classification algorithm.

Conversely, feature learning will not extract features, but will

use raw input data and transform it using tθ1(.) wherein θ1
consists of the learnable parameters of the transformation. The

transformation provides a new representation of the input data,

better suited for the classification task. The transformation

steps can be repeated many times—each with their own set of

learnable parameters— in order to transform the data optimally

during classification, i.e., optimal features are learned for the

classification task.

In recent years feature learning has become very popular by

the introduction of deep learning [10] (DL). DL methods are

representation-learning methods with multiple levels of repre-

sentation, obtained by composing simple non-linear modules

that each transform the representation (of the data) at one

level (starting with the raw input) into a representation at a

higher, slightly more abstract level. By composing multiple

transformations, very complex functions can be learned for

handling complex data such as images and video. DL is done
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Fig. 2: Schematic representation of feature engineering with-

out, resp. with feature selection, and feature learning.

using various types of deep neural networks (DNN) wherein

every layer will learn a new representation of the data (i.e.

learn features). DL achieves good results in image recogni-

tion, speech recognition, drug discovery, analysing particle

accelerator data and natural language processing [10]. All

these applications require complex data with many variables,

resulting in the success of deep learning. In previous work

we have applied techniques of deep learning, i.e. a convolu-

tional neural network, on vibration signals to detect machine

faults [11]. As vibration signals are one dimensional signals,

a shallow convolutional network sufficed. IRT data, however,

has many variables (i.e. pixels), and therefore form perfect

fit for researching convolutional neural networks as a tool for

condition monitoring. A vast amount of data is required to

train a very deep neural network. To mitigate this problem,

we investigate transfer learning, a solution when needing a lot

of data, and its usability for IRT data. We apply our proposed

DNN on two use cases, namely machine fault detection and oil

level prediction, and show that by using feature learning, and

thus not manually designing features but letting a DNN learn

the features, a significant condition detection performance gain

can be achieved. Finally, we show that the NNs actually focus

on certain parts in the IRT images to make the classification

decisions, which can potentially lead to new physical insights.

The remainder of the paper is as follows. Section II dis-

cusses an overview of the recent progress regarding neural

networks for condition monitoring. In Section III, our DNN

is discussed together with the transfer learning approach,

and insights into the decision making process are visualised.

The two subsequent sections (Section IV and V) present the

two use cases on which the DNNs are applied. Finally, in

Section VI, a conclusion is provided.

II. NEURAL NETWORKS FOR CONDITION MONITORING

Neural networks (NN) have been used for many decades.

However, most often they are used in combination with

features engineered by an expert [12], [13]. In contrast, feature

learning uses a raw representation of the input data and lets
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an algorithm learn and create a suitable representation of

the data, i.e. features. An example of such a process using

NNs is given in [14], wherein vibration spectrum images

are created and given to NNs for rolling element bearing

(REB) fault classification. Feature learning can be done by

using both supervised and/or unsupervised methods. For REB

fault detection using vibration measurements, unsupervised

methods using auto-encoders have been used recently [15].

Auto-encoders are NNs which are designed to replicate the

given input. The NN has a single hidden layer containing less

nodes than the input layer. The purpose of this hidden layer

is to learn a compressed representation of the input data. An

auto-encoder is used to extract features which are given to a

classification algorithm. It should be noted that many auto-

encoders can be stacked on top of each-other to form a DNN.

Each layer is trained individually, as training an entire DNN at

once suffers from the gradient vanishing problem. During NN

training, the (local) minimum of the error function is found

by iteratively taking small steps (i.e. gradient descent) in the

direction of the negative error derivative with respect to the

network’s weights (i.e. gradients). To calculate this gradient,

back-propagation is used. Back-propagation in essence is the

chain-rule applied to a NN. Hence, the gradient is propagated

backward through each layer. With each subsequent layer, the

magnitude of the gradients get exponentially smaller (van-

ishes), making the steps also exponentially smaller, resulting

in very slow learning of the weights in the lower (first) layers

of a DNN. An important factor causing the gradients to shrink

are the activation function derivatives (i.e. derivative of a

layer’s output with respect to its input). When the sigmoid

activation function is used in the network, the magnitude of

the sigmoid derivative is well below 1 in the function’s range

causing the gradient to vanish. To solve this problem, in 2012

Krizhevsky et al. [16] proposed another type of activation

function, called the rectified linear unit which does not suffer

from this problem. Hence, the vanishing gradient problem

was mostly solved, enabling much deeper (supervised) NNs

to be trained as a whole, resulting in many new state-of-the-

art results.

A neural network is commonly dense and fully connected,

meaning that every neuron of a layer is connected to every

other neuron in the subsequent layer. Each connection is a

weight totalling many parameters. This number of parameters

is difficult to train as the network will memorize the data

(overfitting), especially when too little data is available. If

possible, a partial solution to this problem is to gather more

data. Nevertheless, the training procedure will take very long.

Another partial solution is implicitly provided in convolutional

neural networks (CNN) [17]. CNNs are designed to deal

with images and therefore exploit certain properties, i.e. local

connectivity, weight sharing, and pooling, which results in a

faster training phase, but also less parameters to train:

• Local connectivity: When providing an image as input,

instead of connecting every neuron in the first hidden

layer to every pixel, a neuron is connected to a specific

local region of pixels called a local receptive field. A local

receptive field has a grid structure with a height (h), width

(w) and depth (d) and is connected to a hidden neuron in

the next layer. Such a local receptive field is slid across

the input grid structure (i.e. image). Each local receptive

field is connected to a different hidden neuron, where

each connection is again a weight.

• Weight sharing: Weights (also called kernel or filter)

consist of a grid structure equal to the size of a local

receptive field. Instead of having a unique set of weights

for each location in the input grid structure, the weights

are shared. As any other image processing filter, weights

in a CNN will extract features from the input. Due to

weight sharing, the same feature can be extracted in

different locations of the input. The output of such a

transformation is called a feature map. It should be noted

that in a CNN, every layer will have multiple sets of

weights so that a multitude of features can be extracted

resulting in multiple feature maps (k). Due to weight

sharing the amount of weights in the NNs are reduced.

• Pooling: Pooling is done after a convolutional layer and

reduces the dimension of the feature maps. It is applied

by sliding a small window over the feature maps while

extracting a single value from that region by the use of

for example a max or mean operation. A feature map

will hence reduce in size resulting in less parameters and

reduced number of computations in subsequent layers.

For more information on CNNs, we refer the reader to [17].

Data sets are often very small for tasks in specialized

fields compared to the required amount of data to train a

DNN. Hence, DNNs will tend to overfit. To overcome this

problem, pre-trained networks can be used which are NNs

trained for another task for which a lot of data was available.

In essence, the weights of the already trained network are

re-purposed for the new tasks. It has been shown that such

a NN will have learned general features that can be used

for other tasks [18], [19]. It has also been shown that NNs,

which are trained on images of everyday scenery, can be re-

purposed and modified to be applicable in tasks which require

domain specific images, such as medical images [20] or aerial

images [21]. The process of re-using and modifying a trained

NN is called transfer learning. There are several methods to

apply transfer learning [18]:

• Remove the last layer (k) or multiple layers (k-t, ...,k).

Hence, by providing the modified pretrained NN with

input samples the network will output intermediary ab-

stract representations of the data that can be given to a

new classifier such as a support vector machine. The idea

behind this approach is that the network has learned re-

usable features, which at a certain layer are useful for

the task at hand, and that only a new classifier has to be

trained using the re-usable features.

• In addition to removing one or more layers, it is also

possible to attach new layers to the modified pre-trained

network. The idea behind this method is that the initial

layers have learned useful weights, but that the subse-

quent layers have not. Hence, they have to be replaced

and trained.

• Following on the method above, one can choose to only
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train the newly added layers (using gradient descent in

combination with back-propagation) in order to modify

the weights of these new layers without modifying the

weights of the transferred layers.

• As opposed to only training the newly added layers, it

is also possible to train the entire network, i.e. train

the pre-trained layers and new layers. The idea behind

this method is that neighbouring layers co-adapt during

training, which can only be done when training all

layers [18].

The application of transfer learning in this paper is discussed

in the next section.

III. NEURAL NETWORK ARCHITECTURE

Images are complex data as they consist of many variables

(pixels), hence a deep network is required. However, we

determined that the data sets we constructed in the two use

cases contained too little data to properly train a DNN for the

IRT data. Gathering enough data is infeasible. Hence, research

into transfer learning for IRT is done.

Various transfer learning methods were tested, however, the

last option discussed in Section II, i.e. training both the pre-

trained and new layers, provided the best results. We opted to

use a pre-trained VGG (neural network created by the Visual

Geometry Group at University of Oxford) [22] network which

achieves state-of-the-art results on the imagenet data set. The

VGG network is a very deep CNN containing 16 layers, that

was trained on natural images. The goal of the VGG network

was to classify images in one of a thousand categories. The

VGG network uses rectified linear activation functions in every

layer except the last layer, which is a fully-connected layer

where softmax activation functions are used. A layer with

softmax activation functions provides a probabilistic mutually

exclusive classification, i.e. it provides 1000 values ranging

between 0 and 1 and the sum of these thousand values is equal

to one. Hence, it gives the probability of a sample belonging

to a certain class.

For transfer learning purposes, the last layer of the VGG

network was removed as our data-set has fewer classes. A

new fully-connected layer was attached to network. This new

layer also uses softmax activation functions, but less weights,

as there are less classes to distinguish for the task at hand. In

the end, this means that all except for one layer of the VGG

network (which are pre-trained) are reused in our network and

solely the last layer is new. In Figure 3, the architecture of

the network can be seen. As has been demonstrated in other

research, the fact that a network’s layers have been trained

using a certain type of images, does not mean that transfer

learning is not possible for totally different types of images.

Hence, we hypothesize that a pre-trained DNN, such as the

VGG network, can be re-used for machine condition detection

using IRT images.

As the input layer of the VGG network is re-used, our

dataset has to be preprocessed according to the data that

was initially provided to the original VGG network, hence

preprocessing as described in [22] was applied. Images (i.e.

frames) are pre-processed by removing the mean value. Next

smoothing is applied using a Gaussian kernel with a standard

deviation of 3 pixels. Then all frames are aligned to a common

reference frame (i.e. image registration) and subsequently

cropped to a width and height of 224 pixels.

Training is applied using mini-batch gradient descent, up-

dating all the weights of the network, including the weights of

the pre-trained layers. However, the learning rate for the mini-

batch gradient descent algorithm should be smaller than the

original learning rate to minimally influence the already pre-

trained layers. Therefore, it was set to 1.10−5. The network

was trained using a mini-batch size of 8 and for 100 epochs.

A. Insights into Infrared Thermal Data

It is difficult to know where to look on an infrared thermal

image in order to detect a specific machine condition. NNs are

nevertheless able to discover what is important in the images

to make a decision regarding the conditions. Thus it can be

concluded that the necessary information is present in the

thermal images. Extracting the regions in an image that are

important for a NN, by applying the technique proposed by

Zeiler et al. [23], can potentially lead to new physical insights.

The Zeiler method has three steps that are iterated over:

• The first step masks a part of the input image (i.e. a 7×7
square of pixels is set to a constant value).

• In step two, the modified incomplete image is classified

by the trained CNN. The CNN has softmax activation

functions in the output layer which give a probability for

every possible class.

• In the third step the class probability corresponding to

the correct class is saved in a matrix with the same

dimensions as the image. The probabilities are stored

in the location corresponding to the location that was

masked in the original image.

These three steps are iterated over so that every part of

the image is masked once. The idea behind this method is

that if an important and crucial part of the image is masked,

the probability for the correct class will be low (i.e. closer to

zero). Hence, if such a drop in probability is observed when a

specific part of the image is masked, it can be concluded that

said part of the image is crucial for that particular class. An

intuitive example is given in [23], where a CNN is trained to

detect objects in natural images. One of the possible classes is

“dog”. Hence, if a picture of a dog is given to the NN where

the face of the dog is hidden by the mask, the probability for

the class “dog”, provided by the network, will be much lower

compared to the case when the dog’s face is not masked.

In the next section the first use case, wherein the CNN

presented above, is discussed.

IV. USE CASE ONE: MACHINE FAULT DETECTION

In this use case, IRT video is recorded for various conditions

in a rotating machinery set-up. The CNN uses the IRT data

to detect the condition of a rolling element bearing and the

gradation of imbalance in the machine. Two separate data sets

were created using the same set-up but on separate moments

in time. The conditions present in each data set are listed in

Table I and Table II respectively.
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Fig. 3: Architecture of the deep convolutional neural network for IRT CM. Ch×w

k
denotes a convolutional layer with k feature

maps and receptive field of dimension h × w. P denotes a pooling layer. Dn denotes a dense fully connected layer with n

neurons. S denotes a softmax layer.

TABLE I: Summary of the 8 conditions in data set one

No imbalance Imbalance: 13 g or 17.3 N

Healthy REB (HB) Condition 1 Condition 2
Outer-raceway fault (ORF) Condition 3 Condition 4
Mildly inadequately lubricated bearing Condition 5 Condition 6
Extremely inadequately lubricated bearing Condition 7 Condition 8

Fig. 4: 3D image of the set-up. The labels are: 1. servo-motor;

2. coupling; 3. bearing housing; 4. bearing; 5. disk; 6. shaft;

7. thermocouple; 8. metal plate. The red square indicates what

the IRT camera records

A. Set-up

The set-up can be seen in Figure 4, for which the rotation

speed was set to 25 Hz. The REB in the housing at the right-

hand side in the set-up is changed in-between test runs, hence

this is the housing that is monitored by the thermal camera.

Additional to the IRT camera, two thermocouples are mounted

to measure the ambient temperature.

The type of bearings used were spherical roller bearings

and to imitate outer-raceway faults (ORF) in the REBs, three

small shallow grooves were added mechanically on the REBs’

outer-raceway (see Figure 5 for an example of such a groove).

The ORF is placed at the 10 o’clock position in the housing

(i.e. close to the top of the housing, facing the IRT camera)

for data set one and at the 6 o’clock position (i.e. loaded zone)

for data set two. Lubricant grease is added to every REB. The

required amount of grease is 2.5 g as is discussed in [5].

Both the healthy bearings (HB) and those with an ORF

are placed in a housing which contains a grease reservoir. The

grease reservoir contains 20 g [24]. For the REBs with reduced

lubricant in data set one, i.e. mildly inadequately lubricated

bearing (MILB) and extremely inadequately lubricated bearing

(EILB), no grease reservoir is present. For the MILBs the

grease on each individual REB is superficially removed (1.5

g reduction). Similarly, for the EILBs the grease in the REBs

Fig. 5: Three shallow grooves in the outer-raceway of a bearing

simulating an outer-raceway fault.

is decreased more (0.75 g reduction). For the hard particle

faults in data set two, 0.02 g of iron particles are mixed in the

lubricant of the REBs.

To complete the data sets, all the different REB conditions

are also tested during imbalance, this is done by adding bolts

to the rotor at a radius of 5.4 cm. The weight of the bolts can

be seen in Table I and II.

B. Data set

To construct data sets that are large enough to validate the

proposed methods, every condition in both data sets are created

for five different REBs. By using multiple REBs, variability is

introduced in the data set due to manufacturing, mounting and

grease distribution. Each REB is run for one hour, and the last

10 minutes —when steady-state is reached— is captured by

the IRT camera. For data set one, in total, 5 REBs × 8 condi-

tions = 40 IRT recordings are made. For data set two, 5 REBs

× 12 = 60 recordings are made. It should also be noted that

relative temperatures are used and not absolute temperature.

This is done by subtracting the temperature measured by the

thermocouple from the temperatures measured by the thermal

camera. For more information regarding the data set one we

refer the reader to [5]. It should be noted that simultaneously

with the IRT measurements, accelerometer measurements were

captured to check the validity of the data set.
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TABLE II: Summary of the 12 conditions in data set two

No imbalance Imbalance: 4.1 g or 5.5 N Imbalance: 9.3 g or 12.4 N Imbalance: 13 g or 17.3 N

Healthy REB (HB) Condition 1 Condition 2 Condition 3 Condition 4
Outer-raceway fault (ORF) Condition 5 Condition 6 Condition 7 Condition 8
Hard particle contamination (HP) Condition 9 Condition 10 Condition 11 Condition 12

C. Application of the convolution neural network

To detect the multitude of conditions in the two data

sets, two CNNs are required. One CNN, as described in

Section III, is trained to detect the different REB conditions.

A second CNN’s goal is to detect the gradation of imbalance

and is trained using differenced frames. It was determined

that imbalance could not be detected by solely using spatial

information of the heat distribution in the component. Tem-

poral information is required to make the vibrations, due to

imbalance, visible in the images. Hence, subsequent images

are differenced (i.e. It−1 − It). By differencing these frames,

the movement in the images becomes visible as described

in [5].

By combining the outputs of the two CNNs (i.e. one

focussing on the spatial aspects and one focussing on the

temporal aspects) an overall classification can be done.

D. Results

To put the results of the CNN approach in perspective,

they are compared to a feature engineering approaches given

in [5]. Accuracy (see Equation 1) is used as metric for fault

detection performance. This metric specifies the ratio between

the number of samples that are correctly classified and all

the samples in total. The scores were determined during five-

fold cross-validation. This means that the CNNs were trained

on recorded data from REB two, three, four and five and

subsequently the CNNs were tested on data from REB one.

This is done five times so that every bearing is in the test-set

once. For more information on this evaluation procedure we

refer the reader to [5].

accuracy=
Number of correctly classified frames

Total number of frames that were classified
(1)

The results for both the feature engineering based approach

and the feature learning based approach on data set one are

listed in Table III. The detection of imbalance can be done

perfectly (accuracy 100 %) using either feature engineering

or feature learning. However, for the detection of the REB

condition, feature learning achieves better results (7 % higher

accuracy). Overall, for all 8 conditions together, the feature

learning approach thus provides a 7 % better result.

Results for both the feature engineering based approach and

the feature learning based approach on data set two are listed

in Table IV. It can be seen that feature learning provides way

better results for both the detection of the imbalance gradation

and the detection of the specific REB condition. In the end,

the feature learning approach provides a 37 % better accuracy

compared to the feature engineering approach.

In general it can be concluded that the CNN approach gives

very good results on both data sets without requiring expert

TABLE III: Results of both the feature engineering (FE)

and feature learning (FL) based approach on data set one.

σ denotes the standard deviation.

Method Conditions Accuracy

FE MILB, EILB, HB, ORF 88.25 % (σ = 8.07 %)
FL MILB, EILB, HB, ORF 95.00 % (σ = 6.12 %)
FE balance and imbalance 100.0 % (σ = 0.00 %)
FL balance and imbalance 100.0 % (σ = 0.00 %)
FE All 8 conditions 88.25 % (σ = 8.07 %)
FL All 8 conditions 95.00 % (σ = 6.12 %)

TABLE IV: Results of both the feature engineering (FE)

and feature learning (FL) based approach on data set two.

σ denotes the standard deviation.

Method Conditions Accuracy

FE HP, ORF, HB 65.00 % (σ = 16.16 %)
FL HP, ORF, HB 98.33 % (σ = 3.33 %)
FE Imbalance gradation 88.33 % (σ = 12.47 %)
FL Imbalance gradation 93.33 % (σ = 9.72 %)
FE All 12 conditions 55.00 % (σ = 11.31 %)
FL All 12 conditions 91.67 % (σ = 9.13 %)

knowledge about the problem. However, as a downside, NNs

are black box systems, meaning that their inner-workings are

not human-interpretable. Nevertheless, insights can be derived

from NNs using the method described in Section III-A.

In Figure 6 the output based on this method is visualized

for the six bearing conditions. The figures indicate which parts

are important in the IRT image for the specific conditions. For

example, to identify if a REB is extremely inadequately lubri-

cated, the area around the seal is very important (Figure 6c),

which can for example be due to the heat originating from

the increased friction between the shaft and the seal. Another

example is the large area for an outer-raceway fault at the 10

o’clock position (Figure 6d). Due to the fact that the ORF

is actually facing the camera inside the housing, a possible

increase in heat is observable in this area. In general, these

locations can help to make a link to the underlying physics

and can potentially lead to new insights. However, further

research is needed to relate each highlighted image part with

the specific underlying physical phenomenon.

When testing our method using a Nvidia GeForce GTX

TITAN X, 122.26 frames per second can be processed with a

standard deviation of 7.27 frames per second, showing that

the presented method can be used for real-time condition

monitoring.
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Fig. 6: Regions that influence the CNNs output for a healthy

bearing (a), mildly inadequately lubricated bearing (b), ex-

tremely inadequately lubricated bearing (c), outer-raceway

fault at the 10 o’clock position (d), outer-raceway fault at the

loaded zone (e) and hard particles (f). The closer to 1, the

more important a region is for the respective class.

V. USE CASE TWO: OIL LEVEL PREDICTION

The second use case deals with oil-level prediction in a REB

without having to shut down the machinery.

A. Set-up and data set

The set-up can be seen in Figure 7. The main difference

with the set-up of use case one is that in this use case a much

larger REB (cylindrical roller bearing) and a re-circulatory

oil lubrication system is used. Furthermore, a static load of

5000 N was used and the rotation speed, oil flow rate and

oil temperature were varied in between test runs. The room

temperature was controllable and was set to a constant 23 °C.

In total 30 recordings were created at various rotation speeds,

flow rates and oil temperatures. As opposed to use case one,

only one REB is used in this use case. The main body of

the REB cover is made out of stainless steel. However, at the

left-hand side of the cover a small plexiglass window was

added to visually monitor the oil level and provide ground

truth data, i.e. labelled data. However, in the preprocessing

phase the plexiglass part is removed from the IRT image. For
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Fig. 7: Image of the used set-up. 1. bearing, 2. hydrostatic

pad to apply radial load on the bearing, 3. pneumatic muscle

for loading the bearing, 4. force cell for friction torque, 5.

temperature measurements.

more information on the set-up and dataset we refer the reader

to [25]. The goal is to let the CNN, described in Section II,

automatically determine if the oil-level in the REB is full

or not as this is not determinable visually by humans. The

same training and preprocessing procedures as described for

use case one are applied.

B. Results

The accuracy score was determined using leave-one-out

cross-validation as the variability in conditions of the data-set

are rather large for the amount of samples. To put the feature

learning results in perspective also a feature engineering based

approach is used similar to the one discussed in [5] where

general statistical features are used. The results can be seen

in Table V. As can be seen a feature learning based approach

provides better results (6.67%). Not only does feature learning

provide better results, it also does not require an expert to

engineer features.

TABLE V: Results of both the feature engineering (FE) and

feature learning (FL) based approach in use case two.

Method Conditions Accuracy

FE Full, not-full 80.00 %
FL Full, not-full 86.67%

The search for important parts in the image responsible for

the classification result resulted in the Figure 8a and 8b for

a REB full of oil and a REB not full of oil. In contrast to

use case one, the underlying physics of these images can be

interpreted. To detect if a REB is full of oil, the top side of

the REB is important, which is to be expected as this part will

be hotter when the REB is full of oil. Conversely, to detect if

the REB is not full, the bottom part of the REB is important

as only this part will be significantly warmer when the REB

is not full of oil.
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Fig. 8: Regions that influence the CNNs output for a REB full

of oil (a) and not full of oil (b)

VI. CONCLUSION

In this article it is shown that convolutional neural networks,

a feature learning tool, can be used to detect various machine

conditions. The advantage of feature learning is that no feature

engineering or thus expert knowledge is required. Feature

engineering can also result in a sub-optimal system especially

when the data is very complex, such as for thermal infrared

imaging data.

Deep neural networks, such as convolutional neural net-

works, require a vast amount of data to train. To mitigate this

problem we investigated transfer learning, which is a method

to re-use layers of a pre-trained deep neural network. We show

that by using transfer learning, wherein layers of a trained

CNN on natural images are re-purposed, the convolutional

neural network outperforms classical feature engineering in

both the machine fault detection and the oil level prediction

use case. For both use cases, the feature learning approach

provides at least a 6.67% better accuracy compared to the

feature engineering approach, and even up to 37% accuracy

improvement for dataset two of use case one.

Finally, as it is difficult to know where in the image to

look at to detect certain condition, we show that by applying
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the method of Zeiler et al. [23] on the trained convolutional

neural networks valuable insights into the important regions

of the thermal images can be detected, potentially leading to

new physical insights.

The presented method has the potential to improve online

condition monitoring in for example offshore wind turbines.

The maintenance costs for offshore wind turbines is very high

due to the limited accessibility. Installing an infrared thermal

camera in the offshore wind turbine’s nacelle, combined with

the presented method, allows for online condition monitoring.

Another potential application is the monitoring of bearings in

manufacturing lines. Using thermal imaging together with the

method of Zeiler et al. applied to the trained convolutional

neural network allows identifying the location of the faults in

the manufacturing lines.
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