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 The advantage of deep learning is that the analysis and learning of massive 

amounts of unsupervised data make it a beneficial tool for Big Data analysis. 

Convolution Neural Network (CNN) is a deep learning method that can be 

used to classify image, cluster them by similarity, and perform image 

recognition in the scene. This paper conducts a comparative study between 

three deep learning models, which are simple-CNN, AlexNet and 

GoogLeNet for Roman handwritten character recognition using Chars74K 

dataset. The produced results indicate that GooleNet achieves the best 

accuracy but it requires a longer time to achieve such result while AlexNet 

produces less accurate result but at a faster rate. 
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1. INTRODUCTION 

One of the most widely used applications of Artificial Neural Network is Character  

Recognition [1-2]. Deep learning is one the most powerful machine learning methodology for solving critical 

problems of image processing, computer vision, natural language processing and signal processing. A key 

advantage of deep learning is that the analysis and learning of massive amounts of unsupervised data make it 

a beneficial tool for Big Data analysis [3]. Thus, deep learning often produces good results. Nevertheless, we 

must say that deep learning approaches require high computing resources compared to more traditional 

machine learning approaches. Indeed it necessitates a powerful GPU and a big database [4]. 

Over the past few years, deep learning on remote sensing imagery shows exceptionally good results 

on both optical (hyperspectral and multispectral imagery) and radar images and in mapping land areas. Scene 

classification of high resolution remote sensing image plays a major role for a various types of application, 

for instance land-use determination, natural hazard detection, network intrusion detection [5], geospatial 

object detection, and urban planning [6]. Recently, deep learning method especially convolutional neural 

network have shown their much stronger feature representation power in computer vision.  

Convolution Neural Network (CNN) is a deep artificial neural network that is used mainly to 

classify image, cluster them by similarity, and perform image recognition in the scene. CNN has shown 

impressive performances in artificial intelligence tasks such as object recognition and natural language 

processing [4]. The general structure of a CNN consists of layers composed of neurons. A neuron takes input 

values, does computations and passes the result to the next layer. Besides image recognition, CNN also can 

be used in video analysis and also natural language processing [7]. 

For cases where the available data is not much, pre-trained CNN models such as AlexNet and 

GoogLeNet can be used. Both attain a low error when trained over the million of images contained in 

ImageNet [8]. GoogLeNet and AlexNet are often used in photo classification, as a large fraction of examples 

in ImageNet that are composed of photos.  The use of pre-trained CNN model is to transfer the learning 
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parameters. Rather than constructing and training a new network, we can take a pretrained network and uses 

it as a starting point to learn a new task and do fine tuning. Pre-trained CNN models have already learned a 

large set of features.  Thus, the classification and recognition process can be achieved faster.  

In this paper, a comparison between CNN and two of the popular pre-trained CNN models are 

conducted in terms of accuracy performance. These two models are GoogleNet and AlexNet. The objective 

of this comparison is to know which models are best suited to recognize the data. 

 

 

2. THE PERFORMANCE OVERVIEW OF CNN MODELS USING HANDWRITTEN CAPITAL 

LETTER DATASET 

The dataset needs to adhere with the constraints given by the CNN models. One of the constraint is 

regarding the size of the individual image. AlexNet needs to use a precise image size for training. Besides the 

constraints from the models, the hardware used also plays an important part on the performance. So, to test 

these 3 CNN models, a high performance gaming laptop is used to conduct the test. The laptop needs to have 

a dedicated NVIDIA Graphics Processing Unit (GPU) with a minimum of 8 gigabyte of Random Access 

Memory (RAM). The complete specification of the laptop used is listed in Table 1. 

 

 

Table 1. Laptop Specification 
Model MSI GL62-6QF 

Operating System Windows 10 
Processor Intel Core i7-6700HQ 

RAM 8 gigabytes 

Graphics Card Nvidia GTX 960M 

 

 

The dataset used for training on these three methods is Chars74K dataset [9]. The dataset consists of 

the images of handwritten capital letters, small letters, numbers and symbols. Each of the letter consists of 55 

variations of identical images.  Since the overall training takes a long time and the hardware used for the 

training is still not powerful enough, the training only covers a handwritten capital letters only, which are 

letters A to Z, thus, this makes the total number of images used in the experiment is 1430. The size of the 

images in the dataset is 1200 x 900 pixels.  Reducing the resolution may decrease the validation accuracy.   

 

2.1. Simple-CNN 

A CNN consists of one or more convolutional layers, usually along with a subsampling layer, which 

are followed by one or more fully connected layers similar to a standard neural network. These complex 

architectures are built for classification problems by stacking multiple and different layers. Generally, there 

are four types of layers, which are convolution layers, pooling/subsampling layers, non-linear layers, and 

fully connected layers [10]. The first layer, convolutional layers are able to extract the local features because 

they restrict the receptive fields of the hidden layers to be local. Then, the pooling/subsampling layer reduces 

the resolution of the features. This process makes the features robust against noise and distortion. Neural 

networks generally and CNN specifically rely on a third layer, non-linear “trigger” function to signal distinct 

identification of identically features on each hidden layer. CNN may use a variety of specific functions such 

as rectified linear units (ReLUs) and continuous trigger (non-linear) functions to efficiently implement this 

non-linear triggering. The final layer, Fully connected layers, total up a weighting of the previous layer of 

features, indicating the precise mix of “ingredients” to determine a specific target output result.  Figure 1 

illustrates the simple-CNN architecture. 

For this CNN model, the images are resized to a smaller size, 93x70 pixels to be precise. This is 

because by using the original resolution is impossible due to the limitation of Graphics Processing Unit 

(GPU) memory of the device used for this training. The training is set to 10 epoch with 10 iterations for 

every epoch. Based on the result, the training has reach the final iteration at Epoch 10 with 0.8077 of 

validation accuracy. The accuracy already near the maximum during the Epoch 9. Figure 2 shows the detail 

results of the training and validation process.  Figure 3 listed some sample images that have been correctly 

classified. 
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Figure 1. Simple-CNN architecture [10] 

 

 

 
 

Figure 2. Simple-CNN training and validation details 

 

 

 
 

Figure 3. Simple-CNN test results 

 

 

2.2. AlexNet 

AlexNet is made up of 5 convolutional layers, max-pooling layers, dropout layers and 3 fully 

connected layers. Relu is applied after every convolutional and fully connected layer. Dropout is applied 

before the first and the second fully connected layer [11]. Figure 4 illustrates the architecture of AlexNet. For 

this training, the images size are back to its default size. The training is set to 5 epoch with 101 iterations per 

epoch. The results show that the training has reached the final iteration with 0.9423 validation accuracy. As 

the iteration process on AlexNet is tenfold than Simple-CNN, the training accuracy is already hit 0.90 in the 

middle of the second epoch. The results of the training can be seen in Figure 5 while Figure 6 listed some 

sample images that have been correctly classified by AlexNet. 
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Figure 4. AlexNet architecture [11] 

 

 

 
 

Figure 5. AlexNet training and validation details 

 

 

 
 

Figure 6. Sample AlexNet test results 

 

 

2.3. GoogLeNet 

GoogLeNet is a pre-trained CNN that has been trained on over a million images and can classify 

images into categories. The network takes an image as input and outputs a label for the object in the image 

together with the probabilities for each of the object categories. It has 22 layers. This architecture (Figure 7) 

is out of the norm, it veered off from the general approach of simply stacking conv and pooling layers on top 
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of each other in sequence [12]. For GoogLeNet CNN model, the images size is also using their default size. 

GoogLeNet training and validation details shiwn in Figure 8. The results of GoogLeNet are shown in Figure 

9 along with the training percentages of each letter. The training is set to 6 epochs with 101 iterations per 

epoch. The results show that the training has reached the final iteration with 0.9447 of validation accuracy.  

 

 

 
 

Figure 7. GoogLeNet architecture [12] 

 

 

 
 

Figure 8. GoogLeNet training and validation details 

 

 

 
 

Figure 9. Sample GoogLeNet test results 
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3. CONCLUSION 

Table 2 shows an overview of the accuracy performance of the three models based on Chars74K 

dataset. By looking at Table 2, we can see that GoogLeNet is better than simple-CNN and AlexNet but it 

took a longer time to achieve this result. 

 

 

Table 2. The Performance Overview on CNN Models Using Capital Letters from Chars74K Dataset. 
CNN Model Simple-CNN GoogLeNet AlexNet 

Validation Accuracy 0.8077 0.9447 0.9423 

Training Finished Yes Yes Yes 
Elapsed Time (s) 11 1202 798 

Epoch 10 of 10 6 of 6 5 of 5 

Iteration 100 of 100 606 of 606 505 of 505 
Validation Frequency 30 iterations 3 iterations 3 iterations 

 

 

Deep learning is one of the most powerful machine learning methods for solving critical problems in 

computer vision. In this paper, three models of Deep Learning have been used to test their accuracy 

performance. Based on the experimental results, the recommended model for learning alphabets is AlexNet 

as it takes a shorter time to learn the data where it only took 150 seconds per epoch while the nearest rival, 

which is GoogLeNet took 200 seconds per epoch.  This is due to the architecure of these models where the 

layers in AlextNet are not as deep as in GoogLeNet. The Simple-CNN model does not produce a good result 

compared to GoogLeNet or AlexNet because it requires tremendous amount of data for training purposes.  

Future research is to enhance the simple-CNN architecture and increase the size of the dataset to obtain more 

accurate and faster results.  
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