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ABSTRACT

The goal of multimodal biometric recognition system is to make a decision by identifying their
physiological behavioural traits. Nevertheless, the decision-making process by biometric recog-
nition system can be extremely complex due to high dimension unimodal features in temporal
domain. This paper explains a deep multimodal biometric system for human recognition using
three traits, face, fingerprint and iris. With the objective of reducing the feature vector dimension
in the temporal domain, first pre-processing is performed using Contourlet Transform Model.
Next, Local Derivative Ternary Pattern model is applied to the pre-processed features where the
feature discrimination power is improved by obtaining the coefficients that has maximum vari-
ation across pre-processed multimodality features, therefore improving recognition accuracy.
Weighted Rank Level Fusion is applied to the extractedmultimodal features, that efficiently com-
bine the biometricmatching scores from several modalities (i.e. face, fingerprint and iris). Finally,
a deep learning framework is presented for improving the recognition rate of the multimodal
biometric system in temporal domain. The results of the proposed multimodal biometric recog-
nition framework were compared with other multimodal methods. Out of these comparisons,
themultimodal face, fingerprint and iris fusionoffers significant improvements in the recognition
rate of the suggested multimodal biometric system.
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1. Introduction

The identifiers related to biometric are distinguish-

ing and quantifiable characteristics used to label

and trace individual human beings. Certain well-

established biometrics used for human identification is

face, fingerprint, palm, ear, voice and so on.Many of the

real-world biometric systems also referred to as the uni-

modal; heavily depend on the single source of biometric

information. On the other hand, multimodal biomet-

ric system observes two or more features from human

biometric sample to determine a person’s authentica-

tion. Multimodal biometric system highly increases the

recognition performance. Because, combiningmultiple

pieces of evidence (i.e. multimodal features) for human

identification is more effective and reliable. Though,

the problem of information fusion still needs to be

improved for optimizing the recognition rate of mul-

timodal biometric system.

A general formulation based on Low-Rank and

Joint Sparse Representations (LR-JSR) for Multi-Modal

Recognition was presented in [1]. A multi-modal

feature-level fusion method was designed by apply-

ing an optimization algorithm, Alternating Direction

Method of Multipliers (ADMM). Next, a modified for-

mulationwas structured on the basis of common sparse

and low-rank representation to greatly influence the

information related to correlation and coupling beyond

the modalities specifically when the performance of

each modality differed a lot. Finally, the method was

evaluated on several multi-modal recognition prob-

lems, resulting in providing the best recognition results.

Though the best recognition results were said to be

achieved, the performance of each modality is about

the same. But, there is no guarantee that enforcing the

common representationmay always show better results

potential solution [fusion – multi modality]

Discriminant Correlation Analysis (DCA) [2] uses

class associations of samples in the analysis. The objec-

tive of DCA remained in identifying the transforma-

tions that increase the pair-wise correlations between

two different feature sets. Along with that, DCA also

separated the classes within each set. In addition to that,

amultiset methodwas also designed to generalize DCA

to be applicable to more than two sets of variables using

Multiset Discriminant Correlation Analysis (MDCA).

These characteristics made DCA an effective fea-

ture fusion for pattern recognition applications and

were also proven to be computationally efficient

to be employed in real-time applications. Despite

computational efficiency, however, with the varied
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temporal domain, performance degradation is said to

occur by using traditional biometric recognition sys-

tem.Apotential solution is to use a comprehensive deep

learning framework.

Multimodal biometric recognition systems present a

newway of measuring that in a way provides users’ nat-

ural behaviour as the core for human–computer inter-

action. As a result, the research community has initiated

to understand how to build a robust andwell-integrated

multimodal system. But this is said to be achieved only

through multimodalities and therefore resulting in a

significant commercial impact.

To overcome the shortcoming of software attack [3],

another technique based on the fusion of face and iris

was presented. However, with varied pose variations,

the method was not proved to be efficient. As a result,

to address this issue, a novel approach with the aid of

hand surface [4] was designed. The novel approach was

proved to be efficient even under various poses due to

the application of dynamic fusion.

With the increasing need for secure authentication

mechanisms, several biometric signals have been anal-

ysed in an extensive manner. As a novel approach user

authentication that have proved benefits of biometric

recognition [5] used faces and gestures obtained from a

single vision sensor combined with facial images were

adopted. Yet another robust biometric authentication

method based on fingerprint was designed using Map

and Murillo-Escobar’s algorithm [6].

A lot of research work has been done on the multi-

modal biometric system. A multimodal biometric sys-

tem using face and fingerprint by introducing Zernike

Moment (ZM) and Radial Basis Function (RBF) [7]

provided means for better recognition. On the other

hand, encryption techniques based on the verifica-

tion key [8] was designed, therefore improving the

storage time and space. Performance evaluation mul-

timodal authentication system based on KNN clas-

sifier performed the classification task and operated

autonomously [9].

In this work, the multimodal biometrics recognition

framework using deep learning techniques with human

face, fingerprint and iris images is designed.

The major contribution of the proposed DCD-WR

framework is summarized as follows,

(1) Contourlet Transform is applied in DCD-WR

framework for performing pre-processing on input

face, fingerprint and iris images. Besides, four rank

orientations are implemented in contourlet trans-

form in order to obtainmost relevant features. This

in turns, dimensionality of the feature vector is

highly reduced.

(2) Local Derivative Ternary Feature Extraction

algorithm is developed in DCD-WR for extract-

ing multimodal features (i.e. face, fingerprint and

iris) to reduce computation time by eliminating the

redundant information. This helps to improve the

recognition accuracy.

(3) A novel weighted rank level fusion where the bio-

metric sample identity is ascertained from the

highest ranks returned by the individual biomet-

ric. In addition, Deep Learning TemplateMatching

algorithm is designed in DCD-WR to calculate

nonlinear activation function and hyperbolic tan-

gent function. The normalized image obtained

through sigmoid function and hyperbolic tangent

perform a fusion template matching. This in turns,

recognition rate is improved multimodal biomet-

ric recognition system.

The rest of the paper is organized as follows. Section

2 reviews the related works in the field of multi-

modal biometric recognition. Section 3 overviews the

framework of Deep Contourlet Derivative Weighted

Rank (DCD-WR) and goes through details about

the framework of biometric recognition framework

and performance measures. Section 4 presents our

experimental design, data collection, and experimental

results. We also evaluate the performance of our system

based on the proposed framework. Section 5 concludes

our research.

2. Related works

Biometric recognition is considered to be more pow-

erful than the password recognition model as they are

invariably analogous with the user. Biometrics also pro-

vides certain types of advantages when compared to

these security factors, like, non-repudiation, accuracy,

and security. Different biometric recognition systems

have been investigated on the basis of several biomet-

rics. In the current scenario, many research works dis-

close that the walking pattern of a person can also be

used for the purpose of recognition.

Gabor Wigner transform [10] was used as a fea-

ture extraction from which particle swarm optimiza-

tion was applied to identify the ascendant features,

resulting in the minimization of false acceptance rate.

Yet another method to reduce the error rate using novel

text-based multimodal biometric approach [11] pro-

vided an insight into biometric recognition

Machine learning and generalization capability of

support vector machine [12] were designed, therefore

improving the higher precision of face recognition. A

comprehensive multimodal biometric database using

mismatched devices, and multiple acquisition environ-

ments [13] were analysed. However, with the mobile

phone becoming an integral part of the system, a bi-

modal recognition system [14] was introduced.

A new multimodal biometric identification system

based on finger geometry, knuckle print and palm

print features of the human hand was presented [15]
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using the coarse-to-fine hierarchical method, demon-

strating the feasibility and effectiveness. Image quality

assessment [16] using iris, fingerprint and face was pre-

sented to differentiate between legitimate and impostor

samples.

Yet another collaborative face recognition method

using social graph model [17] was proposed with the

objective of increasing the face recognition rate. How-

ever, confidentiality was not said to be improved. To

address this issue, cost-sensitive fusion algorithm [18]

was presented to obtain maximal generalization per-

formance. However, certain missing modalities pose

several threats in the biometric recognition. Neutral

Point Substitution (NPS) method [19] was designed

to address the missing values while performing mul-

timodal biometric fusion. A unified framework for

quality-based fusion ofmultimodal biometrics was pre-

sented in [20].

A two-stage local similarity based classification

learning method was developed in [21] to recognize

the plant species with higher recognition rate. Local

mean clustering was performed to extract the nearest

neighbour in each test sample. However, computational

complexity was not minimized. In [22], fast periocu-

lar authentication was introduced with the aid of fea-

ture extraction and matching process for providing fast

response in mobile biometric authentication.

A novel plant diseased leaf segmentation and recog-

nition method was designed in [23] to identify the

plant leaf diseases in an effective manner. It successfully

segments the diseased leaf image in order to extract

the features. A coarse-to-fine palmprint recognition

method was planned in [24] for extracting invariant

features in the palmprint transformation. However, the

recognition time was high.

To alleviate the aforementioned problems, this work

aims to propose a framework that is able to increase

the recognition rate and reduce the computational time

and complexity in the presence of high dimension tem-

poral domain by incorporating discriminative features

using the multimodal biometric system. The following

section explains the proposed framework in detail.

3. Multimodal biometric recognition

In this section, a Deep Contourlet Derivative Weighted

Rank (DCD-WR) framework with Face, and Finger-

print and Iris features of human individuals is designed.

Figure 1 shows the block diagram of Deep Contourlet

Derivative Weighted Rank (DCD-WR) framework to

be followed for biometric recognition system.

As shown in Figure 1, Deep Contourlet Deriva-

tive Weighted Rank (DCD-WR) framework mainly

discusses the fusion of face, fingerprint and iris bio-

metrics using deep weighted rank level fusion. The

DCD-WR framework consists of four major blocks

namely, pre-processing, feature extraction, fusion, and

Figure 1. Architecture of deep contourlet derivative weighted
rank framework.

classification. The three modalities presumed are face,

fingerprint and iris that are given as input. At first, Con-

tourlet Transform is applied to the input face, finger-

print and iris image for performing the pre-processing

process. During the pre-processing, the dimensionality

reduced features are obtained by using four rank orien-

tation.With the pre-processed output, Local Derivative

Ternary Patterns are then applied to obtain a histogram

for three different traits. For each pre-processed sam-

ples, the feature value (threshold factor) is computed

using the local derivative ternary pattern in order to

perform efficient recognition. Next, the images are

fused usingweighted rank level fusionwhere theweight

is assigned represent the significance of each biomet-

ric sample. Lastly, deep learning template matching

algorithm is used for classification to calculate the

recognition accuracy. In deep learning template match-

ing, the sigmoid activation and hyperbolic tangent

function aremeasured to increases the recognition rate.

ADeep Learning TemplateMatching is developed to

find the matching accuracy of test data to the available

training data (i.e. from fusion templates) extracted from

the benchmark/real dataset. With successful matching

of the test and trained dataset (obtained from fusion

template), the higher recognition rate is said to be

achieved.

3.1. Systemmodel for biometric recognition using

multimodal

Let us consider a biometric recognition system com-

prising of “n” users where “n = 50 users” and let
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Figure 2. Block diagram of four rank contourlet transform
model.

“ϕ1,ϕ2, . . . ,ϕn” denotes the templates of the “nusers”

in a biometric system. In this setting, “n” biometric

features such as face, fingerprint and iris images are reg-

istered in different temporal domain. Our problem is

then defined as follows: Given a biometric recognition

system with an assumption of “50users”, the objective

lies in designing a framework that aims to improve the

recognition rate using multi modal (i.e. face, finger-

print and iris features of human individuals) biometric

system.

3.2. Contourlet transform pre-processing

The proposed framework generates a novel feature

space in temporal domain using contourlet transform

(CNT). The conventional frequency domain trans-

forms are good at separating discontinuities at object

edges. However, detecting smoothness along the edges

was failed to perform. The contourlet transform effec-

tively overcome the drawbacks of conventional trans-

forms and it obtains smooth contours of images.

Because, it performs better while representing the

image features like edges, lines, curves. This helps to

identify the more related features for image analysis.

Therefore, contourlet transforms is better choice espe-

cially in the field of image pre-processing.

Contourlet transform is relatively simple. It provides

multiresolution images. Contourlet offers a highly effi-

cient image representation on fused image. Contourlet

transform obtains the smooth contours of images with

the aid of four rank orientations. The entropy based

sub-band selection is carried out to choose the most

important sub-bands which successfully minimize the

dimension of the features. This helps to reduce the

computational complexity in contourlet transform.

The proposed framework generates a novel feature

space in temporal domain using contourlet transform

(CNT). The coefficient of CNT in temporal domain

is used as the extracted features. For pre-processing,

Four Rank Contourlet Transform is applied over the

face, fingerprint and iris images in temporal domain

to extract essential features needed for identification.

Figure 2 shows the block diagram of Four Rank Con-

tourlet Transform model.

As shown in Figure 2, four rank contourlet trans-

formation is applied to pre-processing the multimodal

features (i.e. face, finger print and iris images are given

as input). Contourlet transform uses a four rank orien-

tation in order to get the smooth contours of images.

The contourlet transformation reduces the dimension

of the feature vectors by means of selecting important

features in multimodal biometric recognition. This is

achieved with the aid of measuring the entropy of each

detail sub-bands (i.e. input). In addition, threshold is

determined experimentally to select the most relevant

features to recognize the images. This in turns, the

computational complexity is considerably reduced in

DCD-WR framework. In Four Rank Contourlet Trans-

form, the face, fingerprint and iris images are split into

“21” orientation at the first rank, “22” orientation at

the second rank, “23” orientation at the third rank and

“24” correlation at the fourth rank. Hence a total of 30

(i.e.21 + 22 + 23 + 24 = 2 + 4 + 8 + 16 = 30) orien-

tation sub-bands are obtained for each training image.

A threshold is then obtained in an experimental man-

ner to select the prime sub-bands that are employed

for feature extraction. This is performed by measuring

the Entropy and is mathematically formulated as given

below.

E = −

n
∑

i=1

wi logwi (1)

From Equation (1), “wi”, symbolizes the histogram

weight for “i” temporal domain images, where series of

images (i.e. face, fingerprint and iris) are taken at dif-

ferent time. In the proposed framework, with four rank

contourlet transform considered, the entropy of 30 dif-

ferent sub-bands at different levels is calculated using

the images of CASIA Biometric Ideal Test Dataset. The

pseudo code representation of Four Rank Contourlet

Transform Pre-processing is given below.

Algorithm 1 Four rank contourlet transform pre-

processing.

Input: Biometric sample “i”, Fingerprint Impression

“FPi = f p1, f p2, . . . , f pn”, face “Fi = f1, f2, . . . , fn”, Iris

“Ri = r1, r2, . . . , rn”,

Output: Pre-processed image “FP′
i, F

′
i ,R

′
i”

1: Begin

2: For each biometric sample “i” images with

Fingerprint Impression “FPi”, face images “

FPi” and iris images “Ri”

3: Measure entropy using Equation (1)

4: End for

5: End

As given above, using the Four Rank Contourlet

Transform Pre-processing, for each biometric sam-

ple, multimodal images like, face, fingerprint and iris

images are taken as input. To the input images, pre-

processing is said to be performed using four rank

orientations. By applying four rank orientations, the
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Figure 3. Local ternary pattern for “C0” with eight neighbours.

threshold factor ismeasured based on the entropy value

withwhich only the important sub-bands or features for

each biometric samples are selected and used for feature

extraction.

3.3. Local derivative ternary feature extraction

Followed by the pre-processed features obtained, in this

work, features are extracted from the temporal domain

based on the Local Derivative Ternary Pattern. The idea

has been adopted from the Discriminant Correlation

Analysis (DCA) [1] methods where Multiset Discrim-

inant Correlation Analysis (MDCA) was used on two

sets of variables at a time. Unlike MDCA adopted in

DCA, the Local Derivative Ternary Pattern (LDTP)

model does not threshold the pixels into “0” and “1”.

But, LDTP model uses a threshold constant to thresh-

old pixels into three values “1”, “0” and “−1”, to which

the first order derivative is applied. Figure 3 shows an

example of Local Ternary Pattern for “C0” with eight

neighbours “C1”, “C2”, “C3”, “C4”, “C5”, “C6”, “C7”,

“C8”, respectively.

As shown in Figure 3, let us consider “Th” as the

threshold and “C0” as the centre pixel for pre-processed

image “FP′
i, F

′
i ,R

′
i”, with the value of the neighbouring

pixels being “Ci, i = 1, 2, .., 8”, the result of the thresh-

old factor for LDTP is mathematically formulated as

given below.

F

(

i(Co)

i(Ci)

)

=

⎧

⎪

⎨

⎪

⎩

1, Ifi(Ci) > i(Co)

0, Ifi(Ci) = i(Co)

−1, Ifi(Ci) < i(Co)

(2)

With the above centre pixel “C0” with eight neighbour-

ing pixels “Ci”, the first order derivative is mathemati-

cally formulated as given below.

i0C0 = |i(C0) − i(C4)| (3)

From Equations (2) and (3), by applying Local

Derivative Ternary Pattern, reduced coefficients are

used as features vectors to recognize the images in a

more accurate manner. Therefore, by applying LDTP

model, the feature discrimination power is enhanced

by selecting the coefficients that has maximum varia-

tion across pre-processed multimodality features. The

pseudocode representation of Local Derivative Ternary

Feature Extraction is given below.

As given in the above Feature Extraction algorithm,

the threshold constant to threshold pixels are split into

Algorithm2 Local derivative ternary feature extraction

algorithm.

Input: Pre-processed image “FP′
i, F

′
i ,R

′
i”, Threshold

factor “Th”,

Output: Optimal features extracted “FP
′′

i , F
′′

i ,R
′′

i ”

1: Begin

2: For each pre-processed image “FP′
i, F

′
i ,R

′
i”

with “i” samples

3: Obtain result of the threshold factor

using Equation (2)

4: Measure first order derivative using

Equation (3)

5: End for

6: End

Figure 4. Example of weighted rank level fusion with four
users.

three values using Local Derivative Ternarymodel. The

results of the threshold factor are considered as the fea-

ture value for pre-processed multimodal (i.e. face, fin-

gerprint, and iris) samples. The extracted feature value

is used to construct a biometric recognition for repre-

sentingmultimodal and performswell under variations

of the temporal domain, expression, and inclusion of

occlusion.

3.4. Weighted rank level fusion

Local Derivative Ternary Pattern features are extracted

for each face, fingerprint and iris image, and the

acquired features are fused by using weighted rank level

fusion and stored in a database for matching. Figure 4

shows the block diagram of rank level fusion followed

in the proposed framework.

Figure 4 shows the example of weighted rank level

fusion. As illustrated in the figure, the histogram

for face, fingerprint and iris are provided as input

for obtaining the fused rank. The interpretation of

multimodal biometric samples is not consistent. For

example, the biometric sample using face images is

anticipated to interpret better than those biometric

samples using fingerprint or face images and vice

versa. Therefore weighted rank level fusion is used by



258 K. GUNASEKARAN ET AL.

allocating correspondingweights to the ranks produced

by individual biometric samples has been proposed.

The fused rank scores in weighted rank level are com-

puted as follows:

FRk =

n
∑

i=1

wiri(k) (4)

As illustrated in Figure 4, the weighted rank level fusion

is employed for integrating the output ranks from the

various biometrics users in order to discover the iden-

tity of an individual with more accurate. At first, the

weighted rank level fusion is employed to produces the

matching scores for four different users. Then, the gen-

erated matching scores are internally arranged for pro-

viding ranking results among the different histogram

face, fingerprint and iris identities. There are only four

users (User Ua,Ub,Uc, Ud) and 1, 2, 3, 4 denotes the

ranks for the input histogram features with 1 being

the highest rank. This helps to increase the matching

accuracy in DCD-WR framework.

From Equation (4), “wi” represents the weights

assigned to the “ith” multimodal biometric samples. In

the weighted rank level fusion, the biometric sample

identity is ascertained from the highest ranks returned

by the individual biometric samples. The weights are

allocated to indicate the consequential of each biomet-

ric sample and are evaluated from the overall assess-

ment of the performance. The weights are computed

during the training phase bymeasuring the entropy (1).

3.5. Deep learning templatematching algorithm

Finally, with the resultant weighted rank level fusion

performed, a Deep Learning Template Matching

algorithm is designed to identify thematching accuracy

of test data to the available training data. The match-

ing tasks for multimodal biometrics (i.e. face, finger-

print, and images) are carried out using Deep Learning

Template Matching algorithm. While considering high

definition data, the proposed work is able to provide

better efficiency. This is because of DCD-WR frame-

work performs deep learning template matching. Deep

learning template matching in biometric multimodal

recognition (i.e. face, fingerprint and iris) uses a cascade

of several layers of nonlinear processing units for learn-

ing and matching the features from the high definition

data. Therefore, DCD-WR framework performs better

in high definition data.

To performDeepLearningTemplateMatching, non-

linear activation function, i.e. sigmoid function and

hyperbolic tangent (tanh) function, are measured for

each biometric samples. The sigmoid activation func-

tion is mathematically represented as given below.

S(F
′′

i ) =

⎛

⎝=
1

1 + exp(−wiT(F
′′

i ) − b
F

′′

i
)

⎞

⎠ (5)

S(FP
′′

i ) =

⎛

⎝=
1

1 + exp(−wiT(FP
′′

i ) − b
FP

′′

i
)

⎞

⎠ (6)

S(R
′′

i ) =

⎛

⎝=
1

1 + exp(−wiT(R
′′

i ) − b
R

′′

i
)

⎞

⎠ (7)

From Equations (5)–(7), the sigmoid activation

function for face, fingerprint and iris “S(Fi)”, “S(FPi)”,

“S(Ri)” is obtained using the input face, fingerprint,

iris “Fi”, “FPi”, “Ri”, weight of face, fingerprint, iris

“wi”, and the bias value of face, fingerprint and iris

“bF”, “bFP”, “bR”, respectively. The hyperbolic tangent

function for each biometric sample is mathematically

evaluated as given below.

T(F
′′

i ) = exp(WFT(F
′′

i ) + b
F

′′

i
) (8)

T(FP
′′

i ) = exp(WFT(FP
′′

i ) + b
FP

′′

i
) (9)

T(R
′′

i ) = exp(WFT(R
′′

i ) + b
R

′′

i
) (10)

Finally, the multimodal biometric recognition is

obtained by measuring the Log Likelihood Ratio (LLR)

between the probability “Prob(Ui,Uj|Hs)” that the two

biometric samples are same or “Prob(Ui,Uj|Hd)” that

the two biometric samples are different.

LLR(Ui,Uj) = log
Prob(Ui,Uj|Hs)

Prob(Ui,Uj|Hd)
(11)

In this way, by measuring the LLR values using

Equation (11), the higher recognition rate is said to

be achieved. The pseudocode representation of Deep

Learning Template Matching algorithm is as given

below.

Algorithm 3 Deep learning template matching.

Input: Optimal features extracted FP′′
i , F

′′
i ,R

′′
i

Output: Improved recognition rate

1: Begin

2: For each Optimal features extracted

FP′′
i , F

′′
i ,R

′′
i

3: Measure sigmoid activation function for

face, fingerprint and iris

using Equation (5), (6) and (7)

4: Measure hyperbolic tangent function

for face, fingerprint and iris using

Equation (8), (9) and (10)

5: Measure log likelihood ratio using

Equation (11)

6: End for

7: End

As shown in the above Deep Learning Template

Matching algorithm includes 50 user’s unique face,
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fingerprint and iris abstraction separately extracted

from benchmark/real dataset. Face, fingerprint and

iris abstraction includes 50 faces, fingerprints, and iris

extracted from 50 individual users’ and stored as fusion

templates formDeep Learning TemplateMatching. The

multimodal biometric system for the proposed frame-

work is developed by integrating three traits, i.e. face,

fingerprint and iris. Based on the sigmoid activation

and hyperbolic tangent function, the matching score is

evaluated via, LLR. These LLR scores finally improve

the recognition rate.

4. Experiments

In this paper, we aim to improve the biometric recog-

nition and reduce the computational time involved.

CASIA Biometric Ideal Test Dataset containing 500

face, fingerprint and iris images is used to evaluate the

performance of our proposed framework. The face, fin-

gerprint and iris images are selected from CASIA Bio-

metric Ideal Test Dataset, which provides 100 images

for each person capturing every combination of fea-

tures using MATLAB simulator. The biometric sam-

ples are extracted from the CASIA Image Database

that includes many iris, face, fingerprint, palm print,

multi-spectral palm and handwriting image for biomet-

ric recognition. In this work, face, fingerprint and iris

images are taken as input.

By using CASIA Biometric Ideal Test Dataset

and the defined testing framework results are com-

pared with the existing method. Deep Contourlet

Derivative Weighted Rank (DCD-WR) is compared

with the existing Joint Sparse Representations (LR-

JSR) for Multi-Modal Recognition [1] and Discrimi-

nant Correlation Analysis (DCA) [2]. The proposed

work plan to conduct an experimental and analyt-

ical evaluation of multimodality biometric recogni-

tion with data sets extracted from research reposito-

ries. The experimental evaluation of proposal work

is conducted on various factors such as computa-

tional time, computational complexity and recogni-

tion rate to a different number of human biometric

sample.

From Figure 5, the sample 1 has the dimensions of

640*480 and resolutions of 94 dpi and sample 2 have the

dimensions of 114*126 and resolutions of 72 dpi. The

third sample has the dimensions of 106*114 and reso-

lutions of 96 dpi and fourth sample have the dimensions

of 320*240 and resolutions of 72 dpi. Lastly, fifth sam-

ple has the dimensions of 768*576 and resolutions of

72 dpi.

The computational time involved during feature

extraction is the time required tomeasure the attributes

with respect to the number of human biometric sam-

ples. In other words, it is the product of a number

of human biometric samples considered and the time

taken for feature extraction.

CT = n ∗ Time(feature extraction) (12)

FromEquation (12), the computational time is obtained

with respect to the number of humanbiometric samples

“n”. Followed by computational time, computational

complexity is measured. Computational complexity is

calculated while performing the template matching for

three different modal, face, iris and fingerprint over dif-

ferent time intervals. It is the amount ofworking storage

required to performDeep Learning TemplateMatching

algorithm (algorithm). In other words, computational

complexity measures the memory required to execute

the algorithm at any point.

CC =

n
∑

i=1

(n ∗ Mem(LLR(Ui,Uj))) (13)

From Equation (13), the computational complexity

“CC” is obtained using the number of human bio-

metric samples “n” and “Mem(LLR(Ui,Uj))” refers to

the memory consumed while performing log likeli-

hood ratio (face, fingerprint and iris) between two users

“Ui,Uj”, respectively. It is measured in terms of Kilo

Bytes (KB). After that, the recognition rate “R” for bio-

metric recognition using multimodal features depends

on the accuracy of number of samples correctly recog-

nized and is evaluated by the following formula.

R =

[

Fusion template correctly matched

n
∗ 100

]

(14)

From Equation (14), the matching rate “R” is measured

with respect to the total number of human biometric

samples “n” in terms of percentage (%). With the mea-

sure of recognition rate the recognition accuracy also

get improved in DCD-WR framework. Then, true pos-

itive rate “TPR” is measured as the ratio of number

of biometric sample accurately or correctly recognized

to the total number of samples. IT is mathematically

calculated as,

TPR =

Number of biometric

samples correctly recognized

No.of samples
∗ 100 (15)

From Equation (15), the true positive rate “TPR”

is measured with respect to the different number of

samples. It is measured in terms of percentage (%).

Lastly, false acceptance rate “(FAR)” in biometric recog-

nition is used to compute the average number of false

acceptances to the total number of biometric sample.

FAR =

Probability of incorrect recognition

of biometric sample

n
∗ 100

(16)

FromEquation (16), false acceptance rate “FAR”ismea-

sured in terms of percentage (%).
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Figure 5. Five samples of biometric recognition.

Table 1. Tabulation for computational time.

Computational time (ms)

Number of human
biometric sample

Proposed
DCD-WR

Existing
LR-JSR Existing DCA

50 15.3 19.2 21.5
100 18.2 22.4 26.4
150 21.3 26.3 30.4
200 25.4 27.2 36.8
250 28.3 29.1 39.5
300 31.4 35.2 44.5
350 36.2 40.4 48.2
400 44.1 46.3 52.3
450 48.3 52.6 55.5
500 49.2 55.8 59.3

5. Discussion

In this section, we introduce the performance evalua-

tion based on the implementation byMATLAB simula-

tor. The validation results are presented in three tables.

Table 1 represents the computational time for biometric

recognition with different number of human biomet-

ric samples using Matlab simulator and comparison is

made with two other methods, namely LR-JSR [1] and

DCA [2].

5.1. Impact of computational time

The first set of experiments is intended to evaluate

the computational time performance of the proposed

DCD-WR. In the experiment, to perform a precise

comparison of the features of both Deep Contourlet

Derivative Weighted Rank (DCD-WR) and existing

Low-Rank and Joint Sparse Representations (LR-JSR)

for Multi-Modal Recognition [1] and Discriminant

Correlation Analysis (DCA) [2], the computational

time involved for human recognition is simplified as

given below. Followed by sample calculation, Table 1

shows a comparison table of computational time.

Sample calculation

• LR-JSR: With “50” as the human biometric sample

provided as input and the time for feature extrac-

tion being “0.384ms”, the computational complexity

is obtained as given below.

CT = 50 ∗ 0.384ms = 19.2ms

• DCA: With “50” as the human biometric sample

provided as input and the time for feature extrac-

tion being “0.43ms”, the computational complexity

is obtained as given below.

CT = 50 ∗ 0.43ms = 21.5ms

• Proposed DCD-WR: With “50” as the human bio-

metric sample provided as input and the time for fea-

ture extraction being “0.306ms”, the computational

complexity is obtained as given below.

CT = 50 ∗ 0.306ms = 15.3ms

Table 1 represents the computational time using MAT-

LAB simulator and comparison is made with two other

methods, namely LR-JSR [1] and DCA [2]. The infor-

mation about the number of human biometric sam-

ples considered for experimentation is summarized in
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Table 1. Higher, the number of human biometric sam-

ple, higher the computational time is. This is because

with higher biometric sample size, the size of individual

images grows exponentially, and therefore the compu-

tational time for increased biometric sample size also

increases. But from the table, it is evident that the com-

putational time for feature extraction is comparatively

observed to be lower using the proposed DCD-WR

framework.

By applying LocalDerivativeTernary Pattern (LDTP)

model in DCD-WR framework, face, fingerprint and

iris images are extracted, comparing their histogram

threshold value. This, in turn, removes the irrelevant

information present in the face, fingerprint and iris

images resulting inminimizing the computational time.

The process is repeated with human biometric sam-

ple size of 50–500 for conducting experiments. The

results reported here confirm that with the increase in

the number of human biometric samples, the computa-

tional time also increases, though betterment achieved

using DCD-WR framework.

As shown in the table, when compared to two

other methods LR-JSR [1] and DCA [2], the DCD-

WR framework had better changes using the extensive

Local Derivative Ternary Feature Extraction algorithm.

This is because the Local Derivative Ternary Fea-

ture Extraction algorithm applied in DCD-WR frame-

work enhances the feature discrimination by selecting

the coefficients possessing maximum variation across

pre-processed multimodality features reducing certain

amount of noise present in face, fingerprint and iris.

This, in turn, reduces the computational time by 11%

compared to LR-JSR and 25% compared to DCA.

5.2. Impact of computational complexity

Next, we address the second goal of the experiments

with respect to computational complexity showing the

comparison between DCD-WR framework, LR-JSR

[1] and DCA [2]. Computational complexity is com-

puted as the product of number of human biomet-

ric sample into memory consumed while performing

log likelihood ratio between two users. Ten unique

experiments were conducted. Followed by sample cal-

culation, Figure 5 shows the tabulation for computa-

tional complexity that performs the template matching

for three different modal, face, iris and fingerprint over

different time intervals.

Sample calculation

• LR-JSR:With the number of human biometric sam-

ple being “50”, the memory consumed while per-

forming log likelihood ratio between two users

is “24.3KB”, then the computational complexity is

obtained as given below.

CC = 50 ∗ 24.3KB = 1215KB

Figure 6. Measure of computational complexity.

• DCA: With the number of human biometric sam-

ple being “50”, the memory consumed while per-

forming log likelihood ratio between two users

is “23.6KB”, then the computational complexity is

obtained as given below.

CC = 50 ∗ 23.6KB = 1180KB

• Proposed (DCD-WR):With the number of human

biometric sample being “50”, thememory consumed

while performing log likelihood ratio between two

users is “22.4KB”, then the computational complex-

ity is obtained as given below.

CC = 50 ∗ 22.4KB = 1120KB

The computational complexity is presented in Figure 6

with respect to 500 different human biometric sam-

ples. With respect to the increasing number of human

biometric samples, the computational complexity is

increased, but shows gradual improvement by apply-

ing DCD-WR when compared to LR-JSR and DCA.

To better perceive the efficacy of the proposed DCD-

WR framework, substantial experimental results are

conducted and illustrated in Figure 6.

For all scenarios as shown in Figure 6, the computa-

tional complexity is increasing with biometric samples

considered from different users. The targeting results

of computational complexity using DCD-WR frame-

work is compared with two state-of-the-art methods

[1], [2] in Figure 6 is presented for visual comparison.

Our framework differs from the LR-JSR [1] and DCA

[2] in that we have incorporated weighted rank level

fusion for multimodalities integrating face, fingerprint

and iris of the human individuals.

Here the dominant attributes are stored using Four

Rank Contourlet Transform that in turn selects the

prime sub-band for feature extraction and therefore

reduces the dimensionality factor. With the resultant

feature vectors obtained for face, fingerprint and iris

image, with high feature discriminationmade by apply-

ing Local Derivative Ternary Pattern to the resultant

normalized image based on the mutual information of

the individual features, further reduces the computa-

tional complexity during human recognition. Therefore
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the computational complexity for biometric recogni-

tion using multimodal features (face, fingerprint, and

iris) is reduced by 7% compared to LR-JSR [1] and 5%

compared to DCA [2], respectively.

5.3. Impact of recognition rate

The main goal of our experiments is to determine

the rate of recognition for biometric recognition using

machine learning algorithms. 500 face, fingerprint and

iris images were randomly selected. Recognition rate is

one of the performance metrics to measure the accu-

racy of the biometric samples that were recognized

correctly to the number of human biometric samples

provided as input during experimentation

The table 2 shows the results of recognition rate of

an exploratory experimentation on CASIA Biometric

Ideal Test Dataset by presenting the recognition rate

using DCD-WR framework, LR-JSR [1] and DCA [2].

The experiment was conducted to gain insights on the

recognition results of the datasets, to measure the per-

formance of recognition rate and to measure the accu-

racy of biometric recognition using multimodal fea-

tures. Followed by sample calculation, Table 2 presents

the recognition rate obtained for 50 different human

biometric samples.

Sample calculation

• LR-JSR: Out of 50 human biometric samples given

as input, fusion template accurately or correctly

matched was 27. These values when substituted in

the above formula obtain the recognition rate.

R =
27

50
∗ 100 = 54%

• DCA: Out of 50 human biometric samples given

as input, fusion template correctly matched was 33.

These values when substituted in the above formula

obtain the recognition rate.

R =
33

50
∗ 100 = 66%

• Proposed (DCD-WR): Out of 50 human biomet-

ric sample given as input, fusion template correctly

matched was 41. These values when substituted in

the above formula obtain the recognition rate.

R =
41

50
∗ 100 = 82%

The comparison of recognition rate is presented in

Table 2 with respect to the human biometric sam-

ples in the range of 50–500. With the increase in the

human biometric samples, initially the recognition rate

increases for 200 samples, then a decrease in recog-

nition rate is observed for 250 samples and further

improvement is observed from300 to 500 samples. This

Table 2. Tabulation of recognition rate.

Recognition rate (%)

Number of human
biometric sample DCD-WR LR-JSR DCA

50 82 54 66
100 84 56 67
150 89 58 68
200 85 57 66
250 86 60 70
300 88 62 73
350 91 64 75
400 92 68 77
450 95 69 78
500 96 70 79

is due to the presence of noise in the face, iris and

fingerprint images that in turn affects the recognition

rate.

The decision point of 10 different biometric sam-

ples (face, fingerprint and iris) was selected in a random

manner that achieved a substantial improvement in

ratings from the previous decision. The results show

better performance of the proposed DCD-WR frame-

work, but however not seen to be linear due to the

presence of certain irrelevant information, not removed

during the pre-processing stage. The last values of the

graph plotted in the figure seem to confirm the work-

ing hypothesis that the recognition rate for biometric

recognition using multimodalities increases with the

increase in the human biometric samples.

As illustrated when compared to two other meth-

ods LR-JSR [1] and DCA [2], the DCD-WR frame-

work substantially improved the recognition rate for

biometric recognition using the extensive Deep Learn-

ing Template Matching algorithm. This is because the

DCD-WR framework adapted a sigmoid activation and

hyperbolic tangent function separately for each trait

(i.e. face, fingerprint, and iris) to decide upon the bio-

metric recognition, resulting in the improvement of the

recognition rate. Furthermore based on the Log Likeli-

hood Ratio, matching between the training and test set

was conducted based on the mutual information values

(i.e. face, fingerprint and iris), that in turn improved the

recognition rate by 44% compared to LR-JSR and 24%

compared to DCA. As a result, the proposed DCD-WR

framework is better to provide more accurate recogni-

tion than others methods.

5.4. Impact of true positive rate

Another experiment is focused to evaluate the per-

formance of the true positive rate in proposed DCD-

WR. In the experiment, the comparison both Deep

Contourlet Derivative Weighted Rank (DCD-WR) and

existing Low-Rank and Joint Sparse Representations

(LR-JSR) for Multi-Modal Recognition [1] and Dis-

criminant Correlation Analysis (DCA) [2] using true

positive rate is given below. Sample calculations are

given below.
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Figure 7. Measure of true positive rate.

Sample calculation

• LR-JSR: The 50 human biometric samples given as

input, then the biometric samples correctly recog-

nized as 35. Then the true positive rate is calculated

as,

TPR =
35

50
∗ 100 = 70%

• DCA: The 50 human biometric samples given as

input, then the biometric samples correctly recog-

nized as 33. Then the true positive rate is calculated

as,

TPR =
33

50
∗ 100 = 66%

• Proposed (DCD-WR): The 50 human biometric

samples given as input, then the biometric samples

correctly recognized as 38.Then the true positive rate

is calculated as,

TPR =
38

50
∗ 100 = 76%

Figure 7 shows the true positive rate with respect to

50 different human biometric samples. The true pos-

itive rate of proposed DCD-WR framework is com-

pared with two state-of-the-art methods [1], [2]. While

increasing the biometrics samples, the true postive rate

is increased in all three methods. But comparatively,

proposed DCD-WR framework provides higher true

positive rate than the LR-JSR and DCA. This is due

to the application of deep learning template matching

algorithm for accurate biometric recognition in DCD-

WR framework. For each input biometric sample, the

nonlinear activation function (sigmoid function) and

hyperbolic tangent (tanh) functions, are determined

using this algorithm. With the help of nonlinear acti-

vation function, the normalized image obtained and

fusion template matching is carried out using hyper-

bolic tangent function. This helps to increases the true

positive rate in DCD-WR framework. As a result, pro-

posed DCD-WR framework increases the true positive

rate by 7% compared to LR-JSR and 14% compared to

DCA.

5.5. Impact of false acceptance rate

Lastly, the performance of false acceptance rate is eval-

uated using DCD-WR framework is and comparison

is done with the existing Low-Rank and Joint Sparse

Representations (LR-JSR) forMulti-Modal Recognition

[1] and Discriminant Correlation Analysis (DCA) [2],

respectively. The 500 input biometric samples are ran-

domly considered for analysing the performance of

false acceptance level. The sample calculations are given

below,

Sample calculation

• LR-JSR: The 50 human biometric samples given as

input, then the biometric samples incorrectly iden-

tified as 10. Therefore, false acceptance rate is calcu-

lated as,

FAR =
10

50
∗ 100 = 20%

• DCA: The 50 human biometric samples given as

input, then the biometric samples incorrectly iden-

tified as 13. Therefore, false acceptance rate is calcu-

lated as,

TPR =
13

50
∗ 100 = 26%

• Proposed (DCD-WR): The 50 human biometric

samples given as input, then the biometric samples

incorrectly identified as 6. Therefore, false accep-

tance rate is calculated as,

TPR =
6

50
∗ 100 = 12%

The comparison of false acceptance rate is depicted in

Table 3 with respect to the different human biomet-

ric samples. The number of human biometric sam-

ples is taken as 50-500. With the increase in num-

ber of biometric samples, the false acceptance rate is

increases in all three methods. From the table, com-

paratively proposed DCD-WR framework reduces the

false acceptance rate while performingmultimodal bio-

metric recognition.

By considering 100 human biometric samples as

input, the false acceptance rate of proposed DCD-WR

framework is 12%whereas, the existing LR-JSR [1] pro-

vides 21%of false acceptance rate andDCA [2] provides

26% false acceptance rate. From the above discussion,

the false acceptance rate of proposed DCD-WR frame-

work is reduced than the state-of-the art methods.

The effective reduction on false acceptance rate

is achieved with the help of contourlet transform in

proposed DCD-WR framework. Contourlet transform

performs pre-processing on multimodal biometric fea-

tures where the irrelevant features are eliminated and

choose more relevant features for biometric recog-

nition. Moreover, deep learning template matching
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Table 3. Tabulation of false acceptance rate.

False acceptance rate (%)

Number of human
biometric sample

Proposed
DCD-WR

Existing
LR-JSR

Existing
DCA

50 12 20 26
100 13 21 27
150 14 23 29
200 16 25 30
250 17 27 32
300 19 29 33
350 20 30 35
400 22 33 37
450 24 35 38
500 25 36 40

algorithm is applied to accurately match the biomet-

ric samples for multimodal biometric recognition. This

in turns, the false acceptance rate is minimized in pro-

posed DCD-WR framework. As a result, the DCD-WR

framework reduces the false acceptance rate up to 35%

and 45% when compared to existing LR-JSR [1] and

DCA [2], respectively.

6. Conclusion

Multimodal biometric recognition is a complex task

due to the development of sensing and multimodal

communication technologies and the availability of

high dimensional richer information about input bio-

metric data. Therefore, there arises an urgent need

to provide a mechanism for this high dimension and

multimodalities and to propose an efficient frame-

work to provide high recognition rate in the bio-

metric recognition system. In this article, we provide

Deep Contourlet Derivative Weighted Rank (DCD-

WR) framework that can be employed as a biomet-

ric recognition method. Initially, the features were

extracted using Local Derivative Ternary Pattern for

face, fingerprint and iris images. With the extracted

features, dominant attributes were stored in histogram

form which resulted in the improvement of compu-

tational complexity involved in recognition. The eval-

uation of the template matching is performed finally

using the Deep Learning Template Matching algorithm

with the objective of improving the recognition rate.

Through the experiments using real traces, we observed

that our multimodal biometric recognition framework

reduced computational time and computational com-

plexity compared to the existing biometric recognition

methods. In future, the redundant feature removal pro-

cess is developed using boosting techniques for obtain-

ing pre-processed features withminimum system error.

Future work concentrates to use more biometric sam-

ples with different metrics to increase the scalability

of the framework. In future work, DCD-WR frame-

work is suggested to solve many problems like reducing

recognition time, false acceptance level, accuracy and

so on.
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