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ABSTRACT Social computing, exploiting utilization of advanced computational techniques to overcome

typical problems in social science, has been a more visualized conception in academia. However, existing

researches still suffer from two aspects of challenges: 1) lack of reliable multi-source data acquisition and

management; 2) absence of high-performance algorithmic approaches. Fortunately, some newly-emerged

cross-discipline technologies offer more opportunities to enhance conventional solutions. For the former,

characterized by its property of information collection and integration, Internet of Things (IoT) can be

introduced to produce a novel architecture named Internet of Social Computing Things (IoSCT). For the

latter, specific neural network models can be set up to manipulate complicated calculation. Thus, taking the

issue of sustainability prediction as objective situation, deep neural network-embedded Internet of Social

Computing Things (NeSoc) is proposed in this paper. Firstly, IoSCT is put forward as bottom support

platform, guaranteeing comprehensive resource involvement of social computing. Secondly, a hybrid neural

network mechanism is formulated and embedded into IoSCT for centralized modeling. Finally, a series of

experiments are conducted on a real-world dataset to evaluate performance of the proposed NeSoc.

INDEX TERMS Internet of Things, social computing, neural network, complex system, sustainability

prediction.

I. INTRODUCTION

The Internet of Things (IoT) [1] is a huge network that

combines various information with Internet to realize the

interconnection among people, machines and things [2].

Accompanied with rapid progress of information technol-

ogy, almost all of the fields are inevitably committed to

promoting the ability of information collection as well as

processing [3]. Owing to its excellent capability of informa-

tion integration [4], IoT has been generalized to a variety

of application scenarios [5], deriving different variants under

specific situations, such as Internet of Medical Things [6],

The associate editor coordinating the review of this manuscript and

approving it for publication was Wei Wei .

Internet of Industrial Things [7] and Internet of Financial

Things [8].

In recent years, social computing has been a more visu-

alized conception in academia [9]. Generally speaking,

it explores utilization of advanced computational theories or

approaches to overcome typical research problems in social

science [10], in which sustainability prediction acts as a

representative one [11]. Nowadays, researches concerning

sustainability prediction were mainly implemented upon the

basis of conventional sociological approaches like statistical

analysis or case study [12]–[18]. However, limited by manual

computing power, these sociological mechanism-basedmeth-

ods usually employed simple mathematical theories to model

complex social dynamics process filled with uncertainty and

nonlinearity. Having recognized this view, some researchers
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FIGURE 1. Framework design of the Internet of Social Computing Things (IoSCT).

exploited data mining technique to develop improved meth-

ods for sustainability prediction issue [19]–[24]. But they still

failed to integrate fruitful cross-domain information due to

the lack of multi-source information fusion. And from the

perspective of system science, process of society develop-

ment can be viewed as a complicated discrete system driven

by joint impact of internal multi-domain factors, e.g. econ-

omy, ecology, industry, etc.

Inspired by design of Internet of Medical Things [6], IoT

is introduced to serve as fundamental support platform to

provide considerable performance of information acquisition

and management, establishing Internet of Social Comput-

ing Things (IoSCT). Furthermore, in order to manipulate

fine-grained feature space in IoSCT, specific neural network

models can be set up to express complex dynamics process

in society system. Neural network is a type of mathemat-

ical algorithm for distributed parallel information process-

ing [29], and imitates neuro system characteristics of animals

to realize complicated computation [31], [32]. Specific to the

issue of sustainability prediction, major investigation object

lies in the coordinated relationships between urbanization

and ecological civilization [30] which is major focus of this

research. Thus, this paper proposes deep Neural network-

embedded Internet of Social Computing Things (NeSoc)

to predict coordination degree between urbanization and

ecological civilization in advance for regions. Firstly, archi-

tecture of IoSCT is put forward as bottom support plat-

form, ensuring comprehensive resource involvement of social

computing. Secondly, a hybrid neural network structure is

designed and embedded into IoSCT for centralized modeling.

Finally, a series of experiments are conducted on a real-

world dataset to evaluate performance of the proposedNeSoc.

To the best of our knowledge, we are the first to put up with

IoSCT and introduce coupling of deep learning with IoT for

sustainability prediction. Obviously, the proposed IoSCT is

a deep learning-enhanced Internet of Medical Things, and

can also be utilized for medical issues with adjusting some

settings.

Main contributions of this paper can be summarized as:

1) We abstract sustainability prediction problem as

dynamic process of complex systems, and reveal the impor-

tance of multi-source data collection and integration.

2) We propose deep neural network-embedded IoSCT for

prediction of coordination degree between urbanization and

ecological civilization.

3) We evaluate efficiency and stability of the proposed

NeSoc on a real-world dataset.

II. OVERVIEW

A. FRAMEWORK OF IoSCT

This research put forward a novel architecture IoSCT whose

framework design is illustrated in FIGURE 1. The archi-

tecture contains four layers separately named access layer,

scheduling layer, computing layer and application layer. This

subsection briefly gives description of each layer to describe

the IoSCT:

1) Access layer is the bottom interface of various data

sources. The original data in this framework contains two

parts: inherent data and sensing data. The former refers

to sociological data published by official channels, and

is collected through heavyweight crawler programs. The

latter is actively acquired through a variety of collection

equipment.

2) After acquisition, data is transferred into scheduling

layer for distributed storage and centralized manage-

ment. This layer is responsible for distributed manage-

ment of data source, in order to facilitate analytical and

computational demands. Besides, while receiving requests
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FIGURE 2. Technology roadmap of sustainability prediction.

from computing layer, it is supposed to reasonably schedules

data transmission.

3) In computing layer, ensembled data analysis models are

implemented to tackle all sorts of social computing issues.

In this paper, a hybrid neural network-based prediction model

is presented for prediction of coordination degree between

urbanization and ecological civilization.

4) Finally, processing results will be accessed into appli-

cation layer where users are able to obtain results through

terminals. Note that IoSCT in this paper is mainly designed

for administration departments and research institutes.

B. PROBLEM STATEMENT

This research takes the Urban Agglomeration of Yangtze

River Economic Belt in China as research object. And main

technology roadmap of sustainability is demonstrated as

FIGURE 2. It contains two parts: model training process and

model testing process. For the former, its goal is to formulate

a hybrid neural network-based prediction model and make it

trained through multi-source data from IoSCT. For the latter,

it is expected to conduct a series of experiments to evaluate

the former part of works.

As society is actually a complex system with compli-

cated internal correlations, graph neural network (GNN)

model [26] and convolutional neural network (CNN)

model [27] are simultaneously introduced to construct a

hybrid neural network mechanism which will be embedded

into computing layer of IoSCT further. Then, interaction

between urbanization and ecological civilization is exploited

by encoding feature spaces into vectorized representations for

following algorithmic operations. FIGURE 3 gives a vivid

flowchart of the hybrid neural network mechanism. In detail,

the whole feature space is divided into two subspaces: urban-

ization subspace and ecological civilization subspace, both of

whom are low-dimensional real-valued vectors.

The former is modeled through GNN model, which is

described in Section III.A. The latter is modeled using

CNN model, which is described in Section III.B. On the

basis of setting up the global feature space with the use of

hybrid neural network mechanism, two feature subspaces are

concatenated to construct a data mining-driven predictor to

output the predicted coordination degree values.

FIGURE 3. Flowchart of the proposed hybrid neural network mechanism.

C. PRELIMINARIES

Feature space of the methodology is separated into two sub-

spaces: urbanization part and ecological civilization part, rep-

resented as S1 and S2 respectively. Both of the two subspaces

are actually vectors, and possess a set of 1st-level indexes and

2nd-level indexes, which is demonstrated in TABLE 1. It can

be observed from TABLE 1 that the urbanization subspace

contains five 1st-level indexes and twenty-one 2nd-level

indexes, and that ecological civilization subspace contains

four 1st-level indexes and seventeen 2nd-level indexes.

GNN model is a set of entities and relations in graph

network, containing two types of main objects: nodes and

edges. In our research, nodes refer to detailed features in

the urbanization subspace, corresponding to the twenty-one

2nd-level indexes in TABLE 1 represented as v1, v2, . . . , v21.

To apply the CNN to ecological civilization feature sub-

spaces, we define the initial input neuros as the seventeen

2nd-level indexes in S2 and represent them as x1, x2, . . . , x21.

As different attributes possess diverse ranges of values,

data normalization operation needs to be conducted in this

research, in order to uniform their ranges as [0, 1].

III. METHODOLOGY

A. MODELING OF URBANIZATION

The GNN maps a graph G to a vector y through transition

function and output function. It contains a set of vertices

V and a set of edges E. V denotes the twenty-one features

of S1 mentioned in Section 2, while E denotes the pairwise

relations among entities in V . E is the form of matrix as:

E =











e1,1 e1,2 · · · e1,21
e2,1 e2,2 · · · e2,21
...

...
. . .

...

e1,21 e2,21 · · · e21,21











=
{

ei,j
}

(1)

where i, j = 1, 2, . . . , 21.

Give a graph G, we represent a set of all neighboring

vertices within radius r from the i-th vertex as N (i, r). Obvi-

ously, N (i, 0) denotes the i-th vertex itself. Then, r-radius

subgraph for vertex vi is defined as:

G(r)
vi

=

(

V
(r)
i ,E

(r)
i

)

=
{

ei,j
}

(2)

where V i and Ei respectively denote all the conforming ver-

tices and edges concerning the i-th vertex. We also define the
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TABLE 1. List of multi-source feature space.

r-radius subgraph for edge ei,j through the following formula:

G(r)
ei,j

=

(

V
(r)
i ∪ V

(r)
j ,E

(r)
i ∩ E

(r)
j

)

(3)

Then, the transition function for both vertices and edges is

defined to set up GNN model. Each feature in subspace S1
is not static constantly, and will evolve over time. Thus, we

employ v
(t)
i to denote the i-th vertex at the t-th timestamp.

Timestamps refer to a type of time points, such as year,

month, day, etc. Given a graphG, the GNNmodel updates v
(t)
i

by means of the following transition function:

v
(t+1)
i =

1

1 + exp
[

−

(

v
(t)
i +

∑

c
(t)
i,j

)] , vjǫ ∈ V
(t)
i (4)

where vj belongs to the set of t-radius neighboring vertices

of the i-th node, and v denotes index number of vertices.

c
(t)
i,j denotes the hidden layer vector and is calculated by the
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following formula:

c
(t)
i,j = ReLU

(

W1

[

v
(t)
i

e
(t)
i,j

]

+ b1

)

(5)

where ReLU refers to Rectified Linear Unit, acting as a

common activation function used in neural network, and can

be expressed through the following formula:

ReLU (q) = max (0, q) (6)

where W1 and b1 are the model parameters to be estimated.

e
(t)
i,j is the edge between vertex v

(t)
i and v

(t)
j . The vertex transi-

tion is helpful for learning more latent features or knowledge

in the urbanization subspace.

For edge transition, major thoughts of above procedures

can also be employed to construct expression of e
(t)
i,j through

the following formula:

e
(t+1)
i,j =

1

1 + exp
[

−

(

e
(t)
i,j + d

(t)
i,j

)] (7)

d
(t)
i,j = ReLU

[

W2

(

v
(t)
i + v

(t)
j

)

+ b2

]

(8)

where W2 and b2 are the model parameters to be estimated.

The vertex transition is helpful for learning more latent rela-

tions in the urbanization subspace.

After setting up vertex transition and edge transition func-

tion, the final expression of urbanization subspace can be

written as follows:

Yurban =
1

|S1|

|S1|
∑

i=1

v
(t)
i (9)

where |S1| is the number of features (vertices) in S1, and

equals to 21 in this research.

B. MODELING OF ECOLOGICAL CIVILIZATION

CNN, a typical neural network model, is able to extract

features automatically or map explicit features into a new

latent feature space (such as Hilbert space). We denote h
(t)
k

as the hidden layer vector of feature xk in the t-th timestamp.

By introducing CNN model, we define its update rule as

follows:

h
(t+1)
k = ReLU

(

W3h
(t)
k + b3

)

(10)

whereW3 and b3 are the unknownmodel parameters in CNN.

After setting up recurrent hidden layer function, the final

expression of ecological subspace can be written as follows:

Yeco=

|S2|
∑

k=1







ReLU
(

θ

(

h
(t)
k

))

·
1

1 + exp
[

−δ

(

h
(t)
k

)]







(11)

where |S2| is the number of features in S2, and equals to 17 in

this research.

C. PREDICTION OF COORDINATION DEGREE

As the urbanization subspace and ecological civilization sub-

space have been formulated and modeled, this subsection

manages to concatenate them for use of constructing predic-

tion model. The initial hidden layer of the prediction proce-

dure is expressed as:

h′
1 =

[

β · Yurban ⊕′ (1 − β) · Yeco
]

(12)

where ⊕′ denotes the concatenation operation and β is a non-

negative trade-off parameter. Let h′
z (z = 1, 2, . . .) denote all

the hidden layers of prediction part. From z = 2, the h′
z can

be updated as following formulas:

h′
z = W4h

′
z−1 + b4 (13)

where W4 and b4 are the model parameters to be estimated.

We also let I ′P denote the coordination degree value

between urbanization and ecological civilization concerning

a time period, such as year, quarter, month, etc. P denotes the

designated time period. Therefore, the I ′P can be calculated

through the following formula:

I ′P =
1

1 + exp
(

−W5 · h′
z + b5

) (14)

where W5 and b5 are the model parameters to be estimated.

To estimate all the above parameters, we need to specify

an objective function for optimization. Let IP be the real

coordination degree value, we compute the objective function

as follows:

L = (1 − λ)

∣

∣

∣

∣

∣

∣

|S1|
∑

i=1

|S2|
∑

k=1

ln
I ′P
IP

∣

∣

∣

∣

∣

∣

+ λ ‖2‖2 (15)

where2 refers to the set of parameters and λ is the parameter

of penalty item which is added to prevent overfitting. After

all, Dropout [28] is selected as the learning method to solve

the above problem. Due to the limitation of textual length,

detailed process of the solution for optimization is left out.

IV. EXPERIMENTS AND ANALYSIS

A. DATASET

To evaluate feasibility of the proposed NeSoc, a series of

experiments are carried out on a real-world dataset. This

section will introduce the detailed process of our experiments

and reveal experimental results.

According to design of IoSCT, experimental dataset of

this paper can be divided into two parts: public part and

nonpublic part. Public data was collected by the com-

puter technique-based tool—Internet crawler. It is able to

automatically grasp information from World Wide Web

according to certain rules. And data source of this research

contains 1999-2017 China National Statistical Yearbook,1

1999-2017 China Environmental Statistical Yearbook2 and

other statistical yearbooks of provinces and cities in the

Yangtze River economic belt. While the non-public part

1 http://www.stats.gov.cn/tjsj/ndsj/
2 http://www.stats.gov.cn/ztjc/ztsj/hjtjzl/#
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FIGURE 4. This is statistical distribution characteristics of urbanization subspace in the dataset. Five objects in X-axis
separately corresponds to population urbanization, environmental pollution, economic urbanization, social urbanization
and cultural urbanization.

was collected through the environmental ecological sen-

sor network which was built by Chongqing Technology

and Business University for the National Key Research &

Development Program of China (2016YFE0205600). And

research contents of this paper are part of the aforementioned

national program.

When obtaining the original data, the population urban-

ization rate is obtained by calculating the proportion of the

urban population in each sample province to the permanent

population at the end of the year. Coal reserves per capita and

iron ore reserves per capita adopt the ratio of coal reserves and

iron ore reserves of each sample province to the permanent

population at the end of the year. In order to unify the data

scale, it is expected to standardize the data of each index,

and take the maximum and minimum data of each sample

Province as the upper and lower limits. The attributes of final

dataset are described in Section II.C.

As the quantity of data acquired from those sources is

not large enough, this research adopts Interpolation method

to extend the data. For each index, there are a series of

data concerning each year. It is supposed to interpolate three

pieces of data between each two adjacent data through the

principle of gaussian stochastic process, meaning that value

evolution from a year to the next year is viewed as a gaussian

stochastic process. Besides, the proposed NeSoc is actually a

supervised learning scheme, and needs known labels which

are coordination degree values of each year in this research.

As coordination degree are unknown in the collected dataset,

we employ the following steps to generate the coordination

degree values. Note that the computed coordination degree

values as follows are just reference values. They are just used

for evaluation performance of our prediction model, and may

not represent real coordination degree values.

Let Uurban and Ueco denote the contribution degree to

coordination respectively from urbanization subspace and

ecological subspace. And the two variables are computed as:

Uurban = γ ·

|S1|
∑

i=1

M (vi) (16)

Ueco = (1 − γ ) ·

|S2|
∑

k=1

M (xk) (17)

where γ is the trade-off parameter and is set to 0.5 in this

research. M (vi) and M (xk) denotes satisfaction degree of

features in urbanization subspace and ecological subspace

respectively. M (vi) is computed as follows:

M (vi) =

{

(vi−li) · (vi − ni) , vihas positive effect

(li−vi) · (ni − vi) , vihas negative effect
(18)

where li and ni are respectively upper and lower limits of

the order parameters at the critical point of system stability.

M (xk) is computed as follows:

M (xk)=

{

(xk−lk) · (xk−nk) xkhas positive effect

(lk−xk) · (nk−xk) xkhas negative effect
(19)

On the basis of above computations, coupling degree

between urbanization subspace and ecological subspace is

calculated as:

Cu,e =

{

Uurban · Ueco

[(Uurban + Ueco) × 0.5]2

}4

(20)

and coordination degree between urbanization subspace and

ecological subspace is calculated as:

Du,e = 0.5 · Uurban + 0.5 · Ueco (21)

The real coordination degree as golden sample is calculated

as:

IP =
√

Cu,e · Du,e (22)

B. EXPERIMENTAL SETTINGS

In order to assess data quality before experiments, statisti-

cal characteristics of the experimental dataset is visualized

through computer programming.

FIGURE 4 illustrates the statistical distribution of urban-

ization subspace with respect to data in its five first-level

indexes, and FIGURE 5 illustrates the statistical distribution
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FIGURE 5. This is statistical distribution characteristics of ecological civilization subspace in the dataset. Four objects in
X-axis separately corresponds to resource bearing capacity, environmental governance capacity, economic urbanization
and strength of ecological protection.

FIGURE 6. These are average coordination degree values of provinces in the Yangtze river economic belt of China with
respect to two typical years: 2010 and 2016.

of ecological civilization sunspace with respect to data in

its four first-level indexes. FIGURE 6 demonstrates the dis-

tribution of average coordination degree values concerning

provinces in the Yangtze River Economic Belt of China,

in which data of two typical years 2010 and 2016 is selected

for illustration. This is because the year 2010 is the start of

2010s, and 2016 is the start of 13th five-year plan of China.

It can be observed from the figure that coordination level

is decreasing from eastern provinces to western provinces,

which is basically in line with the actual situation of China.

It can be directly concluded from FIGURE 4 and FIGURE 5

that data in the experimental dataset is balanced, and con-

cluded from FIGURE 6 that the dataset is real and effective.

Thus, it is suitable for data mining and analysis.

In order to evaluate performance of the NeSoc, several

prediction methods need to be selected as baselines. Here,

we compare our approach NeSoc with several universal data

mining methods, in order to verify the fact that the proposed

NeSoc is able to reflect excellent performance under the situa-

tion of coordination degree prediction. The selected baselines

are list as follows:

1) MLR: It refers to multi-variate linear regression model

which is a kind of regression analysis method using the least

squares function to model the relationship between multiple

independent variables.

2) MLP: It refers to multi-layer preceptor which is a feed-

forward artificial neural network model and whose idea is

similar to regression analysis.

3) LSTM: It refers to Long Short-Term Memory which is

a kind of sequential neural network model specially designed

to solve the long-term dependence problem.

To evaluate feasibility of the NeSoc, the following evalua-

tion metrics are utilized:

MAE =
1

N

N
∑

d=I

∣

∣IP − I ′P
∣

∣ (23)

RMSE =

√

√

√

√

1

N

N
∑

d=I

(

IP − I ′P
)2

(24)

where IP represents the real value of coordination degree at

the time period P, I ′P represents the predicted value of coordi-

nation degree at the time period P, and N is the total piece

number of testing sample. Obviously, the lower values of

these metrics represent better performance. As for parameter

setting, we initially set the z in Eq. (13) as 10 and the trade-off

VOLUME 8, 2020 60743



Q. Li et al.: Deep Neural Network-Embedded IoSCT for Sustainability Prediction

TABLE 2. Experimental results of under learning rate of 0.01.

TABLE 3. Experimental results of under learning rate of 0.008.

TABLE 4. Experimental results of under learning rate of 0.003.

parameter λ in Eq. (15) as 0.5. Learning rate in optimization

method Dropout for solving Eq. (15) is initially set to 0.01.

As for dataset, we split it to training set and testing set with

the multiple divisions during the experiments, and the default

proportion rate is 70% training to 30% testing.

C. RESULTS AND ANALYSIS

With parameters z and λ setting to initial values, and pro-

portion of training data setting to 60%, 70% and 80% in

order, we evaluate NeSoc and baselines with the learning

rate in Droupout changing to three values: 0.01, 0.008 and

0.003. Table 2, Table 3 and Table 4 list results of NeSoc

and baselines under learning rate of 0.01, 0.008 and 0.003

separately. In area of data display in these tables, each cell

has two parts: data value and the rank of such data value in

that column. It can be directly observed from these tables that

the proposed NeSoc performs better than baselines in almost

all of situations, and that data mining methods can be well

suited for predicting coordinate degree of urbanization and

ecological civilization. Although the NeSoc cannot obtain the

best performance in a few situations, the distance is not too

large.

This phenomenon can be attributed to two main aspects of

reasons. Firstly, the proposed NeSoc utilizes CNN model to

extract abstract features for ecological civilization subspace,

which proposes a more fine-grained feature representa-

tion than other methods. Secondly, the proposed NeSoc

employs GNNmodel to express deep interval relationships in

urbanization subspace, which is able to fully capture feature

structures of this subspace. Thirdly, the proposed NeSoc is

embedded a hybrid neural network mechanism combining

CNN with GNN together. Such a design produces a quite

flexible method that models the coordinate process between

urbanization and ecological civilization. In all, this set of

experiments are able to well verify efficiency of the proposed

NeSoc.

Besides, another set of experiments are conducted to

evaluate stability of the proposed NeSoc. The scheme of

stability testing is to make a combination of two parameters

change into different groups of values, and test whether the

experimental results will remain stable as a whole. During

this set of experiments, the NeSoc is just assessed the param-

eter sensitivity singly, will not be compared with baselines.

FIGURE 7 and FIGURE 8 are parameter sensitivity results

of NeSoc with respect to MAE and RMSE. They both have

three subfigures, respectively corresponding to parameter

combination of: (a) learning rate and proportion of training

set, (b) parameter combination of trade-off parameter and

proportion of training set, and (c) trade-off parameter and

learning rate. It can be observed from the two figures that the
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FIGURE 7. Parameter sensitivity results of NeSoc with respect to MAE.

FIGURE 8. Parameter sensitivity results of NeSoc with respect to RMSE.

proposed NeSoc reflects a relatively stable performance with

the dynamic parameter combinations. A possible reason can

be deduced to explain this phenomenon. The proposed NeSoc

simultaneously introduces CNN and GNN to capture two

subspaces of the coordination process. Such a comprehensive

insight which makes itself not susceptible to changing of

parameter situations. Therefore, no matter how the parameter

groups change, experimental results never heavily fluctuate

and remain relatively stable.

To sum up, a large amount of experiments are conducted

in this research to evaluate the NeSoc method from the

perspectives of efficiency and stability. Results reveal that

our proposals are effective and feasible for the problem of

coordination degree prediction.

V. CONCLUSION

Two main obstacles exist in general problems of social

computing: 1) lack of multi-source data acquisition and

management; 2) absence of high-performance algorithmic

approaches. The IoT is a huge network characterized by sig-

nificant ability of data integration andmanagement. And deep

learning has been proved an effective computational scheme

for many traditional scientific problems. The combination

of them two seems to be a promising insight to enhance

many classical methods in various fields. Inspired by this

view, this paper deals with the first one by introducing cross-

discipline technique IoT and designing a novel framework

named IoSCT. In addition, the second one can be solved by

embedding a hybrid neural network mechanism composed

of CNN and GNN into IoSCT. Thus, taking sustainability

prediction as an example, deep neural network-embedded

Internet of Social Computing Things (NeSoc) is presented in

this paper. And a series of experiments are conducted on a

real-world dataset to evaluate performance of the proposed

NeSoc.
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