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DeepMMSE: A Deep Learning Approach to

MMSE-based Noise Power Spectral Density

Estimation
Qiquan Zhang, Aaron Nicolson, Mingjiang Wang, Kuldip K. Paliwal, and Chenxu Wang

Abstract—An accurate noise power spectral density (PSD)
tracker is an indispensable component of a single-channel speech
enhancement system. Bayesian-motivated minimum mean-square
error (MMSE)-based noise PSD estimators have been the most
prominent in recent time. However, they lack the ability to
track highly non-stationary noise sources due to current methods
of a priori signal-to-noise (SNR) estimation. This is caused by
the underlying assumption that the noise signal changes at a
slower rate than the speech signal. As a result, MMSE-based
noise PSD trackers exhibit a large tracking delay and produce
noise PSD estimates that require bias compensation. Motivated
by this, we propose an MMSE-based noise PSD tracker that
employs a temporal convolutional network (TCN) a priori SNR
estimator. The proposed noise PSD tracker, called DeepMMSE
makes no assumptions about the characteristics of the noise
or the speech, exhibits no tracking delay, and produces an
accurate estimate that requires no bias correction. Our extensive
experimental investigation shows that the proposed DeepMMSE
method outperforms state-of-the-art noise PSD trackers and
demonstrates the ability to track abrupt changes in the noise
level. Furthermore, when employed in a speech enhancement
framework, the proposed DeepMMSE method is able to outper-
form state-of-the-art noise PSD trackers, as well as multiple deep
learning approaches to speech enhancement.
Availability: DeepMMSE is available at: https://github.com/
anicolson/DeepXi.

Index Terms—Noise PSD tracking, minimum mean-square er-
ror (MMSE), DeepMMSE, speech enhancement, noise estimation,
Deep Xi.

I. INTRODUCTION

O
VER the past decade, there has been a growing focus on

speech processing applications, such as digital hearing

aids, automatic speech recognition, speaker verification, and

mobile communications. In real-world environments, speech

may be degraded by non-stationary or coloured background

disturbances, with examples including train, car, factory, and
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street noise. Background disturbances can severely affect the

performance of a speech processing system. However, their ro-

bustness can be increased by first enhancing the noisy speech.

A speech enhancement algorithm aims to suppress the noise

and improve the overall perceived quality and intelligibility

of the noisy speech. These algorithms can be broadly divided

into two categories: single-channel [1]–[4] and multi-channel

[5]–[8]. In this paper, we focus on single-channel speech

enhancement algorithms.

Most single-channel speech enhancement algorithms require

an estimate of the noise power spectral density (PSD). Over-

or under-estimation of the noise PSD can lead to speech

distortion or a large amount of residual noise in the enhanced

speech. An early method for noise PSD estimation exploits a

voice activity detector (VAD) to update the noise PSD estimate

during speech absence [9]–[12]. Such methods are effective

under fairly stationary noise conditions, but often fail to track

non-stationary noise sources during speech activity. Moreover,

it remains a particularly difficult task to achieve an accurate

VAD in low signal-to-noise ratio (SNR) conditions.

A more advanced noise tracking method is minimum statis-

tics (MS) [13], [14]. The MS method was motivated by

the observation that the power of the noisy speech in each

frequency bin often decays to the power level of the noise,

even during speech presence. Thus, the MS method tracks

the minimum value of the smoothed noisy speech power for

each frequency bin within a finite time window. The found

minimum is multiplied by a bias correction factor to give the

final noise PSD estimate [14]. The length of the time window

is a crucial parameter for the performance of the MS method.

If the length is too small, the MS method may track the noisy

speech PSD instead, leading to over-estimation. However, if

the length is too large, a significant tracking delay may occur,

especially for a fast increase in the noise level.

Another group of noise PSD tracking methods are time-

recursive averaging algorithms, including the minima con-

trolled recursive averaging (MCRA) method [15], the im-

proved MCRA method (IMCRA) [16], and MCRA-2 [17].

These methods update the noise PSD estimate by recursively

averaging the previously estimated noise PSD and the current

noisy periodogram using a smoothing parameter, where the

smoothing parameter is adjusted by the speech presence proba-

bility (SPP). The main distinction between the three algorithms

is the method of SPP estimation. For MCRA and MCRA-

2, the SPP estimate is found by taking the ratio between

the smoothed noisy speech spectrum and its local minimum,

https://github.com/anicolson/DeepXi
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and then thresholding against a certain value. MCRA and

MRCA-2 use the MS method [14] and the continuous spectral

minimum tracking technique [18] to search for the minimum,

respectively. Moreover, fixed and frequency-dependent thresh-

olds are employed in MCRA and MCRA-2, respectively. In

IMCRA, the SPP estimate is computed from both an a priori

speech absence probability (SAP) estimate and an a priori

SNR estimate. The calculation of the a priori SAP involves

two iterations of smoothing and minimum tracking. As these

methods rely on minimum tracking, they also have difficulties

tracking rapidly increasing noise levels.

Another class of noise PSD trackers is formulated from the

perspective of Bayesian statistics. Several minimum mean-

square error (MMSE)-based Bayesian noise PSD estimators

exist in the literature [19]–[23], and are described in Section

III. These noise trackers are based on an MMSE estimate

of the noise periodogram, which is computed using the a

priori and a posteriori SNR. Their noise tracking perfor-

mance is predominantly affected by the accuracy of the a

priori SNR estimate. Each MMSE-based noise PSD tracker

uses a different method of a priori SNR estimation, with

many based on temporal cepstral smoothing (TCS) [21], the

decision-directed (DD) approach, or the maximum-likelihood

(ML) method [24]. However, these methods assume that the

noise changes at a slower rate than the speech signal. As a

consequence, a delay is introduced during rapid changes of

the instantaneous a priori SNR. Therefore, current MMSE-

based noise PSD trackers are capable of tracking moderately

non-stationary noise sources, but are unable to track highly

non-stationary noise sources. In summary, the performance of

current MMSE-based noise PSD estimators is limited by the

method of a priori SNR estimation.

Recently, a deep learning approach to a priori SNR estima-

tion, called Deep Xi [25], was used to significantly increase

the performance of MMSE approaches to speech enhancement

[24], [26]. Unlike its predecessors, it does not make any

assumptions about the characteristics of the speech or noise,

does not exhibit any tracking delay, and does not rely on

bias compensation. The Deep Xi framework utilises a residual

long short-term memory (ResLSTM) recurrent neural network

(RNN) to estimate the a priori SNR directly from the noisy

speech magnitude spectrum of a given time-frame (Deep

Xi-ResLSTM). Deep Xi-ResLSTM was shown to be more

accurate than previous a priori SNR estimators [24], [27]–

[29]. As shown in [25], the speech enhancement performance

of the a priori SNR as the training target was similar to that of

the ideal ratio mask (IRM) as the training target. Furthermore,

both the a priori SNR and the IRM as the training target

outperformed the clean speech magnitude spectrum as the

training target.

Here, we propose an MMSE-based noise PSD estimator

that employs the Deep Xi framework for a priori SNR

estimation. This is motivated by the following observations: 1)

the bottleneck of current MMSE-based noise PSD estimators

is the method of a priori SNR estimation, 2) Deep Xi-

ResLSTM is significantly more accurate than previous a priori

SNR estimatoin methods, and 3) the Deep Xi framework

exhibits no tracking delay, does not make assumptions about

the characteristics of the noise or the speech, and does not

require bias compensation. We also improve the Deep Xi

framework by replacing the ResLSTM network with a tempo-

ral convolutional network (TCN). It outperforms the ResLSTM

network, while using 5x fewer parameters and avoiding the

complexity of training a recurrent architecture. To the best of

our knowledge, this is the first time a deep learning MMSE-

based noise PSD estimator has been proposed.

The remainder of this paper will be structured as follows.

Section II gives a detailed explanation of the used signal

model and notation. A brief overview and analysis of the

state-of-the-art MMSE-based noise PSD trackers is given in

Section III. In Section V, the proposed MMSE-based noise

PSD tacker is described. The experimental setup is described

in Section VI. The results and discussion are presented in

Section VII. In Section VIII, we provide the conclusions and

future considerations.

II. SIGNAL MODEL AND NOTATION

In the time-domain, the noisy speech signal is given by

y[n] = s[n] + d[n], (1)

where s[n] and d[n] denote the clean speech and uncorrelated

additive noise, respectively, and n denotes the discrete-time

index. The noisy speech is then analysed frame-wise using

the short-time Fourier transform (STFT):

Yl[k] = Sl[k] +Dl[k], (2)

where Yl[k], Sl[k], and Dl[k] denote the complex-valued

STFT coefficients of the noisy speech, the clean speech and

the noise, respectively, for time-frame index l and discrete-

frequency index k. We apply the standard assumption that

Sl[k] and Dl[k] are statistically independent across time and

frequency, and follow conditional zero-mean Gaussian distri-

butions with spectral variances E{|Sl(k)|2} = λs[l, k], and

E{|Dl(k)|2} = λd[l, k], where E{·} represents the statistical

expectation operator. For convenience, l and k are omitted

from the notation unless otherwise indicated. The polar form

is used to express Y , S, and D: Y = Rejφ, S = Aejϕ, and

D = Nejθ, where R, A, and N are the noisy speech, clean

speech, and noise magnitude spectrums, respectively, and φ,

ϕ, and θ are the noisy speech, clean speech, and noise phase

spectrums, respectively. The a priori SNR and the a posteriori

SNR are defined as

ξ =
λs

λd
, (3)

and

γ =
R2

λd
, (4)

respectively. Here, an estimated quantity of a variable is

denoted by a hat symbol in order to differentiate from the

true value, e.g., N̂2 is an estimate of the instantaneous noise

spectral power N2.
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III. OVERVIEW OF MMSE-BASED NOISE PSD

ESTIMATORS

The MMSE-based noise PSD estimators reported in [19]–

[23] are briefly summarised in this section. They are all

based on an MMSE estimate of the noise periodogram, which

is defined as the conditional expectation: E{N2|Y, λs, λd}.

Using Bayes’ rule, this can be written as

N̂2 = E
{
N2|Y, λs, λd

}
,

=

∫ +∞
0

∫ 2π

0
n2f (Y |n, θ, λs) f (n, θ|λd) dθdn∫ +∞

0

∫ 2π

0
f (Y |n, θ, λs) f (n, θ|λd) dθdn

.
(5)

Under the assumption that the STFT coefficients of clean

speech and noise follow complex-Gaussian distributions,

f (Y |n, θ, λs) and f (n, θ|λd) can be written as

f (Y |n, θ, λs) =
1

πλs
exp

{
−
∣∣Y − nejθ

∣∣2

λs

}
, (6)

and

f (n, θ|λd) =
n

πλd
exp

{
−n2

λd

}
. (7)

Inserting Equations (6) and (7) into Equation (5), and using

the integral relationship of the zeroth-order modified Bessel

function of the first kind, I0(·) [30, Eq. 8.406.3, 8.411.1], we

obtain

N̂2 = E
{
N2|Y, λs, λd

}
,

=

∫ +∞
0

n3 exp
(
−n2/λ

)
I0 (2nY/λd) dn∫ +∞

0
n exp (−n2/λ) I0 (2nY/λd) dn

,
(8)

where λ satisfies the relation λ = λsλd/ (λs + λd). Using [30,

Eq. 6.631.1, 8.406.3, 9.212.1], the solution of Equation (8) is

obtained as

N̂2 =

[
1

(1 + ξ)2
+

ξ

(1 + ξ)γ

]
R2. (9)

A temporal recursive smoothing operation is then applied to

N̂2 in order to obtain the final noise PSD estimate:

λ̂d[l, k] = αdλ̂d[l − 1, k] + (1− αd)N̂2[l, k]. (10)

From Equation (9), it is obvious that the MMSE-based

Bayesian noise PSD estimator depends on the a priori and a

posteriori SNR. As shown in [19]–[23], the noise PSD track-

ing performance is predominately affected by the accuracy of

the a priori SNR estimate, ξ̂.

In [19], the decision-directed (DD) approach [1] was em-

ployed to estimate the a priori SNR and a heuristic bias

correction method was proposed to compensate the bias in-

troduced by the DD estimator. In [20], a limited maximum

likelihood (ML) estimator [1] was used to estimate the a priori

SNR. A more sophisticated bias compensation term was also

derived to correct the bias introduced by the ML estimate.

Temporal cepstrum smoothing (TCS) was used in [21] to

obtain a more accurate estimate of the a priori SNR, where

a bias correction factor was also derived. In [22], the limited

ML estimator was interpreted as a hard-decision, VAD-like

estimator [20]. This was subsequently refined by using a soft-

decision speech presence probability (SPP), which required

no bias compensation term. The SPP was calculated using a

fixed optimal a priori SNR. In [23], an MMSE speech spectral

power estimator that incorporates speech presence uncertainty

(SPU) and a bias correction factor was proposed to improve

the DD approach, producing an improved tracking capability

(ImMMSE).

IV. DEEP XI FRAMEWORK

Deep Xi is a deep learning approach to a priori SNR

estimation [25]. The Deep Xi framework consists of two

stages. For the first stage, a deep neural network (DNN)

estimates a mapped version of the a priori SNR, ˆ̄ξξξl =

{ ˆ̄ξl[0], ˆ̄ξl[1], · · · , ˆ̄ξl[K−1]}, from the noisy speech magnitude

spectrum, Rl = {R[l, 0], R[l, 1], · · · , R[l,K−1]}, where K is

the number of discrete-frequency bins for each time-frame. For

the second stage, the a priori SNR estimate, ξ̂ξξl, is computed

from the mapped a priori SNR estimate, ˆ̄ξξξl. The mapped a

priori SNR, ξ̄ξξl, and the computation of the a priori SNR

estimate during the second stage is described in the next

subsection.

A. Mapped a priori SNR training target

The training target for a DNN within the Deep Xi frame-

work is the mapped a priori SNR, as described in [25]. The

mapped a priori SNR is a mapped version of the instantaneous

a priori SNR. For the instantaneous case, the clean speech

and noise of the noisy speech in Equation (1) are known

completely. This means that λs[l, k] and λd[l, k] in Equation

(3) can be replaced with the squared magnitude of the clean

speech and noise spectral components, respectively.

In [25], the instantaneous a priori SNR (in dB), ξdB[l, k] =
10 log10(ξl[k]), was mapped to the interval [0, 1] in order to

improve the rate of convergence of the used stochastic gradient

descent algorithm. The cumulative distribution function (CDF)

of ξdB[l, k] was used as the map. It can be seen from

[25, Fig. 2 (top)] that the distribution of ξdB for a given

frequency component follows a normal distribution. It was thus

assumed that ξdB[l, k] is distributed normally with mean µk

and variance σ2
k: ξdB[l, k] ∼ N (µk, σ

2
k). The map is given by

ξ̄l[k] =
1

2

[
1 + erf

(
ξdB[l, k]− µk

σk

√
2

)]
, (11)

where ξ̄l(k) is the mapped a priori SNR. Following [25], the

statistics of ξdB[l, k] for each noisy speech spectral component

are found over a sample of the training set.∗ During inference,

the a priori SNR estimate is found from the mapped a priori

SNR estimate as follows:

ξ̂l[k] = 10

((
σk

√
2erf−1(2ˆ̄ξl[k]−1)+µk

)
/10
)
. (12)

∗The sample mean and variance of ξdB[l, k] for each noisy speech
spectral component are found over 1 250 noisy speech signals created from
the clean speech and noise training sets (Section VI-B). 250 randomly selected
(without replacement) clean speech recordings are mixed with random sections
of randomly selected (without replacement) noise recordings. Each of these
are mixed at five different SNR levels: -5 to 15 dB, in 5 dB increments.
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O

FC

Conv. unit(1, 𝑑𝑓, 1)
Conv. unit(𝑘, 𝑑𝑓, 𝑑)

+

𝐑𝑙

෡ഥ𝛏𝑙

𝐵 × (1, 𝑑𝑚𝑜𝑑𝑒𝑙 , 1)Conv. unit

Layer norm

ReLU

Conv1D

Conv. unit

1𝑠𝑡
2𝑛𝑑
3𝑟𝑑

Fig. 1. Deep Xi-TCN. It consists of a fully-connected first layer, FC, followed
by B residual blocks, and then a fully-connected output layer, O that employs
sigmoidal units. The kernel size, output size, and dilation rate for each
convolutional unit is denoted as (kernel size, output size, dilation rate).

V. PROPOSED DEEPMMSE METHOD

When estimating the a priori SNR for Equation (9), the

methods described in Subsection III assume that the noise

changes at a slower rate than the speech. As a consequence,

they are only able to track moderately non-stationary noise

sources, and lack the ability to track highly non-stationary

noise sources. Motivated by this, we propose an MMSE-based

noise PSD estimator that employs the Deep Xi framework for

a priori SNR estimation. The Deep Xi framework does not

exploit any underlying assumptions about the speech or noise,

and produces an a priori SNR estimate with negligible bias.

The proposed noise PSD tracker includes the following four

stages:

1) The a priori SNR estimate, ξ̂, of the noisy speech

magnitude spectrum, R, is first found using Deep

Xi-TCN (available from https://github.com/anicolson/

DeepXi). Deep Xi-TCN is described in Section V-A.

2) As in [25], the instantaneous a posteriori SNR can

be computed from the instantaneous a priori SNR:

γ = ξ + 1. This is used to estimate the (instantaneous)

a posteriori SNR, γ̂, from the (instantaneous) a priori

SNR estimate given by Deep Xi.†

3) Using ξ̂ and γ̂, the noise periodogram estimate, N̂2, is

found using Equation (9).

4) The final noise PSD estimate, λ̂d, is found by applying

a first-order temporal recursive smoothing operation to

N̂2, with a smoothing factor of αd, as in Equation (10).

Due to the combination of Deep Xi-TCN and the MMSE noise

periodogram estimator, we refer to the proposed method as

DeepMMSE henceforth.

†This converts the estimator from Equation (9) from an affine estimator
to a linear estimator equivalent to the Wiener filter. As a consequence, the
estimator depends solely on the a priori SNR.

A. Deep Xi-TCN

In [25], a ResLSTM network was used within the Deep Xi

framework to estimate the a priori SNR. Here, we replace

the ResLSTM network with a TCN [31]. The advantages

that the TCN offers over the ResLSTM network include a

reduction in training time and a reduction in the number of

required parameters. Deep Xi-TCN is shown in Figure 1, and

is described from input to output as follows. The input to the

TCN is the noisy speech magnitude spectrum for the lth frame,

Rl. The input is first transformed by FC, a fully-connected

layer of size dmodel that includes layer normalisation followed

by the rectified linear unit (ReLU) activation function. The

FC layer is followed by B bottleneck residual blocks, where

b = 1, 2, . . . , B is the block index.

As in [32], each block contains three one-dimensional causal

dilated convolutional units. Each convolutional unit is pre-

activated by layer normalisation [33] followed by the ReLU

activation function [34]. The kernel size, output size, and

dilation rate for each convolutional unit is denoted in Figure

1 as (kernel size, output size, dilation rate). The first and

third convolutional units in each block have a kernel size of

1, whilst the second convolutional unit has a kernel size of k.

The first and second convolutional units have an output size

of df , whilst the third convolutional unit has an output size of

dmodel.

b=1, d=1

b=2, d=2

b=3, d=4

b=4, d=1

b=5, d=2

b=6, d=4

⋯⋯⋯

෠ത𝝃𝑙

𝐑𝑙−𝟏 𝐑𝑙𝐑𝑙−𝟐𝐑𝑙−𝟑𝐑𝑙−𝟒𝐑𝑙−𝟓𝐑𝑙−𝟔𝐑𝑙−𝟕𝐑𝑙−𝟖𝐑𝑙−𝟗𝐑𝑙−𝟏𝟎𝐑𝑙−𝟏𝟏𝐑𝑙−𝟏𝟐𝐑𝑙−𝟏𝟑𝐑𝑙−𝟏𝟒

⋯

Fig. 2. Example of the contextual field of Deep Xi-TCN, with D = 4,
B = 6, and k = 3.

The first and third convolutional units have a dilation rate of

1, while the second convolutional unit employs a dilation rate

of d, providing a contextual field over previous time steps.

https://github.com/anicolson/DeepXi
https://github.com/anicolson/DeepXi
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As in [35], the dilation rate d is cycled as the block index

b increases: d = 2(b−1 mod (log
2
(D)+1), where mod is the

modulo operation, and D is the maximum dilation rate. An

example of how the dilation rate is cycled is shown in Figure

2, with D = 4, and B = 6. It can be seen that the dilation rate

is reset after block three. This also demonstrates the contextual

field gained by the use of causal dilated convolutional units.

The last block is followed by the output layer, O, which is

a fully-connected layer with sigmoidal units. The O layer esti-

mates the mapped a priori SNR for each spectral component of

the lth time-frame, ˆ̄ξξξl. The mapped a priori SNR is described

in Subsection IV-A. The following hyperparameters are chosen

for the network, as a compromise between training time and

performance: dmodel = 256, df = 64, and B = 40. As in [32],

k is set to 3, and D is set to 16. The TCN expends fewer

parameters than the ResLSTM network, at approximately 2
million parameters as opposed to 10 million parameters. The

training time for the TCN is also significantly less than that of

the ResLSTM network, at approximately 40 minutes per epoch

as opposed to 10 hours per epoch. Details about the training

strategy for Deep Xi-TCN are given in Subsection VI-C. The a

priori SNR estimation accuracy of Deep Xi-TCN is compared

to that of Deep Xi-ResLSTM in Table I.

VI. EXPERIMENTAL SETTINGS

A. Signal processing

A square-root-Hann window function is used for spectral

analysis and synthesis [36]–[38], with a frame-length of 32

ms (512 time-domain samples) and a frame-shift of 16 ms

(256 time-domain samples). The noise PSD is estimated from

the 257-point single-sided noisy speech PSD, which included

both the DC frequency component and the Nyquist frequency

component.

B. Training Set

Here, we describe the clean speech and noise recordings

used to train Deep Xi-TCN. The clean speech recordings

from the following speech corpora are included in the training

set: the train-clean-100 set from the Librispeech corpus [39]

(28 539 utterances), the CSTR VCTK corpus [40] (42 015
utterances), and the si∗ and sx∗ training sets from the TIMIT

corpus [41] (3 696 utterances). This gives a total of 74 250
clean speech recordings. 5% of the clean speech recordings

are randomly selected and used as the validation set. Thus,

70 537 clean speech recordings are used in the training set,

and 3 713 clean speech recordings are used in the validation

set. The noise recordings from the following noise datasets

are included in the training set: the QUT-NOISE dataset [42],

the Nonspeech dataset [43], the Environmental Background

Noise dataset [44], [45], the noise set from the MUSAN

corpus [46], multiple FreeSound packs,‡ and coloured noise

recordings (with an α value ranging from -2 to 2 in increments

of 0.25). This gives a total of 2 382 noise recordings. All

clean speech and noise recordings are single-channel, with a

‡Freesound packs that are used: 147, 199, 247, 379, 622, 643, 1 133,
1 563, 1 840, 2 432, 4 366, 4 439, 15 046, 15 598, 21 558.

sampling frequency of 16 kHz (recordings with a sampling

frequency higher than 16 kHz are down-sampled to 16 kHz).

A description of how the noisy speech is created from the clean

speech and noise recordings is given in Subsection VI-C.

C. Training strategy

The following strategy is employed to train the TCN:

• Cross-entropy as the loss function.

• The Adam algorithm [47] with default hyper-parameters

is used for gradient descent optimisation.

• Gradients are clipped between [−1, 1].
• The selection order for the clean speech recordings is

randomised for each epoch.

• A total of 175 epochs is used to train the TCN, where the

number of training examples in an epoch is equal to the

number of clean speech files in the training set (70 537).

• A mini-batch size of 10 noisy speech signals.

• The noisy speech signals are created as follows: each

clean speech recording selected for the mini-batch is

mixed with a random section of a randomly selected noise

recording at a randomly selected SNR level (-10 to 20 dB,

in 1 dB increments).

D. Test set

Recordings of eight different noise sources are included in

the test set. The first is a computer-generated noise source,

specifically modulated white Gaussian noise. It is created by

modulating Gaussian noise as follows:

f(n) = 1 + sin

(
2πn

fmod

fs

)
, (13)

where fmod and fs denote the modulation and sampling

frequency, respectively, and n is the time-domain sample

index. In this study, we set the modulation frequency to

fmod = 0.5 Hz. Five of the eight recordings are of real-world

non-stationary noise sources, including passing train, passing

car, and traffic from mutliple FreeSound packs, street music

(recording no. 26 270) from the Urban Sound dataset [48],

and voice babble from the RSG-10 noise dataset [49]. Two of

the eight recordings are of real-world coloured noise sources,

including factory and F16 from the RSG-10 noise dataset [49].

30 clean speech recordings are randomly selected§ (without

replacement) from the TSP speech corpus [50] for each noise

recording.¶ To create the noisy speech, a random section of

the noise recording is mixed with the clean speech at the

following SNR levels: -5 to 15 dB, in 5 dB increments. 150

noisy speech files are available in the test set for each noise

source. The noisy speech signals are single channel, with a

sampling frequency of 16 kHz.

§For the noise recordings used in Table I, only 10 clean speech recordings
are randomly selected.

¶Only adult speakers are included from the TSP speech corpus.

https://freesound.org/
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TABLE I
A priori SNR ESTIMATE SD LEVELS ATTAINED BY EACH OF THE a priori

SNR ESTIMATORS.

Input SNR (dB)

Noises Methods -5 0 5 10 15

V
o

ic
e

b
ab

b
le

DD [24] 18.5 17.7 17.2 17.0 17.2

TSNR [27] 18.4 17.5 17.0 16.9 17.1

HRNR [28] 19.5 18.9 18.5 18.4 18.6

SCTS [29] 17.5 16.8 16.5 16.5 16.9

Deep Xi-ResLSTM 14.5 13.9 13.3 12.8 12.4

Deep Xi-TCN 13.6 13.0 12.4 11.9 11.6

S
tr

ee
t

m
u

si
c

DD [24] 19.9 18.6 17.6 17.0 16.8

TSNR [27] 19.7 18.4 17.4 16.8 16.6

HRNR [28] 19.8 18.7 17.9 17.5 17.5

SCTS [29] 18.6 17.4 16.6 16.2 16.2

Deep Xi-ResLSTM 13.5 13.1 12.7 12.3 12.0

Deep Xi-TCN 12.7 12.3 11.9 11.5 11.2

F
1

6

DD [24] 22.1 20.5 19.2 18.2 17.5

TSNR [27] 21.8 20.2 18.9 17.9 17.2

HRNR [28] 20.7 19.4 18.4 17.7 17.3

SCTS [29] 20.8 19.2 18.0 17.1 16.6

Deep Xi-ResLSTM 13.3 12.7 12.3 12.0 11.7

Deep Xi-TCN 12.0 11.6 11.2 10.9 10.6

F
ac

to
ry

DD [24] 24.0 22.2 20.7 19.4 18.5

TSNR [27] 23.7 22.0 20.4 19.2 18.3

HRNR [28] 23.0 21.4 20.1 19.1 18.4

SCTS [29] 22.4 20.7 19.3 18.2 17.4

Deep Xi-ResLSTM 13.8 13.2 12.7 12.4 12.1

Deep Xi-TCN 13.1 12.5 12.1 11.8 11.5

E. Evaluation measures

A priori SNR estimation accuracy: The frame-wise spec-

tral distortion (SD) [51] is used to evaluate the accuracy of an

a priori SNR estimator, with lower levels indicating a better

accuracy. The SD is defined as the root-mean-square difference

between the a priori SNR estimate in dB, ξ̂dB[l, k], and the

instantaneous case in dB, ξdB[l, k], for the lth time-frame:‖

D2
l =

1

K/2 + 1

K−1∑

k=0

[
ξdB[l, k]− ξ̂dB[l, k]

]2
, (14)

where K indicates the number of frequency-bins. Average SD

levels are found over all frames for the test condition.

Noise PSD estimation accuracy: The spectral estimation

accuracy of the noise PSD trackers is evaluated directly using

the symmetric mean log-spectral distortion (LogErr) between

the reference noise PSD, λd[l, k], and the estimated noise PSD,

λ̂d[l, k], as follows [52]:

LogErr =
1

LK

L−1∑

l=0

K−1∑

k=0

∣∣∣∣∣10 log10

[
λd[l, k]

λ̂d[l, k]

]∣∣∣∣∣ , (15)

where L denotes the number of time-frames and K indicates

the number of frequency-bins. As in previous works, the

reference noise PSD, λd[l, k], is obtained from the noise

‖ξdB [l, k] and ξ̂dB [l, k] values that are less than -60 dB, or greater than
40 dB are clipped to -60 dB and 40 dB, respectively. Note that these were the
clipping values used in [25], with the authors noting that they were reported
incorrectly in that work.
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Fig. 3. (a) Speech corrupted by modulated Gaussian noise at an SNR level
of 0 dB. (b)-(c) Noise PSD tracking performance of the noise PSD trackers,
including the proposed DeepMMSE method. The noise PSDs are averaged
over all frequency bins.

periodogram using a first-order recursive operation with a

constant smoothing factor αs = 0.8 [20]–[23], [53]. This

smoothing factor is also used by each of the MMSE-based

noise PSD trackers (MMSE, SPP, ImMMSE, and DeepMMSE)

to compute the final noise PSD estimate, λ̂d[l, k].
Speech enhancement performance: The noise PSD esti-

mators are incorporated into the following speech enhance-

ment framework:

1) First, the noise PSD estimate, λ̂d, is computed from the

noisy speech magnitude spectrum, R, using the noise

PSD tracker. A constant smoothing factor of αd = 0.8
is used for all noise PSD trackers, except for the pro-

posed DeepMMSE method which used αd = 0, as no

smoothing is required for its noise PSD estimate.

2) Next, the a posteriori SNR estimate, γ̂ = Y 2/λ̂d, is

used to find the a priori SNR estimate. As in [14], [17],

[20], [22], [23], the DD approach is used to estimate the

a priori SNR for the MS, MCRA-2, MMSE, SPP, and

ImMMSE methods.∗∗ The smallest allowable value is

set to ξmin = −15 dB for the DD approach, as in [26].

For the proposed DeepMMSE method, the ML estimate

of the a priori SNR is employed: ξ̂ = max
(
γ̂ − 1, 0

)
.

Utilising the ML estimate with DeepMMSE produces

better speech enhancement results than using the DD ap-

proach. Moreover, using the a priori SNR estimate from

Deep Xi directly with an MMSE clean speech spectrum

estimator is identical to the work in [25]. It should be

∗∗A smoothing factor of 0.98 is used for the MS, MCRA-2, MMSE, SPP
methods, as in [14], [17], [20], [22]. A smoothing factor of 0.94 is used for
the ImMMSE method, as in [23].
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noted that the speech enhancement performance of the

previous noise PSD estimators (MS, MCRA-2, MMSE,

SPP, and ImMMSE) is worse when the ML estimate of

the a priori SNR is used over the DD approach.

3) γ̂ and ξ̂ are then used by the MMSE clean speech

spectrum estimator with generalised Gamma priors from

[2] to enhance the noisy speech magnitude spectrum.

The MMSE clean speech spectrum estimator assumes

that the speech DFT coefficients follow a generalized-

Gamma distribution with parameters γ = 1 and ν = 0.6.

The objective quality and intelligibility of the resultant en-

hanced speech is then evaluated. The perceptual evaluation

of speech quality (PESQ) is the metric used to evaluate

the objective speech quality [54]. Disturbance processing and

cognitive modelling are primarily used to determine the PESQ

score. The PESQ score ranges from -0.5 to 4.5, with a higher

PESQ score implying better speech quality. The short-time

objective intelligibility (STOI) measure [55], [56] is used to

evaluate the objective speech intelligibility. It is based on the

correlation coefficient between the temporal envelops of the

clean speech and enhanced speech in short-time regions. The

STOI score ranges from 0 to 1 (or 0 to 100%), with a higher

STOI score indicating better speech intelligibility.
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Fig. 4. (a) Speech corrupted by passing train noise at an SNR level of 0 dB.
(b)-(c) Noise PSD tracking performance of the noise PSD trackers, including
the proposed DeepMMSE method. The noise PSDs are averaged over all
frequency bins.

VII. RESULTS AND DISCUSSIONS

A. A priori SNR estimation accuracy

Before evaluating the tracking performance of the pro-

posed DeepMMSE method, we determine if Deep Xi-TCN

is a more accurate a priori SNR estimator than Deep Xi-

ResLSTM. DeepXi-TCN is also compared to previous a priori

TABLE II
NOISE PSD ESTIMATION ACCURACY IN TERMS OF LOGERR FOR VARIOUS

NOISE TYPES AND AT DIFFERENT SNR LEVELS. THE LOWEST LOGERR

FOR EACH TESTED CONDITION IS INDICATED IN BOLDFACE.

Input SNR (dB)

Noises Methods -5 0 5 10 15

M
o

d
.

w
h

it
e

MS [14] 19.58 17.85 16.16 14.69 13.13
MCRA-2 [17] 8.11 8.03 7.92 8.15 8.53
MMSE [20] 10.88 10.34 9.67 9.12 8.56
SPP [22] 9.22 8.65 7.98 7.45 7.16
ImMMSE [23] 3.23 3.27 3.60 4.21 5.03
DeepMMSE 0.45 0.62 0.84 1.15 1.50

V
o

ic
e

b
ab

b
le

MS [14] 6.95 6.84 6.76 6.77 6.64
MCRA-2 [17] 4.47 4.55 5.10 6.44 8.71
MMSE [20] 4.14 4.23 4.32 4.54 4.59
SPP [22] 3.74 3.65 3.72 3.94 4.10
ImMMSE [23] 2.94 3.30 3.68 4.30 5.04
DeepMMSE 1.27 1.50 2.10 2.46 2.87

F
ac

to
ry

MS [14] 5.29 5.26 5.20 5.11 5.02
MCRA-2 [17] 3.58 3.47 3.41 3.63 4.44
MMSE [20] 3.02 3.07 3.17 3.32 3.54
SPP [22] 2.71 2.70 2.72 2.83 3.07
ImMMSE [23] 2.13 2.22 2.34 2.76 3.40
DeepMMSE 0.49 0.68 0.96 1.34 1.76

P
as

si
n

g
C

ar
MS [14] 21.11 17.85 15.25 14.86 12.55
MCRA-2 [17] 9.84 8.71 8.84 9.95 11.99
MMSE [20] 16.36 14.61 12.78 11.07 9.65
SPP [22] 6.45 5.54 5.14 5.13 5.60
ImMMSE [23] 3.48 3.53 3.94 4.68 6.01
DeepMMSE 1.14 1.64 2.41 3.52 4.97

P
as

si
n

g
T

ra
in

MS [14] 12.58 12.10 11.68 10.10 10.25
MCRA-2 [17] 7.33 6.66 6.21 6.31 7.24
MMSE [20] 8.40 8.53 8.72 8.66 8.47
SPP [22] 4.64 4.70 4.85 4.97 5.01
ImMMSE [23] 1.72 2.01 2.46 3.20 4.20
DeepMMSE 0.90 1.28 1.85 2.62 3.63

T
ra

ffi
c

MS [14] 10.56 10.39 10.11 9.64 9.07
MCRA-2 [17] 8.01 7.17 6.45 6.23 6.84
MMSE [20] 5.57 5.70 5.83 5.97 5.98
SPP [22] 3.46 3.53 3.68 3.85 4.07
ImMMSE [23] 1.39 1.67 2.14 2.74 3.59
DeepMMSE 0.70 0.99 1.43 2.15 3.20

SNR estimators, like the DD approach [24], the two-step

noise reduction (TSNR) technique [27], harmonic regeneration

noise reduction (HRNR) [28], and selective cepstro-temporal

smoothing (SCTS) [29]. As seen in Table I, Deep Xi-TCN

attains the lowest SD level for each tested condition. Deep

Xi-TCN is able to outperform Deep Xi-ResLSTM in terms

of a priori SNR estimation accuracy, while consuming fewer

parameters and requiring less time to train.

B. Noise PSD tracking evaluation

An important feature of any noise PSD estimator is the abil-

ity to track non-stationary noise sources. In this subsection, the

noise PSD tracking performance of the proposed DeepMMSE

method is evaluated against five state-of-the-art noise PSD

trackers, including the MS [14], MCRA-2 [17], MMSE [20],

SPP [22], and ImMMSE [23] methods. Three clean speech

recordings from the test set are concatenated and corrupted

with non-stationary modulated Gaussian noise at an SNR level

of 0 dB, as shown Figure 3 (a). Figures 3 (b) and (c) show the
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TABLE III
PESQ SCORES OF THE ENHANCED SPEECH PRODUCED BY EACH OF THE

NOISE PSD TRACKERS, AS WELL AS LSTM-IRM [57] AND XU2017 [58].
THE HIGHEST PESQ SCORE FOR EACH TESTED CONDITION IS INDICATED

IN BOLDFACE.

Input SNR (dB)

Noises Methods -5 0 5 10 15

M
o

d
.

w
h

it
e

Unprocessed 1.28 1.56 1.92 2.30 2.69

MS [14] 1.31 1.63 2.03 2.40 2.79

MCRA-2 [17] 1.22 1.63 2.03 2.34 2.63

MMSE [20] 1.27 1.66 2.08 2.47 2.88

SPP [22] 1.27 1.70 2.14 2.51 2.92

ImMMSE [23] 1.50 1.97 2.37 2.69 2.99

LSTM-IRM [57] 1.76 2.24 2.64 2.95 3.19

Xu2017 [58] 1.53 2.11 2.58 2.90 3.16

DeepMMSE 2.28 2.70 2.96 3.24 3.47

V
o

ic
e

b
ab

b
le

Unprocessed 1.00 1.43 1.83 2.21 2.58

MS [14] 1.23 1.63 2.08 2.47 2.88

MCRA-2 [17] 1.22 1.62 2.06 2.43 2.77

MMSE [20] 1.23 1.66 2.12 2.54 2.94

SPP [22] 1.20 1.64 2.11 2.54 2.95

ImMMSE [23] 1.24 1.69 2.13 2.53 2.90

LSTM-IRM [57] 1.25 1.80 2.29 2.67 2.96

Xu2017 [58] 1.45 2.05 2.51 2.95 3.29

DeepMMSE 1.54 2.11 2.61 3.06 3.38

F
ac

to
ry

Unprocessed 1.06 1.29 1.68 2.09 2.49

MS [14] 1.29 1.69 2.10 2.49 2.85

MCRA-2 [17] 1.28 1.72 2.15 2.52 2.79

MMSE [20] 1.38 1.81 2.24 2.59 2.91

SPP [22] 1.38 1.84 2.26 2.62 2.94

ImMMSE [23] 1.42 1.87 2.31 2.67 2.96

LSTM-IRM [57] 1.25 1.84 2.25 2.59 2.88

Xu2017 [58] 1.39 1.99 2.50 2.85 3.15

DeepMMSE 1.78 2.25 2.63 2.99 3.31

P
as

si
n

g
T

ra
in

Unprocessed 1.56 1.76 1.99 2.30 2.63

MS [14] 1.64 1.83 2.09 2.39 2.72

MCRA-2 [17] 1.55 1.80 2.03 2.33 2.62

MMSE [20] 1.66 1.87 2.15 2.46 2.78

SPP [22] 1.79 1.98 2.29 2.64 2.95

ImMMSE [23] 1.80 2.07 2.42 2.75 3.05

LSTM-IRM [57] 1.95 2.23 2.58 2.92 3.19

Xu2017 [58] 2.01 2.30 2.68 2.98 3.17

DeepMMSE 2.28 2.57 2.90 3.14 3.32

P
as

si
n

g
C

ar

Unprocessed 1.47 1.68 1.90 2.21 2.56

MS [14] 1.53 1.75 2.02 2.33 2.67

MCRA-2 [17] 1.44 1.73 2.00 2.32 2.61

MMSE [20] 1.56 1.79 2.09 2.42 2.75

SPP [22] 1.68 1.92 2.24 2.61 2.94

ImMMSE [23] 1.68 1.99 2.35 2.68 3.00

LSTM-IRM [57] 1.99 2.33 2.65 2.94 3.23

Xu2017 [58] 1.84 2.26 2.67 3.03 3.34

DeepMMSE 2.23 2.55 2.85 3.15 3.45

T
ra

ffi
c

Unprocessed 1.36 1.57 1.73 2.04 2.40

MS [14] 1.32 1.52 1.79 2.13 2.51

MCRA-2 [17] 1.22 1.48 1.80 2.16 2.49

MMSE [20] 1.35 1.55 1.87 2.23 2.60

SPP [22] 1.36 1.72 2.04 2.48 2.84

ImMMSE [23] 1.44 1.74 2.16 2.56 2.92

LSTM-IRM [57] 1.64 1.99 2.32 2.62 2.90

Xu2017 [58] 1.63 2.05 2.39 2.68 2.95

DeepMMSE 2.10 2.50 2.80 3.06 3.28

TABLE IV
STOI SCORES (IN %) OF THE ENHANCED SPEECH PRODUCED BY EACH OF

THE NOISE PSD TRACKERS, AS WELL AS LSTM-IRM [57] AND XU2017
[58]. THE HIGHEST STOI SCORE FOR EACH TESTED CONDITION IS

INDICATED IN BOLDFACE.

Input SNR (dB)

Noises Methods -5 0 5 10 15

M
o

d
.

w
h

it
e

Unprocessed 70.0 79.26 85.97 91.73 95.55

MS [14] 69.88 79.12 85.87 91.71 95.56

MCRA-2 [17] 66.86 77.20 84.28 90.20 93.93

MMSE [20] 68.17 78.48 85.52 91.39 95.41

SPP [22] 66.91 78.08 85.56 91.54 95.40

ImMMSE [23] 68.33 78.81 86.53 92.14 95.44

LSTM-IRM [57] 77.50 85.97 91.01 94.56 96.32

Xu2017 [58] 70.12 81.31 88.48 91.36 95.47

DeepMMSE 80.58 87.91 91.97 95.13 97.0

V
o

ic
e

b
ab

b
le

Unprocessed 60.16 72.42 83.01 90.74 95.46

MS [14] 58.15 72.11 83.73 91.66 95.99

MCRA-2 [17] 57.04 71.13 82.97 90.87 95.17

MMSE [20] 56.07 70.11 82.63 91.30 96.16

SPP [22] 55.59 69.68 82.07 90.83 95.98

ImMMSE [23] 56.33 69.98 82.08 90.47 95.37

LSTM-IRM [57] 64.2 78.55 88.0 93.52 96.53

Xu2017 [58] 62.50 74.77 83.82 90.14 94.74

DeepMMSE 66.0 80.0 89.54 94.88 97.54
F

ac
to

ry

Unprocessed 57.85 69.92 80.88 89.18 94.49

MS [14] 56.63 70.57 82.27 90.51 95.34

MCRA-2 [17] 55.78 69.83 81.79 90.00 94.66

MMSE [20] 54.90 68.53 82.00 90.70 95.47

SPP [22] 54.94 68.58 81.91 90.82 95.72

ImMMSE [23] 56.43 69.69 81.79 90.54 95.38

LSTM-IRM [57] 62.4 76.82 86.64 92.49 95.92

Xu2017 [58] 61.0 74.20 83.89 90.50 94.74

DeepMMSE 68.29 81.47 89.11 93.91 96.81

P
as

si
n

g
T

ra
in

Unprocessed 70.38 77.89 84.65 90.24 94.42

MS [14] 70.68 78.19 84.88 90.32 94.44

MCRA-2 [17] 69.49 77.14 83.75 89.04 93.00

MMSE [20] 69.93 77.98 84.86 90.45 94.53

SPP [22] 69.53 77.60 84.93 90.53 94.55

ImMMSE [23] 69.68 77.79 84.92 90.52 94.52

LSTM-IRM [57] 74.27 80.77 87.39 92.56 95.80

Xu2017 [58] 71.21 78.66 85.61 90.59 94.0

DeepMMSE 77.30 83.67 88.74 93.40 95.90

P
as

si
n

g
C

ar

Unprocessed 69.36 77.68 84.76 90.39 94.52

MS [14] 69.82 78.12 85.07 90.51 94.54

MCRA-2 [17] 68.68 76.99 83.83 89.14 93.04

MMSE [20] 68.83 77.82 84.94 90.62 94.65

SPP [22] 68.59 77.59 85.11 90.77 94.71

ImMMSE [23] 69.05 77.69 85.18 90.67 94.57

LSTM-IRM [57] 78.73 84.70 89.88 94.20 96.92

Xu2017 [58] 71.41 82.04 88.89 93.21 96.05

DeepMMSE 77.30 85.27 90.51 94.60 97.10

T
ra

ffi
c

Unprocessed 67.42 75.39 83.12 89.31 93.92

MS [14] 66.71 75.69 83.50 89.52 94.00

MCRA-2 [17] 66.54 75.35 82.74 88.40 92.66

MMSE [20] 65.76 75.31 83.29 89.42 94.00

SPP [22] 65.48 74.92 83.62 89.78 94.24

ImMMSE [23] 65.99 74.95 83.43 89.53 94.15

LSTM-IRM [57] 72.50 81.67 88.43 92.89 95.73

Xu2017 [58] 72.55 81.38 87.07 90.89 93.81

DeepMMSE 76.74 84.73 89.91 93.52 95.71
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averaged noise PSD estimates produced by the MS, MCRA-

2, MMSE, SPP, ImMMSE, and DeepMMSE methods. The

reference noise PSD is also included in Figures 3 (b) and (c). It

is obvious that the MS, MCRA-2, and MMSE methods poorly

track the modulated Gaussian noise PSD. The SPP method

yields an improvement in tracking performance over the MS,

MCRA-2, and MMSE methods, but still produces a noise PSD

estimate with large bias. The ImMMSE method outperforms

the SPP method, demonstrating the ability to track regions of

moderately-changing noise levels. The proposed DeepMMSE

method produces a noise PSD estimate with negligible bias,

and is able to track the abrupt changes in the noise level, e.g.,

in the time-spans from 3–4, and 5–6 seconds, as highlighted

in Figure 3 (c).

Another example is shown in Figure 4 (a), where the clean

speech signal used for Figure 3 (a) is corrupted with passing

train noise at an SNR level of 0 dB. It is observed again

that the proposed DeepMMSE method exhibits an excellent

tracking performance, even for rapidly changing noise levels.

As shown in Figure 4 (b), the MS, MCRA-2, and MMSE

methods again show very large tracking delays. The SPP and

ImMMSE methods are able to track the noise PSD during slow

changes of the noise level, but again are not able to handle

abrupt increases in the noise level, e.g., in the time-span from

1.5–2 seconds, as highlighted in Figure 4 (c). It can also be

seen that the noise PSD estimate of the proposed Deep MMSE

method has the least bias.

C. Noise PSD estimation accuracy

Here, we evaluate the noise PSD estimation accuracy of

the proposed DeepMMSE method. The LogErr results for

each of the noise PSD estimators are given in Table II. It

can be seen that both the MS and MCRA-2 methods exhibit

poor noise PSD estimation accuracy for all tested conditions.

The MMSE method demonstrates a reasonable noise PSD

estimation accuracy, except for noise sources that include

rapidly changing noise levels (modulated Gaussian, passing

train, and passing car in Table II). The SPP method is not as

severely affected by rapidly changing noise levels, and exhibits

an improvement in noise PSD estimation accuracy over the

MMSE method. The ImMMSE algorithm demonstrates a

high noise PSD estimation accuracy, especially at lower SNR

levels. However, the proposed DeepMMSE method achieves

the highest noise PSD estimation accuracy for each tested

condition.

D. Speech enhancement performance

Here, the speech enhancement performance of the proposed

DeepMMSE method is evaluated within the framework de-

scribed in Subsection VI-E. The objective quality (PESQ) and

intelligibility (STOI) scores of the enhanced speech produced

by each of the noise PSD trackers are used for evaluation.

Table III presents the PESQ scores attained by each of the

noise PSD estimators. It can be seen that the proposed Deep-

MMSE method achieves the highest objective quality scores

for each tested condition. The STOI scores obtained by each

of the noise PSD estimators are presented in Table IV. It can

be seen that the proposed DeepMMSE method produces the

most objectively intelligible enhanced speech for each tested

condition.

The proposed DeepMMSE method is able to outperform

the other noise PSD trackers at all tested SNR levels, and for

both real-world non-stationary (e.g. voice babble) and coloured

noise sources (e.g. factory), as well as for computer-generated

non-stationary noise (e.g. modulated Gaussian). In addition,

the proposed DeepMMSE method is also compared to two re-

cent deep learning approaches to speech enhancement: LSTM-

IRM, and Xu2017. LSTM-IRM is an LSTM network that esti-

mates the ideal ratio mask (IRM) [57], and Xu2017 is a multi-

layer perceptron (MLP) clean speech spectrum estimator that

incorporates multi-objective learning and ideal binary mask

(IBM) post-processing (available from https://github.com/

yongxuUSTC/DNN-for-speech-enhancement) [58]. It can be

seen in Tables III and IV that the proposed DeepMMSE

method is able to produce enhanced speech with higher quality

and intelligibility scores than LSTM-IRM and Xu2017 for all

tested conditions (except for traffic noise at 15 dB).

E. Evaluation of enhanced speech spectrograms

In this section, the enhanced speech spectrograms produced

by each of the noise PSD trackers are evaluated. A clean

speech recording from the test set (Figure 5 (a)) is mixed

with traffic noise at an SNR level of 5 dB, producing the noisy

speech (Figure 5 (b)). The noisy speech is then enhanced by

each of the five state-of-the-art noise PSD trackers (Figures

5 (c)-(g)), LSTM-IRM (Figure 5 (h)), Xu2017 (Figures 5

(i)), and the proposed DeepMMSE method (Figure 5 (j)).

The enhanced speech produced by the MS method (Figure

5 (c)) exhibits a significant amount of residual noise and

includes some musical noise. The enhanced speech produced

by MCRA-2 (Figure 5 (d)) exhibits less residual noise, but

more musical noise than that of the MS method. The enhanced

speech produced by MMSE (Figure 5 (e)) exhibits less musical

noise and speech distortion, but more residual noise than

MCRA-2. The enhanced speech produced by SPP (Figure 5

(f)) exhibits less residual noise, but slightly more musical noise

than MMSE. The enhanced speech produced by ImMMSE

(Figure 5 (g)) exhibits less musical noise than SPP. The

enhanced speech produced by LSTM-IRM (Figure 5 (h))

exhibits significantly less musical noise and speech distortion

than ImMMSE. The enhanced speech produced by Xu2017

(Figure 5 (i)) exhibits less residual noise, but more speech

distortion than LSTM-IRM. The enhanced speech produced

by DeepMMSE (Figure 5 (j)) exhibits less residual noise

and speech distortion than Xu2017. Highlighted in Figure 5

(i) are the regions of speech that Xu2017 heavily distorted.

It can be seen in Figure 5 (j) that DeepMMSE did not

heavily distort these same regions. It can also be seen that

DeepMMSE produced enhanced speech with less residual

noise than LSTM-IRM. These observations are reflected in the

objective quality and intelligibility results in Tables III and IV,

respectively.

https://github.com/yongxuUSTC/DNN-for-speech-enhancement
https://github.com/yongxuUSTC/DNN-for-speech-enhancement
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Fig. 5. The spectrograms of (a) the clean speech, (b) the noisy speech (clean speech mixed with traffic noise at an SNR level of 5 dB), and the enhanced
speech produced by each of the noise PSD trackers: (c) MS, (d) MCRA-2, (e) MMSE, (f) SPP, (g) ImMMSE, (h) LSTM-IRM, (i) Xu2017, and (j) DeepMMSE
(proposed).

VIII. CONCLUSION

A critical component of any speech enhancement system

is the estimation of the noise PSD. The performance of an

MMSE-based noise PSD tracking method heavily depends on

the accuracy of the used a priori SNR estimator. Motivated by

this, we investigate how an MMSE-based noise PSD tracker

can benefit from a deep learning approach to a priori SNR

estimation. The proposed noise PSD tracking method, called

DeepMMSE, is evaluated using a variety of real-world non-

stationary and coloured noise sources at multiple SNR levels.

Our results show that the proposed DeepMMSE method is

able to significantly outperform other noise PSD trackers in

terms of spectral tracking accuracy. As the proposed method

does not exploit any assumptions about the characteristics of

the speech or noise, it is able to track sudden changes in the

noise level. Furthermore, the proposed DeepMMSE method is

able to yield higher speech enhancement objective quality and

intelligibility scores than other noise PSD tracking methods, as

well as two deep learning approaches to speech enhancement.

Recently, perceptually guided training has been exploited

to increase speech enhancement performance [59]–[62]. This

may be investigated in future work to obtain a further im-

provement in performance. In this work, the a posteriori SNR

estimate is calculated from the a priori SNR estimate. Further

improvements in performance may be obtained by using a

deep learning approach to estimate the a posteriori SNR

directly. Moreover, the focus of this paper is on modifying only

the magnitude of the STFT components. Researchers have

found that phase provides additional information which can

help distinguish noise outliers from speech [63]. Incorporating

this into the proposed estimator may improve its performance.
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