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Defect production in collision cascades in elemental semiconductors and fcc metals
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A comparative molecular dynamics simulation study of collision cascades in two elemental semiconductors
and five fcc metals is performed to elucidate how different material characteristics affect primary defect
production during ion irradiation. By using simulations of full 400 eV-10 keV collision cascades and contrast-
ing the results on different materials with each other, we probe the effect of the mass, melting temperature,
material strength, and crystal structure on the modification of the material due to the cascade. The results show
that the crystal structure has a strong effect on many aspects of damage production, while other material
characteristics are of lesser overall importance. In all materials studied, isolated point defects produced by the
cascade are predominantly interstitials. In semiconductors, amorphous clusters are produced in the cascade
core, whereas in metals most of the crystal regenerates, leaving only small vacancy-rich clusters. Large
interstitial clusters found in a few events in the heavy metals were observed to form by the isolation of a
high-density liquid zone during the recrystallization phase of a cascade.@S0163-1829~98!01813-X#
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I. INTRODUCTION

The nature of damage produced in solids during ion ir
diation is a long-standing problem of considerable pract
interest. While the overall picture of the time evolution
collision cascades is now becoming clear,1 many important
details are understood in only very imprecise terms. U
these details are clarified, the goal of predicting the evolut
of damage in materials used in such technologies as ion
plantation, beam-assisted deposition, and nuclear power
eration will remain largely unrealized.

One of the reasons why cascade dynamics is not very
understood is the near impossibility to experimentally stu
the very rapid processes occurring inside materials du
ion irradiation. Analyzing femtosecond-scale lifetimes of e
cited nuclei does provide a means to probe the initial de
opment of a cascade,2 but the method is not sensitive to th
thermal spike phase of the cascade and hence useful pr
rily for making comparisons between different repulsi
potentials.3 Experimental studies of sputtering,4 surface
damage,5 mixing,6 and final damage structures,7 on the other
hand, primarily probe the end result of the cascade.

Different computer simulation methods have been wid
employed to bridge the gap between the known experime
initial irradiation conditions, such as the beam energy a
sample structure, and the measurable end results. Deter
istic molecular dynamics~MD! simulation methods provide
a good way to study the initial development of the casca
including the ballistic collision phase, the thermal spi
570163-1829/98/57~13!/7556~15!/$15.00
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phase, and even the fast defect migration processes occu
in the immediate vicinity of the heat spike8,9 on time scales
of the order of a few nanoseconds. Kinetic Monte Carlo st
ies, moreover, have been used to study the damage evol
after the heat spike over time scales of the order of thousa
of seconds.10 Although a fairly coherent picture of the ove
all nature of the final damage in the cascades is emergin
least in some materials,11–13the reasons why semiconducto
and metals appear to behave quite differently are still
understood.

The first step in attempting to understand the mechani
of damage production is to study damage production at
(T&100 K! temperatures, where damage migration and
nealing processes do not complicate the picture. This reg
is ideally suited for study by molecular dynamics simu
tions. Many such simulations have now been performed
metals, although primarily in 3d transition metals and or
dered alloys.14–19 Simulations of high-energy cascades
semiconductors have been performed mostly in Si.13,20,21

These studies, moreover, have been concerned mostly
defect production and have neglected other quantities suc
ion beam mixing. As a consequence systematic invest
tions of cascades in metals and semiconductors are
needed to answer why each material responds to particle
diation as it does.

In the present paper we perform a comparative study
seven different materials to examine the damage produc
mechanisms in a relatively wide range of materials and re
energies. Included in the study are the semiconductors Si
7556 © 1998 The American Physical Society
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TABLE I. Some properties of the materials treated in the present study.Z is the atomic number,m the
mass,rat the atomic density,Tmelt the melting temperature, andB the bulk modulus.Vat /Vlat is the volume
of the largest possible atom sphere not overlapping other atoms, divided by the volume per atom
lattice,Vlat51/rat , and is thus a measure of how close packed the lattice is. The values forTmelt andB are
those calculated by the interatomic potentials, both of which were determined by MD simulations as
the present study.

Element Z m rat Vat /Vlat Tmelt B
~amu! ~atoms/Å3) ~K! ~GPa!

Sia 14 28.1 0.050 0.34 1700 101
Sib 14 28.1 0.050 0.34 2400 98
Gea 32 72.6 0.044 0.34 2900 80
Gec 32 72.6 0.044 0.34 1230 66
Al 13 27.0 0.060 0.74 940 81
Ni 28 58.7 0.092 0.74 1700 180
Cud 29 63.5 0.085 0.74 1290 138
Cue 29 63.5 0.085 0.74 1280 142
Ptd 78 195.1 0.066 0.74 1530 283
Ptf 78 195.1 0.066 0.74 2130 283
Au 79 197.0 0.059 0.74 1110 167

aStillinger-Weber potential~Ref. 33!.
bTersoff potential~Ref. 36!.
cGe potential withTmelt correction~see text!.
dUnmodified Foiles potential~Ref. 29!.
eSabochick-Lam potential~Ref. 30!.
fPt potential withTmelt correction~see text!.
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Ge and the fcc metals Al, Ni, Cu, Pt, and Au. Althoug
cascades in Si~Refs. 13 and 21! and Cu~Refs. 22 and 23!
have been studied carefully previously, we include them
the present study so that we can compare the different m
rials under the same conditions of energy and target temp
ture, and ensure that the quantities we use for the compar
are evaluated the same way in all materials. Furtherm
two different interatomic potentials were used to study th
two elements, and also Ge and Pt, to obtain a picture of
reliability of the models used.

Since Al and Si have nearly the same mass, and diffe
only 20% in atomic density~see Table I!, comparison of
cascades in them elucidates the effects of crystal structur
damage production. Comparison of the results in these l
elements to those in the heavier elements probes the effe
the atom mass on the outcome of the cascades, and con
ing results in the relatively soft materials~with low melting
points! Cu and Au to the harder materials Ni and Pt prob
the effect of the material hardness and melting point on
results.

This paper is organized as follows. In the next section
present our simulation methods and the interatomic po
tials used. In Sec. III we discuss damage production in se
conductors and in Sec. IV we present the metal results
compare the metals to the semiconductors.

II. SIMULATION PRINCIPLES

Classical molecular dynamics simulations were used
simulate collision cascades. Periodic boundary conditi
were applied to the fixed-size simulation cells, which co
tained 25–40 atoms for every electron volt of recoil ene
of the initial recoil.
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The temperature of the cell was initialized to 0 K and
scaled softly down towards zero at the outermost th
atomic layers during the cascade event. The scaling was
tuned to prevent reflection and transmission of the press
wave emanating from the cascade. Although using a amb
temperature of 0 K is of courseper seunrealistic, earlier
simulation studies have shown that except possibly for
length of replacement collision sequences~RCS’s! in metals,
damage production at temperatures below 100 K does
significantly depend on the temperature. On the other ha
using a cell temperature of 0 K simplifies the task of distin-
guishing which damage production effects are direc
caused by the cascade itself. Since we are in the pre
study interested in the fundamental mechanisms of dam
production rather than any specific practical application,
choice of 0 K as theambient temperature seemed approp
ate.

A variable time step,24 linkcell method,25 and two-
dimensional spatial decomposition of the simulation cell
message-passing parallel computers were employed to s
up the simulations.

The forces acting between the atoms were described
semiempirical many-body potentials. The melting points a
bulk moduli of all the potentials are given in Table I. Th
melting points were determined in the present study by sim
lating a liquid-solid interface at different temperatures un
an equilibrium temperature was found.26

For the metals we employed embedded-atom met
~EAM! potentials, which have been found to descri
a broad spectrum of atomistic-level properties relativ
well, and are well motivated theoretically.27 For Al we
used the potential by Ercolessi and Adams28 and for Ni, Cu,
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Pt, and Au the original EAM potentials formulated b
Foiles.29 For Cu we also used the potential by Sabochick a
Lam.30

The original Pt EAM potential underestimates the melti
point by more than 500 K. Therefore, we also used a mo
fied Pt potential which was constructed to reproduce the
perimental melting point and threshold displacement ene
to an accuracy of a few percent~the unmodified potential had
a somewhat too low minimum threshold displacement
ergy!. The modification was done by strengthening the p
tential for separations smaller than the nearest-neighbor
tance, which ensured that the close-to-equilibrium proper
modeled well by the unmodified potential were not affec
by the modification. We also checked that the interstitial f
mation energy and volume were still reasonable after
modification.

A large number of interatomic potentials have been p
posed for describing tetrahedral semiconductors. None
them, however, appears to have the wide range of a
licability of the EAM potentials.31 The wide use of ion im-
plantation methods in the semiconductor industry, howe
adds importance to knowing the nature of the damage
duced in Si. In previous molecular dynamics simulati
studies13,23,32 most authors have employed the well-test
Stillinger-Weber interatomic potential to describe Si.33 This
potential is well suited for describing irradiation studi
primarily because it describes both liquid and solid p
perties fairly well, and does give the correct ordering of po
defects with respect to their formation energies.34 Un-
less otherwise mentioned, the Si results discussed in
study derive from the Stillinger-Weber potential. It has be
argued that this potential penalizes bonding types other
the ideal tetrahedral bonding too strongly,35 however. This
might lead to an unrealistically strong regeneration of
distorted liquid and amorphous zones resulting from a c
cade. The Tersoff interatomic potential,36 on the other hand
describes most Si bonding types quite well, and has m
other attractive features,31 even though it does not give th
right ordering of point defect energies. Since the formu
tions and properties of the Tersoff and Stillinger-Weber p
tentials are quite different, comparing cascade results
tained by each potential offers a way to estimate to w
extent the simulation results in Si may be artifacts of
classical potentials. To this end, we performed a system
study of 400 eV–5 keV cascades with both potentials.

For Ge we used the Stillinger-Weber-type potential fro
Ref. 37. We found, however, that this potential gave a m
ing point of 2900 K, which is more than twice the expe
mental value of 1211 K. The Stillinger-Weber potential f
Si uses a slightly reduced cohesive energy to reproduce
experimental melting point.33 Since previous simulations o
metals suggest that a realistic melting point is important
cascade calculations, we modified the cohesive energy o
Ge potential to reproduce the experimental melting point

Using the potential parametersl521 ~as in Ref. 38! and
an 18%-reduced cohesive energy«51.58 eV, we obtained
12306 50 K for the melting point of the modified potentia
The bulk modulus was also reduced by 18% due to
modification, which we think is acceptable considering th
other semiconductor potentials have comparable error
their values for the elastic moduli.31 It is encouraging that the
d
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threshold displacement energy of the modified potential w
reduced from 25 eV to 13 eV, which is in good agreeme
with the experimental value of 15 eV.39 Also, we found re-
cently that mixing results obtained with the modified pote
tial are close to experimental values,40 whence we will use
the results of the modified potential as our primary Ge
sults. As a measure of the sensitivity of damage results to
potential, we simulated 400 eV–5 keV cascades with b
Ge potentials.

All of the many-body potentials were smoothly joined
a repulsive potential that describes well the energetic sh
range interactions; for Si and Ge we used potentials obta
from ab initio calculations,40 and for the metals the Ziegler
Biersack-Littmark ~ZBL! interatomic potential.41 Even
though the ZBL potential is not particularly accurate,40 in
metals most end results of the cascade are a result of
behavior of the liquid zone, which is not affected by th
choice of the repulsive potential. Also, studies of low-ener
cascades in Si have shown that defect production eve
semiconductors is not sensitive to small errors in the rep
sive potential.42 The joining of the repulsive potential gov
erning high-energy collisions to the low-energy part w
calibrated so that the joined potential reproduced experim
tal displacement energies39,43well. With the exception of the
unmodified Pt and Ge potentials discussed above and
Sabochick-Lam potential discussed in Sec. IV C 2, the join
potentials reproduced the experimental threshold displa
ment energies well, with errors of 0–20 %. The Ni, Cu, a
Pt potentials were also compared with experimental hi
pressure equations of state.44,45 The potentials were found to
be in good agreement with the experimental data in the p
sure regime below 100 GPa relevant in collision cascade11

The collision cascades were initiated by giving one of t
atoms in the lattice a recoil energy of 400 eV–10 keV. T
initial velocity direction of the recoil atom was chosen ra
domly. To obtain representative statistics, 5–14 events w
simulated for each energy and material. The evolution
each cascade was followed for 20–30 ps.

The electronic stopping power was included in the runs
a nonlocal frictional force affecting all atoms with a kinet
energy higher than 10 eV. For Si we used an experime
stopping power46 and for the other elements SRIM96 sto
ping powers.41,47We did not include a model of the electron
phonon coupling for the metals. It is unclear how it shou
be treated. Conventionally it is believed to affect dama
production in Ni and Pt, but to be relatively unimportant
Cu and Au.14,48 Our recent comparison of ion beam mixin
simulations and experiments suggests that the coupling
in fact be significantly less important than has be
suggested.49 The coupling was excluded both because of
large uncertainties about how it should be treated, and
cause its inclusion would have obscured our attempt to
duce the effect of basic materials characteristics on dam
production.

The mixing parameter was calculated in the simulatio
using the expression

Q5
@r i~ t !2r i~ t50!#2

6n0EDn

, ~1!
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wheren0 is the atomic density andEDn
the deposited nuclea

energy.EDn
was obtained from the difference of the initi

recoil energy and the total energy lost to electronic slow
down.

During the simulations, an atom was labeled ‘‘liquid’’ o
‘‘hot’’ if the the average kinetic energy of it and its neare
neighbors was above an energy corresponding to the me
point of the material through the usual relation between te
perature and kinetic energy,E5 3

2 kT. This designation is
useful for illustrating which part of a simulation cell ha
been affected by a cascade. In a previous study we fo
that the kinetic energy criterion provided a good approxim
tion to a more sophisticated structure factor method.9

Examination of the cascades shows that the numbe
energetic atoms in all materials has a very strong peak du
the first 0.1–0.5 ps. Since this is a direct result of the th
malization of the ballistic recoils formed initially, these ‘‘liq
uid’’ atoms do not correspond to the classical concept o
liquid in any meaningful way. After this transient phas
however, one or a few continuous regions of hot atoms m
form and exist for 5–20 ps. Although the quench rate of su
‘‘liquid pockets’’ is enormous, these regions have be
found to correspond to a classical liquid in the sense
atoms move around each other freely and the pair distr
tion function resembles that of a liquid in equilibrium.50,51

Since it is known that local equilibration requires only; 3
collisions of hard spheres, we call the energetic atoms wh
have experienced less than than 3–5 lattice vibrations ‘‘h
and the others ‘‘liquid.’’

Interstitials and vacancies were recognized in the sim
tions using a Wigner-Seitz cell analysis of the atom positio
with respect to the lattice defined by undisturbed simulat
cell regions.52 A lattice site with an empty Wigner-Seitz ce
was labeled a vacancy and a cell with multiple atoms
interstitial. The applicability of this method to semicondu
tors is discussed in Sec. III A 1.

The relationship between the ion range and the distri
tion of final damage was examined by calculating the m
chord range of recoils starting from a lattice site using
MDRANGE method.24,49

The results from the simulations are summarized in Ta
II. The table lists the initial energyE; the deposited nuclea
energyEDn

; the average number number of interstitials

maining after the cascade,Nint ; the mixingQ; the number of
atoms displaced by more than half the nearest-neighbor
tance,Ndispl; the maximum number of hot atoms,Nhot,max;
the root-mean-square~rms! distance^dRint& of interstitials
away from the interstitial center of mass; and the mean ch
range R̄ of primary recoils ~since R̄ is calculated using
MDRANGE it is independent of the choice of the potentia!.
The number of defects,Nint , given is the number of Wigner
Seitz interstitial sites. All the values given in the table a
averages over several events. The uncertainties in the
are the errors of the averages x̄5s/AN; since the number o
events simulated was in most cases 6–8, the standard d
tion s of the results is roughly 3 times the error.

III. SEMICONDUCTORS

A. Silicon

The understanding of the initial states of damage p
duced by irradiation of Si relies mainly on computer simu
g
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tions, as the available experimental methods give little dir
and unambiguous information about small-scale defects
Si. Classical MD methods have recently given a consist
overall picture of damage production in cascades.

The primary findings of these past studies can be sum
rized as follows. Replacement collision sequences, which
quite important in metals, have been shown to be very sh
in Si due to the lack of close-packed directions in the d
mond crystal structure.53 Collision cascades at an energy of
keV have been shown to be completely broken down i
subcascades54 in the form of small, isolated liquidlike
pockets.21 When these zones cool down, they form amo
phouslike damage pockets. At high temperatures these p
ets anneal out rapidly,13 but at room temperature and belo
at least the largest amorphous pockets are stable, and
been observed experimentally.55 Defects outside the
damage zones tend to be predominantly interstitials.13 The
previous MD cascade studies have used either the Terso9,20

or the Stillinger-Weber interatomic potential,13,21,53,56but no
study has done a one-to-one comparison of cascade re
obtained with the two potentials even though there are in
cations that damage production in Si cascades can
strongly even with small differences in the interatom
potential.42

The present study complements the previous work in s
con by studying self-cascades in a wide energy range
comparing two different interatomic potentials directl
While some of the qualitative results obtained with t
Stillinger-Weber potential will be similar to those found
previous studies, these results provide a basis for the c
parison with the Si Tersoff potential results and with the
and Ge results.

1. Damage analysis methods in Si

The damage produced by high-energy cascades in
valently bonded materials tends to be of a complex natu
Hence even the question of how one should analyze the
damage state has no obvious answer. Various authors
employed different criteria for recognizing defects: potent
energy,57 analysis of atomic bonding,58 small Lindemann
spheres centered on lattice sites,59 spheres with the size o
half a nearest-neighbor distance,13 and Wigner-Seitz cells.60

To clarify how damage results obtained by different mea
relate to one another, we first recall and compare them h
In the remainder of this discussion, the Si results are prim
rily presented in terms of Wigner-Seitz cell defects52 to make
them easily comparable to results in metals.

The perhaps simplest way of recognizing damaged
gions at low temperatures is to label all atoms with a pot
tial energy significantly~typically, 0.2 eV! higher than the
equilibrium value disordered. This is a convenient way
indicating which parts of a simulation cell contain dama
and studying large defects like dislocations,57 but it does not
give a detailed picture of the defect structures on an ato
level.

Three commonly used geometric methods of recogniz
defects consist of using Lindemann spheres, near
neighbor spheres, or Wigner-Seitz cells. In these metho
the atom positions in a simulation cell are analyzed w
respect to a geometric structure centered on ideal lattice
defined by the undisturbed lattice surrounding the dama
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TABLE II. Average values and standard deviations for the results of the cascades. Each figure is an average over at least fou
events. The notation is explained in the text.

Element E EDn
Nint Q Ndispl Nhot,max ^dRint& R̄

~keV! ~keV! ~Å 5/eV! ~Å! ~Å!

Sia 0.4 0.35 4.16 0.5 6.06 0.5 276 2 1326 3 11.66 0.3 216 1

2.0 1.6 176 1 10 6 1 1206 4 7106 30 23.86 0.8 566 2

5.0 3.8 436 1 13 6 1 3406 10 13506 30 416 1 1026 4

10.0 7.5 976 5 16 6 1 7006 50 31006 100 566 2 1906 10

Sib 0.4 0.35 8.36 0.2 5.96 0.2 256 1 – 12.76 0.2 216 1

2.0 1.6 396 2 11 6 1 1286 4 – 24.46 0.6 566 2

5.0 3.9 846 2 11 6 1 3006 10 – 366 1 1026 4

Ge 0.4 0.34 4.66 0.3 9.76 0.3 466 2 3006 100 13.66 0.6 136 1

2.0 1.6 476 2 16 6 0.5 3306 10 12006 100 18.56 0.5 346 1

5.0 3.8 1416 5 26 6 1 11006 30 26006 100 25.06 0.5 566 2

10.0 7.6 3406 30 306 3 23006 200 55006 500 356 1 85 6 4

Gec 0.4 0.35 2.46 0.1 5.16 0.4 176 1 1506 5 5.5 6 0.6 136 1

2.0 1.6 126 1 7.8 6 0.3 886 4 6006 100 256 1 34 6 2

5.0 3.9 276 1 10.46 0.4 2106 10 12006 200 386 1 56 6 2

Al 0.4 0.35 2.06 0.2 4.16 0.2 806 5 2006 20 8.56 0.9 156 1

2.0 1.6 136 1 9 6 1 2306 20 14506 60 256 2 50 6 2

10.0 7.7 486 3 10 6 1 9006 100 60006 1000 626 2 1906 10

Ni 0.4 0.34 2.06 0.1 1.16 0.1 206 1 60 6 3 9 6 1 6 6 1

2.0 1.6 4.86 0.4 2.16 0.1 1706 7 8306 30 186 1 14 6 1

10.0 7.8 166 1 4.3 6 0.2 14006 40 50006 200 356 2 43 6 2

Cud 0.4 0.35 1.86 0.2 2.06 0.1 286 2 86 6 4 7.3 6 0.5 6 6 1

2.0 1.6 6.46 0.4 4.76 0.2 3706 10 12506 40 18.46 0.7 156 1

10.0 7.9 156 2 13 6 1 30006 10 70006 400 356 2 47 6 2

Cue 0.4 0.34 1.86 0.2 1.26 0.1 226 2 1706 10 4.16 0.8 6 6 1

2.0 1.6 6.06 0.5 3.26 0.2 2206 10 13006 50 18.76 0.5 156 1

10.0 8.0 166 2 9.5 6 0.5 26006 50 71006 400 336 2 47 6 2

Pt 0.4 0.33 1.36 0.1 1.36 0.1 176 1 91 6 4 1 6 1 5 6 1

2.0 1.6 3.16 0.3 2.36 0.1 1226 3 6706 20 176 2 11 6 1

10.0 7.6 76 1 6.1 6 0.2 10506 30 43006 100 416 1 32 6 2

Ptf 0.4 0.32 1.96 0.1 3.66 0.2 396 3 77 6 5 10 6 1 5 6 1

2.0 1.5 4.66 0.2 7.06 0.3 3006 10 8306 30 236 1 11 6 1

10.0 7.3 96 2 22 6 1 23306 20 60006 200 316 1 32 6 2

Au 0.4 0.32 1.36 0.1 4.36 0.1 426 1 1706 10 5 6 1 5 6 1

2.0 1.5 3.76 0.2 12.66 0.6 4006 10 12506 70 196 2 12 6 1

10.0 7.0 156 3 60 6 2 33506 50 67006 200 316 3 32 6 2

aStillinger-Weber potential~Ref. 33!.
bTersoff potential~Ref. 36!.
cUnmodified Ge potential with a too high melting point~see text!.
dFoiles potential~Ref. 29!.
eSabochick-Lam potential~Ref. 30!.
fUnmodified Pt potential with a too low melting point~see text!.
th
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-
ow
dis-
regions. If the geometric structure contains no atoms,
lattice position is labeled a vacancy. The structure can
either a sphere with the Lindemann radiusr L ~0.45 Å for
Stillinger-Weber Si!, a sphere with a radius equal to half th
e
e
nearest-neighbor distancer NN , or a Wigner-Seitz-cell–
Voronoy polyhedron52 centered on a lattice site. The motiva
tion behind using the Lindemann sphere criterion, and h
to recognize disordered atom regions using it, has been
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TABLE III. Number of defects in a few individual 5 keV cascades and an amorphous damage sph
Si analyzed with different methods.VWS indicates the number of vacancies obtained using a Wigner-S
cell–Voronoy-polyhedron analysis,VL vacancies recognized using Lindemann spheres, andVNN vacancies
obtained using nearest-neighbor spheres.Np gives the number of atoms with a potential energy at least 0.2
above the equilibrium value.

Damage label VWS VL VNN Np

5kev12 35 283 104 404
5kev13 44 355 116 367
5kev14 54 433 139 546
5kev15 50 386 121 497
Amorph. 30 219 99 200
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cussed recently by Hensel and Urbassek.59 The Wigner-Seitz
cell analysis has the advantage that it is space filling,
does not involve an arbitrary cutoff size.

The difference in the amount of damage obtained us
the different criteria described above was found by analyz
a few ~Stillinger-Weber potential! 5 keV events using al
methods. In addition, the methods were also used to ana
the defect state of an amorphous pocket of radius 2a0 em-
bedded in an undamaged Si crystal. The results show
Table III give the number of vacancies obtained with t
geometric criteria and the number of disturbed atoms ev
ated with the potential energy criterion.

The results in the table show that for damage from k
cascades in Si, the amount of damage obtained with diffe
criteria varies greatly, which is not surprising consideri
their strongly differing definitions. But the values for an
given event have roughly the same ratios in all cases,

VL'8VWS,

VNN'~2.5– 3.0!VWS, ~2!

Np'~8 – 11!VWS,

which indicates that the methods can be expected to
fairly consistent trends. The last relation gives the useful r
of thumb for Si that the total number of disordered atoms
roughly 10 times the number of Wigner-Seitz vacancies
interstitials. It is interesting to note that these same relati
are fairly well obeyed by the artificial amorphous sphere
well. Note, however, that in the amorphous zone the vaca
concentration is over 100% using the Lindemann sphere
terion, indicating that it can be quite misleading for larg
scale damage. In fact this brief study illustrates that none
these definitions is truly satisfactory in describing the def
state of an amorphous pockets primarily because defec
amorphous pockets are not amenable to these descript
But the Wigner-Seitz method applied on amorphous zo
does have the advantage that it immediately tells whether
pocket has an excess or deficiency of atoms compared t
undisturbed lattice. The nature of this damage will be exa
ined more closely in Sec. III A 3 below.

2. Difference between Tersoff and Stillinger-Weber Si

The values in Table II show that the results in silic
modeled by the Tersoff potential are almost the same wi
the uncertainties as those in silicon modeled by
d
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Stillinger-Weber potential, with the exception of the fin
number of defects. Since heat spikes are very short-live
silicon, quantities like ion beam mixing and number of d
placed atoms will be mostly affected by the crystal struct
and the repulsive part of the potential. These are the sam
both potentials, and so it is not surprising that the results
about the same. The final number of defects, on the o
hand, is about a factor of 2 larger for the Tersoff potent
The time evolution of the number of Wigner-Seitz defec
for one representative event simulated with each potentia
illustrated in Fig. 1. The initial development of the numb
of defects is similar for both potentials. This is to be e
pected, since both potentials have the same repulsive
which determines the outcome of the ballistic part of t
simulation. As the cascades cool down and the relevanc
the repulsive part of the potentials lessens, the difference
the two potentials come more into play.

The Tersoff potential simulation reaches a stable de
value in about 1 ps, whereas the defect value obtained w
the Stillinger-Weber potential continues to decrease for a
picoseconds after the initiation of the cascade. Because
Tersoff potential gives relatively low energies for under- a
overcoordinated bonding configurations,35 it allows the com-
plex damage formed in the ballistic phase of the cascad
freeze in with very little regeneration of the lattice, resultin
in a larger amount of final damage in the lattice. T
Stillinger-Weber potential, on the other hand, is fitted only
the tetrahedral configuration and penalizes nontetrahe
bonding types. Therefore, this potential favors regenera

FIG. 1. Number of defects as a function of time in two repr
sentative 2 keV cascades simulated using the Tersoff and Stillin
Weber interatomic potentials.
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7562 57K. NORDLUND et al.
of damage into an ideal diamond lattice structure, explain
why the damage level decreases further than for the Ter
potential. The lower melting point of the Stillinger-Web
potential, moreover, allows more time for regeneration
fore the defect structure freezes in. The difference in
amount of damage is significant, about a factor of 2.

Analysis of the distribution of defects in clusters~using
the r cl analysis described below! showed that the number o
isolated point defects is about the same for the two po
tials. This is a consequence of most isolated defects b
formed by energetic recoils, whose behavior is dominated
the pair potential. But the number of defects in clusters
clearly larger for the Tersoff than the Stillinger-Weber p
tential. The larger number of defects of the Tersoff poten
is thus located in damage clusters, as expected from the
gument above.

The potential comparison indicates that classical pot
tials give a fairly reliable picture of the production of iso
lated point defects. Since experimental data on damage
duction in silicon are difficult to translate into the actu
number of defects or their structure~see, e.g., Ref. 62!, there
is presently no means to determine which of the two pot
tials gives a more realistic picture of the the amorphous d
age pockets. In the near future, it may be possible to ca
late low-energy cascades with physically more realistic tig
binding MD methods58,63 to clarify the situation.

3. Final state of damage

As expected from previous studies,21 the 10 keV cascade
in Si are clearly broken up into spatially separated subc
cades~see Fig. 2!. Animations of 400 eV and 2 eV cascad
showed that the former were not broken down into subc
cades, while the latter were, indicating that the threshold
subcascade formation in Si is only about 1 keV. Figure
shows, moreover, that the final damage is located in the s
cell regions that were hot during the development of
cascade, but clearly the damage volume is smaller tha
Fig. 2. It is also apparent that some of the hot atoms in
figure are still on lattice sites. Additionally some dama
annealing does occur during the cascade for the Stilling
Weber potential. As noted above, a similar recombination
largely absent in the Tersoff potential simulations. Many
the interstitials in Fig. 3~indicated by circles! appear to be
located outside the center of the amorphous zones.

Table II shows that the number of final defects,Nint , and
the number of displaced atoms,Ndispl, in the cascades in
silicon increases linearly with the deposited nuclear ene
EDn

, which can be expected since the cascades are in
subcascade regime.

We made a detailed analysis of the nature of the fi
damage produced by the Si, Ge, and Al cascades.
~Wigner-Seitz! defects which were within a certain radiusr cl
of any other defect were interpreted to be adjacent. All
fects within the same network of adjacent defects were in
preted to form one cluster. The results of this analysis
somewhat arbitrary, as they will depend on the choice ofr cl .
But a reasonable choice of the value forr cl in Si is between
a0 and 2a0. Values less thana0 could lead to amorphou
zones not being recognized as continuous. Recent dif
scattering experimental results, on the other hand, indi
that Frenkel pairs in Si separated by roughly 1 nm are sta
g
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and may migrate away from each other,62,64 suggesting
that they should be interpreted as separate defects.
makes 2a0'10.8 Å a natural upper limit for labeling two
defects part of the same cluster. Unless otherwise mentio
we thus user cl51.5a0'8.1 Å in our analysis below. Analy-

FIG. 2. Liquid atoms in 10 keV cascades in silicon~upper left!,
germanium~upper right!, aluminum ~lower left!, and gold~lower
right! ~Ref. 61!. The snapshots were chosen at times when the n
ber of atoms in large continuous liquid regions was at a maximu
The atom size illustrates the kinetic energy of each atom, with
hottest atoms being larger. The bounding boxes show the total
of the simulation cells, which have been rotated to provide a c
view of the nature of the damage. In the gold cascade shown h
two replacement collision sequences emanate out from the cent
the cascade, producing a trail of hot atoms in their wake.

FIG. 3. Final defects created in 10 keV cascades in Si, Ge,
and Au. The cascades shown and the rotation of the cells are
same as in Fig. 2. Squares show the locations of vacancies
circles interstitials. The amorphous zones in Si and Ge appea
agglomerations of vacancies and interstitial in the figures.
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TABLE IV. Fraction of isolated and clustered Wigner-Seitz defects in Si and Ge cascades. Note th
results depend somewhat on the choice of the value ofr cl ~see discussion in text!. Ndef is the total number of
defects in each case.F isol gives the fraction of isolated defects,Fi

isol the fraction of isolated interstitials, an
Fv

isol the fraction of isolated vacancies compared to the total number of defects.Fclus, Fi
clus, andFv

clus give the
fraction of defects, interstitials, and vacancies, respectively, in clusters with at least 6 defects. All fra
are given as percents of the total number of defects; since clusters with a size of 2–5 defects are not in
the total does not equal 100%. The error bars are the statistical error of the average.

Energy Ndef F isol Fi
isol Fv

isol Fclus Fi
clus Fv

clus

~keV! ~%! ~%! ~%! ~%! ~%! ~%!

Si 0.4 961 2763 1961 862 4266 1562 2764
2 3562 2161 1561 6.060.4 4963 1962 3062
5 9063 1961 1461 4.860.3 6464 2862 3662
5a 16964 1161 1061 0.860.1 8162 3561 4661
10 19665 1361 1161 2.760.2 6862 3261 3661

Ge 0.4 1061 2364 2163 261 42612 2367 2166
2 10363 6.460.5 5.660.4 0.860.2 9163 4362 4862
5 286611 2.560.2 2.460.2 0.160.1 9564 4662 4962
5b 5461 2462 1961 5.560.8 4264 1462 2863
10 687646 1.960.2 1.660.2 0.360.1 9667 4763 4963

aTersoff potential~Ref. 36!.
bUnmodified Ge potential~see text!.
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ses usingr cl values ofa0 and 2a0 gave the same qualitativ
conclusions.

Table IV gives results for the distribution of defects in
point defects and large clusters, and also values for h
interstitials and vacancies are distributed among both gro
The table shows that thefraction of point defects decrease
and the fraction of large clusters increases with increas
cascade energy, in good agreement with the B and As
cade results of Caturlaet al.13 We also see that the relativ
amount of damage in clusters is about the same in the 5
and 10 keV cascades, a consequence of subcascade fo
tion at these energies.

It is interesting to note that most of the isolated po
defects are interstitials, both for the Tersoff and Stilling
Weber interatomic potentials. These interstitials, which co
prise 10–15 % of all defects, can either be formed by
placement collision sequences or by low-energy recoils.
have recently shown that due to the open crystal structur
Si, low-energy secondary or tertiary recoils having energ
slightly above the threshold displacement energy hav
large effect on cascade development in Si.65 The above-
mentioned fact that the Tersoff and Stillinger-Weber pot
tials give about the same number of point defects also in
cates that the formation of these defects is a predomina
ballistic phenomenon.

To find out whether the interstitials were produced
replacement collision sequences or ballistic recoils,
evaluated the distance the extra atom in isolated intersti
had moved for the 10 keV cascades. About 85% of the
terstitial atoms had moved farther than the nearest-neigh
distance from their initial site. Most of the atoms produci
interstitials had moved 4–7 Å, the average being abou
Å ~not counting initial recoils which of course have mov
very far!. The distance from the interstitial to the close
vacancy was on average 14 Å, much more than the dista
the atoms have moved. Since the isolated interstitials
w
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located far from both vacancies and other interstitials,
recoils producing the interstitial must have been produced
previous recoils displacing atoms from perfect lattice si
and remaining there. Thus, the mechanism has some sim
ity to the well-known replacement collision sequences alo
^110& atom rows in fcc metals, even though it does not oc
along a single well-defined lattice direction.

Since most of the isolated point defects are interstitials
is clear that damage clusters will be deficient of atoms, v
ible as an excess of vacancies in the Wigner-Seitz analy
One 10 keV event, for instance, produces about 7 large d
age clusters on average~defined here as clusters having
least 6 defects! which jointly contain about 60 interstitials
and 70 vacancies; i.e., they are deficient of 10 atoms.
same clusters can be expected to have roughly 600 d
dered atoms~cf. Table III!, and so the ‘‘lack of atoms’’ is
about 1.7% of the total number of atoms. This lack of ato
can be expected to result in a21.7% relaxation volume
change in the amorphouslike phase that forms at the clu

The density of amorphous Si has been subject to a lo
standing controversy, but the most recent experiments s
to indicate that the value is about 1.8% less than that
c-Si.66 If we assume that~despite the enormously rapi
quench rate in cascades! the amorphous phases produc
during irradiation have the same density change as ma
scopica-Si, and take into account our estimate of a volum
change of21.7% due to the deficiency of atoms, we fin
that the volume change due to amorphous clusters produ
by self-recoils in Si should be very close to zero, indicati
that they may be hard to see using lattice parameter meas
ments or diffuse x-ray scattering.67,68

Considering that the other damage~the point defects and
small clusters! has an excess of atoms, and cannot be c
sidered amorphous, it is very likely that this damage w
have a positive relaxation volume. If our argument for w
amorphous clusters should have a negligible relaxation
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7564 57K. NORDLUND et al.
ume holds, the small-scale damage should result in a pos
overall relaxation volume for ion-irradiated Si and, thus
positive lattice parameter change. This agrees qualitativ
with experimental observations of a positive lattice para
eter change in Si during high-dose irradiation.67,69,70

Figure 4 shows a histogram of the distribution of defe
with cluster size for the Si cascades. As already seen in T
IV, the number of defects in large clusters increases w
energy. Note that the statistics for large 5 and 10 keV cl
ters is poor; the largest cluster was in fact~by coincidence!
produced by a 5 keV cascade. Still, even for the 10 ke
events the majority of damage is in fairly small clusters
point defects.

To summarize, our Si results show that classical pot
tials give a reliable picture of the cascade mixing, spa
distribution of damage, and production of isolated point d
fects. The isolated defects are predominantly interstiti
The clusters usually are amorphouslike regions, which
analyzed using space-filling Wigner-Seitz cells—cont
many interstitials and vacancies, but a net balance of va
cies.

B. Germanium

Figures 2 and 3 show that the cascades in Ge have hi
energy densities than in Si, and the resulting damage is
localized. The liquid region increases strongly in size w
energy; for 400 eV cascades there typically is no real liqu
only hot atoms at the beginning of the simulation. At ke
energies, a true liquid forms and exists for about 5 ps~cf.
Fig. 5!. The regeneration rate of covalently bonded tetra
dral lattices is low,9 and so the liquid zones will form larg
damaged regions when the cascade cools down. Since
amount of damage is dependent on the size of the liq
region, the lower melting point of germanium compared
silicon explains why the amount of damage in germanium
considerably higher than in Si. For the same reason
modified Ge potential~with the correct, lower melting point!

FIG. 4. Distribution of Wigner-Seitz defects as a function of t
cluster size, measured as the number of defects each cluster
tains. The data for each energy are overlayed on those of the h
energies. The numbers are the average over 6–10 events for
energy. Note that because of the limited number of events
clusters produced by them, the upper ends of the 5 keV and 10
distributions are not statistically significant. For instance, the va
for 80–90 defects resulted from a single 5 keV event.
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results in a much larger amount of damage than the unm
fied one, which has only small amorphouslike damage po
ets~see Table IV!. The large difference in the damage num
bers in the cascades simulated with the two versions of
potentials illustrates how the melting point strongly affec
initial damage production in semiconductors.

The cluster analysis of germanium defects, usingr cl
51.5a0'8.1 Å, showed that for the keV cascades almost
the damage is located in the large amorphous zones~cf.
Table IV!. Both the fraction and absolute number of isolat
defects are smaller than that in Si. The number of isola
vacancies is vanishingly small, less than 1% of the to
amount of damage. Most of the isolated defects are ag
interstitials. This conclusion holds for both versions of t
Ge potentials. The large volume of the molten liquid a
subsequent amorphous pockets result in almost all of
damage being contained within it, with only a few energe
recoils being able to ‘‘escape’’ the molten region.

IV. METALS AND COMPARISON

Damage production in metals has been studied to so
extent.8,17,19,22,23,57,71It has become clear from past studi
that at least in metals with atomic numbers; 22 or more,
cascade development is dominated by local melting in
core of the cascade.9,22 Interstitials can be produced by re
placement collision sequences60 and are further separate
from vacancies when the liquid core of the cascade collap
and drags vacancies to the center of the cascade.9 Questions
still to be answered are what happens to light metals like
and what effect the melting temperature and other mate
properties play on the cascades. Furthermore, althoug
loop-punching model for interstitial cluster formation h
been suggested,23 it appears that this cannot be the only po
sible mechanism of cluster formation.72

To probe these questions, we compare the nature of
heat spike, the ion beam mixing, and the final damage in
the different materials in this section. We also examine
mechanisms by which large interstitial clusters were form
in the heavy metals.

A. Heat spike development

We followed the time evolution of heat spikes using a
mations of the atom positions and the positions of hot a
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d
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FIG. 5. Number of hot and liquid atoms as a function of time
representative 10 keV cascades in the seven different element



,
e
he

ld

o
a

ic
ts
lli
d
a
s

no

o
ar

de
n
c

m
m
le
o
n

-
ng
s

th
fo
d

ds

or
t a
lle
te
ia

r o
ig

old
er
e
v

o
th

or
of
ec
–
p

re
e
itia

ts

na-
-

ix-

s is
he
is
x-
tly
to
of

e
Al

um-
ng
ent

Al
ro-
oms
ice
as
the

not
n-
i-
ng
ase

and

ced
ger
ure
l-

int

w
nd
d

he
t.
if-
cts
e of
lt-
of
e-
ase

un-
in
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liquid atoms during the simulation.61 For the keV cascades
there were dramatic differences in the nature of the h
spikes in the different materials. The results for four of t
materials are illustrated in Fig. 2.

In the heavy metals nickel, copper, platinum, and go
which are dense close-packed materials~see Table I!, the
heat spikes were in all cases well localized and alm
spherical, although in some cases parts of the liquid m
become isolated during the cascade development~cf. Sc.
IV C!. The cascades form a large molten region wh
slowly cools down and recrystallizes. In a few of the even
like the one in gold shown in the figure, replacement co
sion sequences emanate out from the cascade and pro
interstitials far from the cascade center. A metal with
higher melting point has a smaller number of liquid atom
but the well-localized nature of the damage region is
affected by the melting point.

In the lighter and less dense aluminum, the initial rec
travels farther, and so the resulting molten regions
smaller and less well localized. At 10 keV, the cascade
divided into subcascades. Animation of other Al casca
shows that the subcascade formation begins between 2 a
keV, whereas in Si this threshold was about 1 keV. Sin
most other material characteristics in Si and Al are the sa
this must be due to the difference in crystal structure, ato
density, and melting points. Although the 20% smal
atomic density of Si contributes into the difference, it is n
likely this can account for all of it. We have recently show
that quite low-energetic (;100 eV! recoils can traverse far
ther in Si and Al due to the nature of the tetrahedral bondi
which will contribute into making the cascade even le
dense.65

The cascades in germanium are not as spread out as
in Si due to the shorter range of Ge recoils. The threshold
subcascade formation is at or below 5 keV; the casca
clearly differ in shape from the almost spherical liqui
formed in 10 keV Cu and Ni cascades~which are close in
mass and atomic number to Ge!. Simulations of 25–100 keV
cascades in Ni~Ref. 73! showed that the energy threshold f
subcascade formation in Ni is at or above 50 keV, at leas
order of magnitude higher than in Ge. The much sma
atomic density in Ge than in Cu or Ni of course contribu
to this effect. Since the mean ranges of ions in the mater
differ by about a factor of 2~cf. Table II!, the difference in
atomic density can be estimated to contribute by a facto
at most 8 into the subcascade formation threshold. The h
melting point in Ni can be expected to lower the thresh
energy, and so it cannot explain the remaining Ni-Ge diff
ence. Thus it appears, as in Si and Al, that the differenc
crystal structure also affects cascade development in hea
materials.

Figure 5 shows the time evolution of the number of h
and liquid atoms in representative 10 keV cascades in all
materials. The initial number of hot atoms is roughly prop
tional to the melting point, while the cooling down rate
the cascade depends on the atom mass, as can be exp
The hot atoms in the light elements Al and Si vanish in 1
ps, while the ones in Cu, Ge, Au, and Pt exist for about 6
or more, forming a clearly liquidlike region. From the figu
it appears that the coolingrates of elements with the sam
mass are similar. But because of the difference in the in
at
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number of molten atoms, the liquid in Al, Cu, and Au exis
clearly longer than that in Si, Ni, and Pt, respectively.

B. Mixing

The cascade mixing results in Si and Al have been a
lyzed in detail elsewhere,65 whence we only briefly summa
rize these results here. Comparison of the values for the m
ing Q and number of displaced atomsNdispl in Table II
shows that even though the number of displaced atom
higher in Al and Cu than in Si and Ge, respectively, t
mixing is much lower in Al and Cu than in Si and Ge. Th
result, which may at first seem self-contradictory, is e
plained by the different crystal structure. We have recen
shown that the larger mixing in Si compared to Al is due
medium-energy secondary or tertiary recoils with energies
the order of; 100 eV.65 In Si these recoils can on averag
travel significantly farther than those in the close-packed
structure, despite the similar atomic densities and atom n
bers of Al and Si, resulting in a large increase in the mixi
~which is proportional to the square of the atom displacem
distance!.

On the other hand, the much lower melting point of
compared to that in Si will cause the molten regions p
duced in Al cascades to be larger than those in Si. The at
in these regions are most likely recrystallized to a new latt
site when the cascade cools down, explaining why Al h
much larger numbers of displaced atoms than Si. Since
molten regions recrystallize in a few ps, the atoms are
likely to travel far in the molten regions, making their co
tribution to the mixing significantly smaller than the contr
bution by the medium-energy recoils in Si. Thus the mixi
in Si is almost entirely a consequence of the ballistic ph
of the cascade.

The above argument also explains the results in Cu
Ge. Since the melting points are the same (; 1250 K!, the
size of the molten regions and thus the number of displa
atoms are roughly the same. But Ge exhibits much lar
values for the mixing coefficient because of the open nat
of the bonding. Of all the light- and medium-heavy crysta
line materials treated here Ge has the highest mixing~both
experimentally6 and in our simulations!, which is due to the
combined mixing-enhancing effects of a low melting po
and an open crystal structure.

The mixing in gold and copper, which have relatively lo
melting points, is much larger than the mixing in nickel a
platinum. Furthermore, the mixing in platinum simulate
with the correct melting point is a factor of 3 smaller than t
mixing in Pt simulated with the 30% too low melting poin
The relative difference in the mixing is larger than the d
ference in the number of displaced atoms. All these effe
are a consequence of the smaller volume and shorter tim
existence of a liquid region in a material with a higher me
ing point; the smaller liquid volume reduces the number
displaced atoms, while the shorter lifetime of the liquid r
duces the distance atoms can traverse while in it. In the c
of Pt, the too low threshold displacement energy of the
modified potential also contributed to the large difference
mixing.
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C. Final damage states

The amount of final damage, as measured by the num
of Wigner-Seitz-cell defects, is clearly larger in the tetrah
dral semiconductors than in the metals. We again attrib
this primarily to the effect of the crystal structure. In a rece
study of cascades in predamaged samples, we showed
the ability of an fcc lattice to regenerate is much greater t
that of a diamond lattice with covalent directional bondin9

This conclusion is supported by the results in Table II.

1. Aluminum

The amount of damage produced in all fcc metals exc
Al is very low compared to that in the semiconductors. T
fact that Al differs in this respect from the other metals
clearly a consequence of its low mass, which causes the
cade to break up into subcascades at low energies. At
eV, where breakdown in subcascades has not occurred
damage production is very close to that in the heavier me
In the other fcc metals, the amount of damage produced i
the same order of magnitude for a given energy, and is o
weakly affected by the melting point and material streng
This is because all the interstitials in the almost spher
liquid anneal out, and the only ones remaining are th
which were formed close to the edge of the liquid and rem
outside it. Since the volumes and surface areas of the si
liquid region are similar in the heavy materials, defect p
duction will also be. In Al the liquid is broken down int
several smaller liquid zones, which decreases the probab
that an interstitial will be trapped in the liquid. The relativ
increase in surface area may also play a role in the incre
defect production.

Figure 6 shows the distribution of defects with cluster s
in Al. The cluster size analysis was performed in the sa
way as the analysis for Si, usingr cl52a0'6.1 Å. Note that
the cluster size scale on the abscissa is one order of ma
tude less than the scale in the same figure for Si, Fig. 4. T
shows that although the Al cascades form clusters as w

FIG. 6. Distribution of Wigner-Seitz defects as a function of t
cluster size in Al, measured as the number of defects each clu
contains. The data for each energy are overlayed on those o
higher energies. The numbers are the average over 6–10 even
each energy. Because of the limited number of events and clu
produced by them, the upper ends of the 2 keV and 10 keV di
butions are not statistically significant. Note that the abscissa s
is one order of magnitude less than in the corresponding Si fig
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these clusters are much smaller than the clusters in
Analysis of the clusters showed that they were in all ca
either pure vacancy or pure interstitial clusters. The sm
size and simple nature of the clusters in Al compared to
reflects the importance of the crystal regeneration effec
fcc metals.

As for Si, we tracked the movement of the extra atom
isolated interstitials in Al. About 70% of the atoms cam
from a nearest-neighbor site, showing that most interstit
in Al are produced by replacement collision sequences al
the close-packed̂110& rows. This is in clear contrast to S
where we saw that only 15% of the interstitial atoms ca
from nearest-neighbor sites. The distance from the isola
interstitials to the closest vacancy was on average 16 Å~re-
call that in Si the same distance was 14 Å!. This comparison
shows that despite the similar mass and atomic density o
and Al, cascade development in Al is much like that in oth
fcc metals, again emphasizing the crucial role of the crys
structure. On the other hand, the fact that the final separa
between the interstitials and vacancies is about the s
shows that the final state of damage is somewhat simila
Si and Al despite the clearly different damage product
mechanisms. If we further assume that the amorphous p
ets in Si anneal out~as they do at least at hig
temperatures13!, the similarity in the initial state of damage i
even more pronounced. During prolonged irradiation, on
other hand, damage in semiconductors accumulates
amorphous pockets and finally amorphizes the sam
whereas in metals the defects collapse into dislocations,
the sample remains crystalline.

2. Heavier metals

In the simulations of Si and Ge with different potentia
we noted that the choice of the interatomic potential stron
affects the nature and amount of the damage produced. I
furthermore, the mixing and number of displaced atoms w
not affected by the choice of the potential. The results
copper and platinum, each one simulated with two differ
EAM potentials, behave exactly the opposite way. Both
potentials give the same amount and spread of the final d
age, but 10–60 % different values for the mixing and num
of displaced atoms. Similarly, for Pt there is a large diffe
ence in mixing, but only a small difference in the fin
amount of damage~cf. Sec. IV B!. While both Cu potentials
give almost exactly the same values for most physical qu
tities ~see Table I!, we found that the Sabochick-Lam pote
tial gives a too high value for the threshold displacem
energy@25 eV vs the experimental and Foiles potential va
of 18 eV ~Ref. 74!#. It appears that the Sabochick-Lam p
tential is slightly too hard in the lowest repulsive-energy
gion around 1–10 eV, making it difficult for low-energet
recoils to relocate and thus causing the lower mixing val
seen in Table II. Still, the fact that both potentials in eith
Cu or Pt give the same amount of final damage suggests
EAM potentials which reproduce well basic material prop
ties such as the elastic moduli are reliable in predicting
nature of damage produced in collision cascades.

The hot zones in silicon and germanium tend to freeze
as amorphous damage pockets in the final lattice, wherea
fcc lattices the liquid region usually regenerates almost p
fectly. The defects left in the fcc lattices are mostly inters
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tials created close to the surface of the liquid pockets
vacancies left in the center of a previously liquid region.9 An
analysis of the clusters formed in the heavier metals sho
that, as in Al, all the damage clusters consist of either o
interstitials or only vacancies. We will explore the formatio
mechanism of large interstitial clusters further below. T
strength of the regenerative effect was well evident in one
the 400 eV Au simulations; this event had no final damage
the lattice, even though the maximum number of hot ato
in the same event was about 100.

The distribution of final Wigner-Seitz point defects is
lustrated in Fig. 3. The events chosen for the figure and
rotations of the cell are the same as in Fig. 2. Compariso
the two figures show that in Al, Si, and Ge the final dama
distribution is located in the regions of the cell which we
hot or liquid during the cascade. In fcc metals replacem
collision sequences can produce interstitials atoms out
the liquid core of the cascade, as seen in the gold event.
replacement collision sequences typically have lengths
only a few lattice constants, and some interstitials appea
be produced without any visible RCS’s; long events like
one shown in the figures are quite rare. In fact, from o
simulations it is apparent that the main mechanism sepa
ing interstitials and vacancies in metals is not long repla
ment collision sequences, which were once thought to be
dominating separation mechanism. Rather, the main rea
for efficient defect separation is that interstitials are crea
at the outskirts of the liquid zone, whereas vacancies
dragged into the center of the liquid when it contracts.

Even though damage is created in a quite different m
ner in the two kinds of materials, the damage distributio
as measured by the root-mean-square displacement of i
stitials from their center̂dRint&, are roughly the same in S
and Al on the one hand and all heavier elements on the o
In silicon and aluminum, which are split into subcascade
high energies, damage gets created along the ion path.
spreads out the damage in a large cell region. Despite
shorter mean range of Pt and Au self-ions compared to
and Ni, all of these metals have about the same extensio
the damage due to the fact that most of the damage
created in or around the liquid core of the cascade.

It is curious to note that despite the major differences
the cascade development, the end results of the cascad
all the materials treated here have some similarities. Isola
point defects are predominantly interstitials far from the c
cade core, and the damage in the cores is vacancy rich.
whereas in semiconductors the damage in the cores is hi
disordered, in metals it tends to take the form of small
cancy clusters in otherwise perfect crystal.

For most materials, a high melting point is related to hi
values of the elastic moduli, i.e. a hardness of the mate
and stiffness of the bonds~compare the bulk moduli and
melting points of otherwise similar materials in Table I!. At
first thought, a lower melting point could thus be expected
result in more damage. This is true in the tetrahedral se
conductors because most of the hot regions freeze into a
phous damage zones as the cascade cools down. For th
metals, this is not found. Even though Cu has a lower m
ing point and is clearly softer than Ni, the amount of dama
produced in these materials is about the same. The sam
true for the two Pt potentials; although there is a differen
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of about 20–30 % in the amount of damage produced, i
much smaller than the difference of a factor of about 3 in
size of the liquid region. Again, this results from the stro
tendency of fcc metals to regenerate into perfect lattice
gions. Since all interstitials recombine with vacancies in
liquid zone, defect production is insensitive toTmelt. The
difference in damage production between Au and Pt is m
likely related to the difference in elastic strength between
two materials.

3. Interstitial cluster formation

The damage produced in the heavy metals was in m
events in the form of isolated interstitials or vacancies, sm
clusters of 2–5 interstitials, or vacancy clusters in the cen
of the cell. An analysis of the nature of the clusters show
that ~using r cl5

3
2 a0) all of the defect clusters in all heav

metals were either pure interstitial clusters or pure vaca
clusters. Due to the close-packed lattice and the meta
bonding, formation of amorphouslike zones is highly u
likely in metals.

In 3 of the 39 10 keV events simulated in Ni, Cu, Pt, a
Au with unmodified potentials a large interstitial cluster w
formed. These clusters contained about 20–30 atoms (; 10
Wigner-Seitz cells with more than 1 atom!. In the same
events, the total production of damage was clearly lar
than in the average events. Figure 7 shows statistics of
number of Wigner-Seitz interstitials produced in all 3
events. To make events in the different materials com
rable, the number of defects in each material has been
vided by the average in that material. Even though the
tistics is small, we see that the three ‘‘cluster’’ events clea
differ from the defect production distribution of the ‘‘ordi
nary’’ events. It is also curious to note that the total amou
of damage in the ‘‘cluster’’ events falls in the same regio
around 2.5 times the average, but with only three clus
producing events we cannot state with certainty whether
is only a statistical aberration or due to some underly
physical principle.

The formation of similar interstitial clusters has been o
served previously by Diaz de la Rubia and Guinan in a

FIG. 7. Histogram of the number of events with a certain nu
ber of interstitials in the 10 keV events in the heavy metals Ni, C
Pt, and Au. To make the events comparable, the number of in
stitials in each event has been divided by the average in the res
tive element. The three events with the largest damage produc
all produced large damage clusters.



as
gh
o
ig
c

al

he
a

ha
t
r
–
a
a
a

is
is
ow
h

a
A
n
gh

dge
the
-
e

his
t of
he

t
tly
ion

the
tly
to a
tion
ses;
tely
the
ffer
be

f
age
h it
a-

the
in
not
p-
are
are

end
is

rma-
as

on
id

sters
s

on-
simu-

ed
la-

tics
des
.
on
f the
am-
ction
ked
ad-
ia-
pikes

P

u
at

7568 57K. NORDLUND et al.
keV cascade in copper.23 They suggested that the cluster w
formed by the punching of a dislocation loop by the hi
pressure present in the surface region of the liquid. The lo
punching mechanism requires the presence of very h
pressures at the interface, and is recognizable from the
herent motion of the atoms forming the interstitial loop,
though this was not clearly established in that work.12

The interstitial clusters we saw were not formed by t
same mechanism. We followed the motion of the individu
atoms which were part of the cluster, and found that they
moved largely randomly, as can be expected by atoms in
liquid zone of a cascade or on the edge of it. Furthermo
some atoms had moved 5–6 Å, while others moved only 1
Å; in the loop-punching mechanism, one would expect
atoms to move about the same distance in about the s
direction. We did not see any such concerted motion of
oms in the clusters examined.

In one of the Pt events forming a cluster, the mechan
of cluster formation is clearly visible. The production of th
cluster is illustrated in Fig. 8. The upper four figures sh
the positions of all atoms in a box around the cluster wit
size of 40340350 Å3. The liquid formed by the collision
cascade is visible as a disordered region in the figures,
extends far to the right from the region of the cell shown.
2 ps, the liquid has a somewhat elongated form in one e
but is clearly part of the central liquid. Because of the hi

FIG. 8. Formation of a defect cluster in a 10 keV cascade in
The top four figures show the atom positions in a 40340350 Å3

region of the simulation cell projected onto thexy plane. The two
atom rows~highlighted with dashed rectangles! which crystallize
and isolate part of the liquid are highlighted with a dashed conto
The lowest figures show the positions of atoms in the cluster
and 25 ps.
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pressure and temperature in the center of the cell, this e
region of the liquid has an excess of atoms. At 4 ps, when
liquid has started to contract a crystallized ‘‘neck’’ is form
ing in the elongated part of the liquid; the location of th
neck is shown with dashed lines in the figure. At 5 ps t
neck has crystallized, isolating the extra atoms to the lef
it, thus preventing them from collapsing back towards t
center of the cell and recombining with vacancies there~as
they otherwise would be likely to do!. At 10 ps, we see tha
while the rest of the region has recrystallized to a mos
perfect crystal, an interstitial cluster has formed in the reg
with the isolated excess atoms.

The positions of atoms in the cluster are illustrated in
lower part of the figure. At 5 ps, the atoms are in a mos
disordered configuration. At 25 ps, they have collapsed in
more ordered state in three planes. Note that the rota
used in showing the atom positions is the same in both ca
it is thus evident that the shape of the cluster is comple
different at 5 and 25 ps. Both the fact that the shape of
interstitial cluster is largely random and that the shape di
completely at 5 and 25 ps are contrary to what would
expected for a loop-punching mechanism.

We conclude that the ‘‘liquid-isolation’’ mechanism o
cluster formation described above is a mechanism of dam
formation in cascades not recognized previously. Althoug
has some similarity to the loop-punching mechanism, prim
rily that the damage gets formed close to the edge of
liquid zone of the cascade, it differs from loop punching
the sense that damage formation by liquid-isolation does
involve the concerted motion of atoms characteristic of loo
punching. We note, though, that it is possible that there
intermediate stages where some of the interstitial atoms
pushed outwards in concert with each other, while others
up there due to the thermal expansion of the liquid. If this
the case, the ‘‘liquid-isolation’’ and ‘‘loop-punching’’
mechanisms are opposite extreme ends of a damage fo
tion process which can occur as a mixed state of the two
well.

Since the liquid-isolation mechanism of cluster formati
clearly is more likely to occur the less spherical the liqu
core of the cascade is, one can expect the number of clu
formed by it to increase with the initial recoil energy, a
increasing recoil energies are likely to produce more el
gated cascades and eventually subcascades. Indeed, in
lations of 50 keV cascades in Ni and Pd all cascades form
at least one large interstitial cluster. Details of these calcu
tions will be published elsewhere.73

V. CONCLUSIONS

In this paper we have studied how different characteris
of materials affect damage production in collision casca
by comparing cascades in Si, Ge, Al, Ni, Cu, Pt, and Au

We found that the crystal structure has a large effect
many damage production processes. The open nature o
diamond crystal structure and the slow regeneration of d
age due to the covalent bonding enhance damage produ
and the mixing caused by cascades, while the close-pac
fcc lattice exhibits a strong damage regeneration effect le
ing to much smaller amounts of final damage. Since the d
mond structure does not lead to dense cascades, heat s
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are not very important in the evolution of cascades in silic
The melting point has a large effect on damage prod

tion in semiconductors, but only a weak effect in metals d
to the crystal regeneration effect. The strength of the mate
somewhat affects damage production, but clearly less t
the crystal structure. Finally, the atomic mass and densit
the sample element affect the spatial distribution of the da
age and the energy at which cascades start to break u
subcascades.

A detailed study of damage production in Si showed t
keV cascades produce damage predominantly in the form
isolated defects, most of which are interstitials, and am
phouslike damage clusters which on average have a little
atoms than perfect Si. The size of the damage clusters
found to depend strongly on the choice of the interatom
potential. In Al, by contrast, only small damage clusters
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produced, and these are always either pure vacancy or
interstitial clusters.

We identified a production mechanism of damage clus
in fcc metals by isolation of a liquid region with an excess
atoms from the center of a cascade core.
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