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he design of any digital communication 
system begins with a description of 
the channel (received power, avail- 
able bandwidth, noise statistics, and 
o ther  impairments such as  fading), 
and a definition of the system require- 

ments (data rate and error performance). Given 
the channel description, we need to determine design 
choices that best match the channel and meet the 
performance requirements .  A n  order ly se t  of 
transformations and computations has evolved to 
aid in characterizing a system’s performance.  
Once this approach is understood, it can serve as 
the format for evaluating most communication 
systems. 

In subsequent sections, we shall examine the 
following four system examples, chosen to pro- 
vide a representative assortment: a bandwidth- 
limited uncoded system, a power-limited uncoded 
system, a bandwidth-limited and power-limited coded 
system, and a direct-sequence spread-spectrum coded 
system. The term coded (or uncoded) refers to the 
presence (or absence) of error-correction coding 
schemes involving the use of redundant bits. 

Two primary communications resources are  
the received power and the available transmission 
bandwidth. In many communication systems, one of 
these resources may be more precious than the other, 
and hence most systems can be classified as either 
bandwidth limited o r  power limited. In  band-  
width-limited systems, spectrally-efficient modu- 
lation techniques can be used to  save bandwidth 
a t  the  expense of power; in power-limited sys- 
tems, power-efficient modulation techniques can be 
used to save power at  the expense of bandwidth. 
In both bandwidth- and power-limited systems, error- 
correction coding (often called channel coding) 
can be  used to  save power o r  t o  improve e r ror  
performance at the expense of bandwidth. Recent- 
ly, trellis-coded modulation (TCM) schemes have 

been used to improve the error  performance of 
bandwidth-limited channels without any increase 
in bandwidth [l], but these methods are  beyond 
the scope of this tutorial. 

The Bandwidth Efficiency 
Plane 

igure 1 shows the abscissa as the ratio of bit-ener- F gy to noise-power spectral density, EblNo (in deci- 
bels), and the ordinate as the ratio of throughput, 
R (in bits per second), that can be transmitted per 
hertz in a given bandwidth, W. The ratio RIWis called 
bandwidth efficiency, since it reflects how efficiently 
the bandwidth resource is utilized. The plot stems 
from the Shannon-Hartley capacity theorem [2-41, 
which can be stated as 

where SIN is the ratio of received average signal 
power to  noise power. When the  logari thm is 
taken to the base 2, the capacity, C, is given in bls. 
The capacity of a channel defines the maximum num- 
ber  of bits that  can b e  reliably sent per  second 
over the channel. For thecasewhere the data (infor- 
mation) rate, R, is equal to  C, the curve separates 
a region of practical communication systems from 
a region where such communication systems cannot 
operate reliably [3,4]. 

M-ary Signaling 

Each symbol in an M-ary alphabet is related to a 
unique sequence of m bits, expressed as 

M =  2”’ or m = log2M (2) 

where M is the size of the alphabet. In  the  case 
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of digital transmission, the term “symbol” refers 
t o  t h e  m e m b c r  of t h e  M-ary a lphabet  tha t  is 
transmitted duringeachsymbolduration, T,. In order 
to transmit the symbol, it must be mapped onto 
an electrical voltage or current waveform. Because 
the waveform represents the symbol, the terms “syin- 
bol” and “waveform” are sometimes used intcr- 
changeably. Since one ofM symbols or waveforms 
is transmitted during cach symbol duration, 7 , ,  

the data rate, R in b/s, can be expressed as 

m log?M 
R=-=- bit i s  

m “1 

1 ,  1 s  

Data-bi t - t ime durat ion is thc reciprocal o f  
data rate. Similarly, symbol-time duration is the 
reciprocal of symbol rate. Therefore, from Equa- 
tion(3).wcwrite that the effective time duration, Ti,. 
of each bit in termsof the symbol duration, T,, or the 
symbol rate, R,, is 

(4) 

Then, using Equations (2) and (4) we can express 
the symbol rate, R,, in terms of the bit rate, I < ,  a s  

follows. 

From Equations (3) and (4), any digital scheme 
that transmits m = IogzM bits in T ,  seconds using 
a bandwidth of W Hz operates  a t  a bandwidth 
efficiency of 

where Th is the effective time duration of cach 
data bit. 

Bandwidth-Limited Systems 

From Equation (6), the smaller the UT, product, 
the more bandwidth efficient will be any digital 
communication system. Thus. signals with small 
WTh products a re  oftcn used with bandwidth- 
limited systems. For example, the new European 
digital mobile telephone system known as groupe 
special mobile (GSM) uses Gaussian minimum- 
shift keying (GMSK) modulation having a @’TI, 
product equal to0.3 Hz/(b/s),where Wis the band- 
width of a Gaussian filter [SI. 

For uncoded bandwidth-limited systems, the 
objective is to maximize the transmitted informa- 
tion rate within the allowable bandwidth, at the 
expense ofE/,/No(while maintainingaspccifiedvaluc 
of bit-error probability, PN) .  The operating points 
for coherent M-ary phase-shift keying (MPSK) at 
P E  = arc plotted on the bandwidth-efficicn- 
cy plane (Fig. I ) .  Wc assume Nyquist (ideal rcct- 
angular )  f i l ter ing a t  baseband 161. Thus ,  f o r  
MPSK, the  rcquired double-s idcband (DSB) 
bandwidth at  an intermediate frequency (IF)  is 
related to the synibol rate as follows. 

( 7 )  
1 

W = - = R  

7, , 
where T ,  is the symbol durat ion,  and R ,  is the 
symbol rate. The use of Nyquist filtering results 
in the minimum required transmission bandwidth 
that yieldszero intersymbol interference; such ideal 
filtering gives rise to thc name Nyquist minimum 
bandwidth. 

Region for 
which R > 

N - z 
.- s 

s 
5! 

ry 2v M=4 
0 

Legend 

M.16 e MPSK, p8 = 

MFSK, pB = 
(noncoherent orthogonal) 

limited 
J region J 

W Figure 1. Raiidl.r’infh-e~cierzcy plane. 

From Equations (6) and ( 7 ) ,  the bandwidth 
cfficicncy of MPSK modulated signals using Nyquist 
filtering can be expressed as 

-==log?M R ( ,b i t / s ) /Hz  

W 

The MPSK points in Fig. I confirm the rela- 
tionship shown in Equation (8). Note that MPSK 
modulation is ;I bandwidth-efficient scheme. As M 
increases in value, RIW also increascs. MPSK 
modulation can be used for realizing an improve- 
ment  i n  bandwidth efficiency a t  the  cost  of 
increased E/,/N,,. Although beyond the scope of 
this articlc, many highly bandwidth-efficient 
modulation schemes are under invcstigation 171. 

Power-Limited Systems 

0 p e r a t i ng points for  non c o h e r c n t o r  t h ogo n ii I 
M - ;t ry frequency - s h i f t  kc y i  n g ( M FS K) mod u I a- 

tionatP/j = lO-’arealsoplotted(Fig. l).ForMFSK, 
the 1FNyquist minimum bandwidth isas follows 141: 

(9) 
M 

W = - = MR, 
T ,  

whcre I‘\ is the symbol durat ion,  and R,  is the 
symbol rate. With MFSK, the requircd transmission 
bandwidth is expandedM-fold over binary FSKsince 
there  a re  M different or thogonal  waveforms, 
each rcquiringa bandwidthofliT,. Thus,from Equa- 
tions (6)  a n d  ( O ) ,  t h e  bandwidth efficiency o f  
noncohcrcnt orthogonal MFSK signals using Nyquist 
filtcring can be expressed as 

The MFSK points in Fig. I confirm the rela- 
tionship shown in Equation ( IO).  Note that MFSK 
modulation is a bandwidth-expansive scheme. A s M  
increases, R/ Wdecrcascs. MFSKmodulation can be 
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4800 1 2 1 9.6 I 19,200 

Table 1. Symbol rate, Nyquist minimum bandwidth, bandwidth eficiencv. and required Eh/No for MPSK and noncoherent orthogonal 
MFSK signaling at 9600 bls. 

used for realizing a reduction in required Eh/Ni, 
at the cost of increased bandwidth. 

In Equations (7) and (8) for MPSK, and Equa- 
t ions (9) and (10)  for  MFSK,  a n d  for  all t h e  
points plotted in Fig. 1, Nyquist (ideal rectangu- 
lar) filtering has been assumed. Such filters a re  
not realizable! For realistic channels and waveforms, 
the  required transmission bandwidth must be 
increased to  account for realizable filters. 

In the examples that follow, we will consider 
radio channels that are disturbed only by additive 
white Gaussian noise (AWGN) and have no other 
impairments and, for simplicity, we will limit the 
modulation choice to constant-envelope types, 
i.e., either MPSKornoncohcrentorthogonal MFSK. 
For an uncoded system, MPSKis selected if the chan- 
nel is bandwidth limited, and MFSKisselected if the 
channel is power limited. When error-correction 
coding is considered. modulation selection is not 
so simple, because coding techniques can provide 
power-bandwidth tradeoffs more effectively than 
would be possible through the use of any M-ary mod- 
ulation scheme considered in this article [8 ] .  

In  the most general sense, M-ary signaling can 
b e  regarded as  a waveform-coding procedure,  
i.e., when we select an M-ary modulation tech- 
nique instcad of a binary one, we in effect havc 
replaced the binary waveforms with better wave- 
forms  - e i ther  be t te r  for  bandwidth perfor-  
mance (MPSK), or better for power performance 
(MFSK). Even though orthogonal MFSK signal- 
ing can be considered a coded system, i.e., a first- 
order Reed-Muller code [Y], we restrict our  usc 
of the term “coded system” to  thosc traditional 
error-correction codes using redundancies, e.g., 
block codcs and convolutional codes. 

Nyquist Minimum Bandwidth 
Requirements for MPSK and MFSK 
Signaling 

The basic relationship bchveen the symbol (orwave- 
form) transmission rate, R,,, and thedata rate,R,was 
shown in Equation ( 5 )  to be 

R 
R,s = __ 

log2 M 

Using this relationship together with Equations 
(7-10) and R = 9600 bis, a summary of symbol 
ra te ,  Nyquist minimum bandwidth, and band-  
width efficiencyfor MPSKandnoncoherent orthog- 
onal MFSK was compiled for M = 2,4,8,  16, and 
32 (Table 1 ) .  Values of &/No required to achieve 
a bi t -error  probability of 10-5 for  MPSK and 

MFSK are also given for each value of M. These 
entries (which were computed using relationships 
that a re  presented later in this paper) corrobo- 
rate the trade-offs shown in Fig. 1. As M increas- 
es, MPSK signaling provides more bandwidth 
efficiency at the cost of increasedEb/N0, while MFSK 
signaling allows a reduction in Eb/No at  the cost 
of increased bandwidth. 

Example 1 : Bandwidth-limited Uncoded 
System 
Suppose we are given a bandwidth-limited AWGN 
radio channel with a n  available bandwidth of 
W = 4000 Hz. Also, suppose that the link constraints 
(transmitter power, antenna gains, path loss, etc.) 
result in the received average signal-power to  
noise-power spectral density, SIN0 being equal to  
53 dB-Hz. Let the required data rate, R, be equal 
to 9600 b/s, and let the required bit-error perfor- 
mance, Ps, be at most l@s. The goal is to choose a 
modulation scheme that meets the required per- 
formance. In general, an error-corrcction coding 
scheme may be needed if none of the allowable mod- 
ulat ion schemes can  meet  thc  requi rements .  
Howcver, in this example, we shall find that the 
use of error-correction coding is not necessary. 

Solution to Example 1 
For any digital communication system, the rela- 
tionship between received SIN0 and received bit- 
energy to noise-power spectral density, Eh/No, is 
as follows [4]. 

L E h R  (11) 
No No 

Solving for &,/No in decibels, we obtain 

h ( d B ) = L ( d B - H z ) - R  (dB-bi t  1 s )  

(12) 
N, NO 

= 53dB - Hz-(1Ox log,09600) dB - bit i s  

= 13.2dB (or 20.89) 

Since t h e  requi red  d a t a  r a t e  of 9600 b/s is 
much larger than the available bandwidth of 4000 
Hz, the channel is bandwidth limited. We there- 
fore select MPSK as our modulation scheme. We 
have confined the possible modulation choices tobe 
constant-envelope types; without such a restric- 
t ion,  we  would be able  to select a modulat ion 
type with greater bandwidth-efficiency. Toconserve 
power, we compute the smallest possible value of 
M such that the MPSK minimum bandwidth does 
not exceed the available bandwidth of 4000 Hz. 
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W Figure 2 .  Basic modulator/demodulator 
(MODEM) without channel coding. 

Table 1 shows that the smallest value of M meet- 
ing this requirement is M = 8. Next. we deter-  
mine whether the required bit-error performance 
of Prj 5 can be met by using 8-PSK modula- 
tion alone, or whether it is necessary t o  use an 
error-correction coding schemc. Table 1 shows 
that  8-PSK alone will meet  the requirements ,  
since the required E,,/No listed for 8-PSK is less 
than the received E,l/N,I derived in Equation (12). 
Let us imagine that we do not have Table 1, how- 
ever, and evaluate whether or not error-correc- 
tion coding is necessary. 

Figurc 2 shows a basic modulatoridemodula- 
tor (MODEM) block diagram that summarizes 
the functional details of this design. At the modu- 
lator, the transformation from data hits to  sym- 
bols yields an output  symbol ra te ,  R,s, that  is a 
factor log2M smaller than the input data-bit rate, 
R ,  as is seen in Equat ion ( 5 ) .  Similarly, a t  the 
input to the demodulator, the symbol-energy tonoise- 
power spectral density EJNo is a factor log2M 
larger than E,JNo, since each symbol is made up 
of 1og.M bits. Because E,\/No is larger than Eh/No 
by the same factor that R,  is smaller than R, we 
can expand Equation ( 1  I ) ,  as follows. 

The demodulator reccives a waveform (in this 
examplc, one ofM = X possible phase shifts) dur- 
ing each time interval T,. The probability that the 
demodulator  makes a symbol error ,  P,(M), is 
well approximated by thc following equation [ I O ] .  

where Q(x),  sometimes called the complementary 
error function, represents the probability under 
the tail of a zero-mean unit-variance Gaussian 
density function. It is defined as follows [l 11. 

A good approximation for  &(x), valid for  
x > 3, is given by the following equation [12]. 

Q(x)~-exp 1 [ -- ;] (16) 
.Y d i ;  

In Fig. 2 and all the figures that follow, rather 
than show explicit probabilityrelationships, thegen- 
eralized notation f(x) has been used to indicate some 
functional dependence on x. 

A traditional way of characterizing communi- 
cation efficiency in digital systems is in terms of the 
received Eh/No in decibels. This EhiNo description 
has become standard practice, but recall that  
there are no bits at the input to the demodulator; 
there are only waveforms that have been assigned 
bit meanings. T h e  received Eh/No represents a 
bit-apportionment of the arriving waveform energy. 

To solve for P,(M) in Equation (14), we need 
to compute the ratio of received symbol-energy 
t o  noise-power spectral  density, E,/No. Since 
from Equation (12) 

-- Eh - 13.2 dB (or 20.89) 

Nn 
and because each symbol is made up  of log2M 
bits, we compute the following using M = 8. 

= 3  x 20.89 = 62.67 

Using the results of Equation (17) in Equation (14), 
yields the symbol-error probability, fE = 2.2 x IO-'. 
To transform this to bit-error probability, we use the 
relationship between bit-error probability PB, and 
symbol-error probability PE, for multiple-phase sig- 
naling [9], as follows: 

- 
For an 

uncoded 

system, we 

select MPSK 

if the 

channel is 

bandwidth 

limited, and 

we select 

MFSK if the 

channel is 

power 

limited. 

which is a good approximation when Gray coding 
is used for  t h e  bit-to-symbol assignment [ lo ] .  
This  last computa t ion  yields PB = 7.3 x lo-", 
which meets the required bit-error performance. No 
error-correction coding is necessary and 8-PSK mod- 
ulation represents the design choice to  meet the 
requirements of the bandwidth-limited channel 
(a5 we had predicted by examining the requiredEb/No 
values in Table I ) .  

Example 2: Power-limited Uncoded System 
Now, suppose that we have exactly the same data 
rate and bit-error probability requirements as in 
Example I ,  but let the available bandwidth, W, be 
equal to 45 kHz, and the available S/N,  be  equal 
to 48 dB-Hz. The goal is to  choose a modulation 
or modulationicoding scheme that yields the required 
performance. We shall again find that error-cor- 
rection coding is not required. 

Solution to Example 2 
T h c  channel  is clearly not  bandwidth limitcd 
since theavailable bandwidthof45 kHzismore than 
adequate for supporting the required data rate of 
9600 b/s. We find the received EhiNo from Equa- 
tion (12) as follows. 

- Eh (dB) = 48 dB-Hz 

N,l 

- (10 x 10g109600) dB-bit / s  (19) 

= 8.2 dB (or 6.61) 
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The code 

should be 

as simple 

as possible. 

Generally, 

the shorter 

the code, the 

simpler will 

be its imple- 

mentation. 

7 
5 

26 
21 
16 

11 

57 
51 
45 
39 

36 

30 

120 

113 

106 
99 
92 

85 
78 

71 
64 

-___ 

Since there i s  abundant bandwidth but a relatively 
small El,/No for the required bit-error probability, 
we consider that  this channel is power limited 
and choose MFSK as the modulation scheme. T o  
conserve power, we search for the largest possible 
M such that the  MFSK minimum bandwidth is 
not expanded beyond our available bandwidth of 
45 kHz. A search results in the choice of M = 16 
(Table  1 ) .  Next ,  we d e t e r m i n e  whether  t h e  
required error performance of Pn 5 can be 
met using 16-FSK alone, i.e., without error-cor- 
rection coding. Table 1 shows that 16-FSK alone 
meets the requirements, since the required Eh/Nl, 
for 16-FSK is less than the received Eh/NO derived 
in Equation (19). Let us imagine again that we do 
not  have Table  1 and evaluate  whether  o r  not  
error-correction coding is  necessary. 

The  block diagram in Fig. 2 summarizes the 
relationships between symbol rate R, and bit rate 
R, and between E,yINo and EhINO, which is identi- 
cal t o  each of t h e  respect ive relat ionships  in 
Example 1. The 16-FSK demodulator receives a 

waveform (one of 16 possible frequencies) during 
each symbol time interval T,. For noncohercnt orthog- 
onal MFSK, the probability that the demodulator 
makes a symbol error, PE(M),  is approximated by 
the following upper bound (131. 

2 

3 

1 

2 

3 

5 

1 

2 
3 
4 
5 
6 

1 

2 
3 
4 

5 

6 
7 
9 
10 

PL(M)<-eXp -2 
M - l  2 [ 2:o) 

To solve forPE(M) in Equation (20), we compute 
E,/No, as in Example 1. Using the results of Equa- 
tion (19) in Equation (17), with M = 16, we get 

E ,  E 
-=(log, M ) A  
No NI, 

= 4  x 6.61 = 26.44 

Next, using the  results of Equat ion (21)  in 
Equation (20) yields the symbol-error probability, 
Pb = 1.4 x To transform this to  bit-error 
probability, PB, we use the relationship between 
Pn and PE for orthogonal signaling [ 131, given by 

qm-l 

ThislastcomputationyicldsPn = 7 . 3 ~  1(P,which 
meets the required bit-error performance. We 
can meet the given specifications for this power-lim- 
itcd channel by using 16-FSK modulation, with- 
out  any need for error-correction coding (as we 
had predicted by examining the required Eh/N,, 
values in Table 1). 

Example 3: Bandwidth-limited and Power-lim- 
ited Coded System 
We start with the same channel parameters as in 
Example 1 ( W = 4000 Hz, SIN0 = 53 dB-Hz, and 
R = 9600 bls), with one exception. In this exam- 
ple ,  we specify t h a t  PR must  be  a t  most  
Table 1 shows that the system is both bandwidth lim- 
ited and power limited, based on the available band- 
width of 4000 Hz and the available Eh/N" of 13.2 
dB, from Equation (12). (8-PSK is the only possi- 
ble  choice to meet  t h e  bandwidth constraint ;  
however, the available Eh/No of 13.2 d B  is cer- 
tainly insufficient to mcet  t h e  required PR of 

For this small value of PB, we need to con- 
sider the performance improvement that crror- 

15 

31 

63 

127 

Table 2 .  B G  

correction coding can providc within the avail- 
able bandwidth. In general, one can use convolu- 
tional codes or block codes. 

T h c  Bose, Chaudhur i ,  and  Hocquenghem 
(BCH) codes form a large class of powerful error- 
correcting cyclic (block) codes [ 141. T o  simplify 
the  explanation, we shall choose a block code 
from the BCH family. Table 2 presents a partial 
catalog of the available BCH codes in terms of 
n ,  k ,  and t ,  where k represents  the  number  of 
information (or  data)  bits that the code trans- 
forms  into a longer  block o f n  coded bits ( o r  
channel bits), and t represents the largest number 
of incorrect channel bits that the code can correct 
within each n-sized block. The rate of a code is 
defined as the ratio k /n;  its inverse represents a 
measure of the code's redundancy [ 141. 

Solution to Example 3 
Since this example has the same bandwidth-limit- 
ed parameters given in Example 1 ,  we start with 
the same 8-PSK modulat ion used to  meet  the 
stated bandwidth constraint. However, we now 
employ error-correction coding so that the bit-error 
probability can be lowered t o  Pn 5 lo-". 

T o  make the opt imum code selection from 
Table 2, we are guided by the following goals: 

T h e  output  bit-error probability of the  com- 
bined modulationicoding system must meet the 
system error requirement. 
T h e  r a t e  of t h e  code  must  not  expand t h e  
required transmission bandwidth beyond the avail- 
able channel bandwidth. 
The code should be as simple as possible. Gen- 
erally, the shorter the code, thc simplcr will be 
its implementation. 
The uncoded 8-PSK minimum bandwidth rcquire- 

ment  is 3200 Hz (Table  1 )  and  t h e  allowable 
channel bandwidth i s  4000 Hz, so  the uncoded 
signal bandwidth can be  increased by no morc 
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than a factor of 1.25 (i.e., an expansion of 25 per- 
cent). The very first step in this (simplified) code 
selection example is to eliminate the candidates 
in Table 2 that would expand the bandwidth by 
more  than 25 percent .  The  remaining entr ics  
form a much reduced set of “bandwidth-compati- 
blc” codes (Table 3). 

Acolumn dcsignated“CodingGain,G” has been 
addcd for MPSKatP,{ = (Table 3). Codinggain 
in decibels is defined as follows. 

127 I 

G can be described as the reduction in the required 
E,,/N,, (in decibels)  that  is needed  d u e  t o  the  
error-performance properties of the channel cod- 
ing. G is a function of the modulation type and 
bit-error probability, and it has been computed 
for  MPSK at  P R  = IO-”  (Table  3). For  MPSK 
modulation, Gisrclativelyindependcntofthevalue 
of M .  Thus, for a particular bit-error probability, 
a given code providcs about the same coding gain 
when used with any of the MPSK modulation 
schcmes. Coding gains were calculated using a 
procedure outlined in the “Calculating Coding Gain” 
section below. 

A block diagram summar izes  this  system 
which contains both modulation andcoding (Fig. 3). 
T h e  introduct ion of encoder idecoder  blocks 
brings about  additional transformations. T h e  
re I at ions h ips that exist whc n transform i ng from 
X b/s to R, channel-his to X, symbolis are shown 
at the encoderimodulator. Regarding the chan- 
nel-bit rate.R,,someauthorsprefertheunitsofchan- 
nel-symbolis (or code-symbolis). The benefit is 
that error-correction coding is often described more 
efficicntlywith nonbinary digits. We reserve the term 
“symbol”forthat groupofbitsmappedontoanelec- 
trical waveform for transmission, and we desig- 
nate the unitsofR, tobechannel-b/s (orcoded-bis). 

We assume that our communication system 
cannot tolcrate any message delay, so the chan- 
nel-bit rate. X I . ,  must exceed the data-bit rate, R, 
by the factor ~ i i k .  Further, each symbol is made 
up of log$! channcl bits, so the symbol rate, R,. 
is less than R,. by thc factor IogzM. For a system 
containing both modulation and coding, we sum- 
marize the rate transformations as follows. 

120 1 2.2 
113 2 3.3 

106 3 3.9 

Rl 

log, M 
R, =- (25) 

At thc deniodulatoridcccider i n  Fig. 3, thc 
transformations among data-bit energy, channel-bit 
energy. and symbol energy are related (in a recip- 
rocal  fash ion)  by t h e  same fac tors  as  shown 
a mo n g the rat e t r ii n sform a t i on s in Equat ions 
(24) and (25). Since the encoding transformation 
has replaced k data bits with I I  channel bits, then 
the ratio of channel-bit energy to  noise-power 
spectral density.E,iN(!. is computed by decrementing 
thc value of Eh/No  by the factor kin.  Also, since 
each transmission symbol is made up of IogyVfchan- 
ne1 bits, then E,/Ni,.which is needed in Equation (14) 
t o  solve for  P,-. is computed  by incrementing 
E,iRi,, by the factor IogM. For a system contain- 
ing both modulation and coding, we summarize 

output 

-+----- i Decoder 

W Figure 3. MODEM with channel coding. 

thc energy to noise-power spectral density trans- 
formations, as follows. 

(27) 
E 

- _  E, - (log1 M)- 
NI, No 

Using Equat ions (24) through (27), we can 
now expand the expression for SIN(, in Equation ( 13), 
as followr (Appendix A). 

As before, a standard way of describing the 
link is in terms of the received Eb/No in decibels. 
However, there are  no data  bits a t  the input to  
the demodulator, and there are nochannel bits; there 
are onlywaveforms that have bit meanings, and thus 
the waveforms can be described in terms of bit- 
energy apportionments. 

Since SIN0 and R were given as 53 dB-Hz and 
9600 his, respectively, we find as before, from Equa- 
tion (12), that the received Eb/No = 13.2 dB. The 
received El,/No is fixed and independent of n ,  k .  
and t (Appendix A). As we search Table 3 for the 
ideal code to meet the specifications, we can iter- 
atively repeat the computations suggested in Fig. 
3. It might be useful to program on a PC (or cal- 
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culator) the following four steps as a function of 
n ,  k ,  and t .  Step 1 starts by combining Equations 
(26) and (27). 

Step 1: 

5 = (log2 M ) k  = (log2 M )  
NO NO 

Step 2: 

which is t h e  approximation for  symbol-error  
probability, PE, rewritten from Equation (14). At 
each symbol- t ime interval ,  t h e  demodula tor  
makes a symbol decision, but it delivers a chan- 
nel-bit sequence representing that symbol to the 
decoder. When the channel-bit output of the demod- 
ulator  is quant ized t o  two levels, 1 and 0, t h e  
demodula tor  is said t o  make  hard  decisions. 
When the output is quantized to more than two 
levels, the demodulator is said to make soft decisions 
[4]. Throughout this paper, we assume hard-deci- 
sion demodulation. 

Now that we have a decoder block in the sys- 
tem, we designate the channel-bit-error probabil- 
ity out of the demodulator and into the decoder 
asp,., and we reserve the notation PB for the bit- 
error probability out of the decoder. We rewrite 
Equation (18) in terms ofp, as follows. 

Step 3: 

(31) 
- 

P =--- 
' - I o g Z M  m 

relating the channel-bit-error probability to the sym- 
bol-error probability out of the demodulator, assum- 
ing Gray coding, as referenced in Equation (18). 

For traditional channel-coding schemes and a 
given value of received SINO, the value of EJN0 
withcodingwill always be less than thevalueofE',/No 
without coding. Since the demodulator with cod- 
ing receives less E,/No, it makes more  errors!  
When coding is used, however, the system error- 
performance doesn't only depend on the perfor- 
mance of the demodulator, it also depends on the 
performance of the decoder. For error-performance 
improvement due  to  coding, the decoder  must 
provide enough error  correction to  more than 
compensate for the poor performance of the demod- 
ulator. 

The final output decoded bit-error probability, 
PB, depends on the particular code, the decoder, and 
the channel-bit-error probability, p' .  It can be 
expressed by the following approximation [ 151. 

Step 4: 

where t is the largest number of channel bits that 
thecodecancorrectwithineach blockofn bits. Using 
Equat ions (29) through (32) in the above four 
s teps ,  we can  compute  the  decoded  bi t -error  
probability, Pg, as a function of n ,  k ,  and t for  
each of the codes listed in Table 3. The entry that 
meets  t h e  s ta ted  e r r o r  requi rement  with t h e  
largest possible code rate and the smallest value 

ofn is the double-error correcting (63,s 1) code. The 
computations are 

Step 1: 

NO 

where M = 8, and the received Eb/Nl) = 13.2 dB 
(or 20.89). 
Step 2: 

=2&(3.86) = 1.2 x 

Step 3: 

1.2 
pc  ~ - = 4 ~ 1 0 - '  

3 

Step 4: 

PE F '("1")(4 x lo-'))" (1 - 4  x 
63 

+L(:)(4~10-')~ 63 (1- 

= 1.2 x 1o"O 

4 x  + . . 

where the bit-error-correcting capability of the code 
is t = 2. For the computation of PB in Step 4, we 
need only consider the first two terms in the sum- 
mation of Equat ion (32) since the other  terms 
have a vanishingly small effect on the result. Now 
that we have selected the (63 ,S l )  code, we can 
compute the values of channel-bit rate, R,, and 
symbol rate, R,, using Equations (24) and (25), 
with M = 8. 

R, = - R = - 9600 E 11,859 channel- bit / s ( z )  (:;) 
R, - 11859 

R, =-- - = 3953 symbol / 
log2M 3 

Calculating Coding Gain 

Perhaps a more direct way of finding the simplest 
code that meets the specified error performance 
is to  first compute how much coding gain, G, is 
required in order to yield PR = when using 
8-PSKmodulation alone; then we can simply choose 
the code that provides this performance improve- 
ment (Table 3). First, we find the uncoded E,/Nll 
that yields an error probabilityofPB = 10-9bywrit- 
ing from Equations (18) and (31) the following. 

At this low value of bit-error probability, it is 
valid to use Equation (16) to approximate Q(x) in 
Equation (33). By trial-and-error (on a programmable 
calculator), we find that the uncoded E,JNo = 120.67 
= 20.8 dB, and since each symbol is made up of 
log2 8 = 3 bits, the required (Eh/NO)rt,lcodm = 120.6713 
= 40.22 = 16 dB. From the given parameters and 
E q u a t i o n  (12) ,  we  know t h a t  t h e  rece ived  
(Eb/NO)coded = 13.2 dB. Using Equation (23), the 
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Figure 4. Direct-sequence spread-spectrum MODEM with channel coding. 

required coding gain to meet the bit-error perfor- 
mance of PB = IO-” is 

G ( d B ) = [ % )  @U)-[$) coded (dB) 
l 1 1 7 C o d d  

= I 6  dB-13.2 d B = 2 . 8  dB 

To be prccise, each of the EhlNo values in the 
above computation must correspond to  exactly 
the same value of bit-error probability (which 
they do not). They correspond to PB = and 
PB = 1.2 x 1O-I0,  respectively. However, at these 
low probability values, even with such a discrep- 
ancy, this  computa t ion  still provides  a good 
approximation of the required coding gain. In search- 
ing Table 3for the simplest code thatwill yield acod- 
ing gain of at least 2.8 dB, we see that the choice 
is the  (63, 5 1)  code,  which corresponds t o  the 
same code choice that we made earlier. 

Example 4: Direct Sequence (OS) Spread Spec- 
trum Coded System 
Spread-spectrum systems are  not usually classi- 
fied as being bandwidth- or power-limited. How- 
ever, they are generally perceived to be power-limited 
systems because the bandwidth occupancy of the 
information is much larger than the bandwidth 
that is intrinsically needed for the information trans- 
mission. I n  a direct-sequence spread-spectrum 
(DSiSS) system, spreading the signal bandwidth 
by somc factor permits lowering the signal-power 
spectral  density by t h e  same factor  ( the  total  
average signal power is the same as before spread- 
ing). The bandwidth spreading is typically accom- 
plished by multiplying a relatively narrowband 
data signal by a wideband spreading signal. The 
spreading  s ignal  o r  spreading  code  is of ten  
referred to as a pseudorandom code, or PN code. 

Processing Gain - A typical DSiSS radio sys- 
tem is often described as a two-step BPSK modu- 
lation process. In the first step, the carrier wave is 
modulated by a bipolar data waveform having a value 
+ 1 or  -1 during each data-bit duration; in the 

second step, the output of the first step is multi- 
plied (modulated) by a bipolar PN-code wave- 
form havingavalue + 1 or-1 during each PN-code-bit 
duration. In reality, DSiSS systems are usually imple- 
mented by first multiplying the datawaveform by the 
PN-code waveform and then making a single pass 
through a BPSK modulator. For  this example, 
however, it is useful to  characterize the modula- 
tion process in two separate steps - the outer mod- 
ulatoridemodulator for the data, and the inner 
modulatoridemodulator for the PN code (Fig. 4). 

A spread-spectrum system is characterized by 
a processing gain, Gp, that is defined in terms of 
the  spread-spectrum bandwidth, WsF, and  the  
data rate, R, as follows [16]. 

(34) 

For a DS/SS system, the PN-code bit has been 
given the name “chip,” and the spread-spectrum sig- 
nal bandwidth can be shown to be about equal to the 
chip rate. Thus, for a DSiSS system, the process- 
ing gain in Equation (34) is generally expressed 
in terms of the chip rate, R,I,, as follows. 

(35) 

Some authors define processing gain to be the 
ratio of the spread-spectrum bandwidth t o  the 
symbol rate. This definition separates the system 
performance due to bandwidth spreading from 
the performance due to error-correction coding. 
Since we ultimately want to relate all of the cod- 
ing mechanisms relat ive t o  t h e  informat ion  
source,  we shall conform t o  t h e  most  usually 
accepted  def ini t ion for  processing gain,  as  
expressed in Equations (34) and (35). 

A spread-spectrum system can be used f o r  
interference rejection and multiple access (allowing 
mult iple  users  t o  access  a communica t ions  
resourcesimultaneously).The benefitsof DSiSSsig- 
nals are best achieved when the processing gain is 
very large; in otherwords, the chip rate of the spread- 
ing (or  PN) code is much larger than the  da ta  
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rate. In such systems, the large value of G, allows the 
signalingchips to be transmitted at apower levelwell 
below that  of the  thermal  noise. We will use a 
value of Gp = 1000. At the receiver, the despread- 
ing operation correlates the incoming signal with 
a synchronized copy of the  P N  code,  and thus 
accumulates the energy from multiple (Gp) chips 
to yield the energy per data bit. The  value of C p  
has a major influence on the performance of the 
spread-spectrum system application. However, the 
value of Gp has no  effect on  the received EbiNO. 
In other words, spread spectrum techniques offer no 
error-performance advantage over thermal noise. 
For DS/SS systems, there is no disadvantage either! 
Sometimes such spread-spectrum radio systems 
are employed only to enable the transmission of very 
small power-spectral densities, and thus avoid the 
need for FCC licensing [17]. 

Channel Parameters for Example 4 - Con- 
sider a DSiSS radio system that  uses the  same 
(63,5l)  code as in the previous example. Instead 
of using MPSK for the data modulation, we shall 
use BPSK. Also, we shall use BPSK for modulat- 
ing the PN-code chips. Let the received SIN" = 
48 dB-Hz, the data rateR = 9600 b/s, and the required 
Ps I l@. For  simplicity, assume that there are  
no bandwidth constraints. Our taskissimply to deter- 
mine whether or not the required error performance 
can be achieved using the given system architec- 
ture and design parameters. In evaluating the sys- 
tem, we will use the same type of transformations 
used in previous examples. 

Solution to Example 4 
A typical DSiSS system can  b e  implemented  
more simply than the one shown in Fig. 4. T h e  
d a t a  and  t h e  P N  code  would b e  combined  a t  
baseband, followed by a single pass through a 
BPSK modulator. We assume the existence of the 
individual blocks in Fig. 4, however, because they 
enhance our understanding of the transformation 
process. The relationships in transforming from data 
bits, to channel bits, to symbols, and to chips (Fig. 
4) have the same pattern of subtle but straightfor- 
ward transformations in ra tes  and energies as  
previous relationships (Figs. 2-3). The  values of 
R,, R,, and Rch can now be calculated immediate- 
ly since the (63,Sl) BCH code has already been select- 
ed. From Equation (24) 

R,= - R =  - 9600~11,859channel-bit /h ( 2 )  [::) 
Since the data modulation considered here is 

BPSK, 

R,y = R, 11,859 symbolis 

and from Equation (35), with an assumed value 
of e, = 1000, 

Rch = e$ = 1000 x 9600 = 9.6 x lo6 chipis 

Since we have been given the same SINO and 
the same data  rate as in Example 2, we find the 
valueofreceivedEhiNofromEquation (19) to be 8.2 
dB (or 6.61). At the demodulator,wecan now expand 
the  expression for  SiNo in Equat ion  (28)  and  
Appendix A, as follows. 

Corresponding t o  each t ransformed entity 
(data bit, channel bit, symbol, o r  chip) there is a 
change in rate, and similarly a reciprocal change 
in energy-to-noise  spec t ra l  densi ty  for  t h a t  
received entity. Equat ion (36) is valid for  any 
such transformation when the rate and energy are 
modified in a reciprocal way. There is a kind of 
conservation ofpower (orenew) phenomenon in the 
t ransformations.  T h e  to ta l  received average  
power  ( o r  to ta l  received energy  p e r  symbol  
dura t ion)  is fixed regardless of how it is com- 
puted - on the basis of data-bits, channel-bits, 
symbols, or chips. 

The ratioE,h/Noismuchlessinvalue thanEb/No. 
This can seen from Equations (36) and ( 3 5 ) ,  as 
follows. 

- [ )= -- [ ]=[L]% (37) 
N O  N O  Rch N O  GpR e, N O  

But, even so, the despreading function (when 
properly synchronized) accumulates the energy 
contained in a quantity G,, of the chips, yielding 
the same value, Eb/No = 8.2 dB, as was computed 
earlier from Equation (19). Thus, the DS spread- 
ing transformation has no effect on the error per- 
formance of an AWGN channel (41, and the value 
of G, has no bearing on the  value of PB in this 
example. From Equation (37), we can compute 

- Ech (dB) =A E (dB)-GJ, (dB) 

(38) 
NO NO 

=8.2 dB-(lOxlOglo 1000) dB 

=-21.8 dB 

The chosen value of processing gain (G, = 1OOO) 
enables the DSiSS system to operate at a value of 
chip energy well below the thermal noise, with the 
same error performance as without spreading. 

Since BPSK is the data modulation selected in 
this example, each message symbol therefore cor- 
responds to a single channel bit, and we can write 

where the received Eb/N[, = 8.2 dB (or 6.61). Out 
of the BPSK data demodulator, the symbol-error 
probability, PE, (and the channel-bit error proba- 
bility,~,) is computed as follows [4]. 

Using the results of Equation (39) in Equation 
(40) yields 

pc = Q(3.27) = 5.8 x IO4 

Finally, using this value ofp,. in Equation (32) for 
the (63,Sl)  double-error correcting code yields 
the output bit-error probability of PB = 3.6 x lo-'. 
We can therefore verify that, for the given archi- 
tecture and design parameters of this example, 
the system does in fact achieve the required error 
performance. 
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Conclusion 

he goal of this tutorial  has been to review T fundamental relationships in defining, design- 
ing, and evaluating digital communication system 
performance. First, we examined the concept of 
bandwidth-limited and  power-limited systems 
and how such conditions influence the  design 
when the  choices a re  confined t o  MPSK and  
MFSK modulation. Most important, we focused 
on the definitions and computations involved in 
transforming from da ta  bits t o  channel bits t o  
symbols to chips. In general, most digital commu- 
nication systems sha re  these  concepts;  thus, 
understanding them should enable one to evalu- 
ate other such systems in a similar way. 
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