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There is an increasing recognition that evolutionary processes play a key role in determining the dynamics of range
expansion. Recent work demonstrates that neutral mutations arising near the edge of a range expansion sometimes surf
on the expanding front leading them rather than that leads to reach much greater spatial distribution and frequency than
expected in stationary populations. Here, we extend this work and examine the surfing behavior of nonneutral mutations.
Using an individual-based coupled-map lattice model, we confirm that, regardless of its fitness effects, the probability of
survival of a new mutation depends strongly upon where it arises in relation to the expanding wave front. We
demonstrate that the surfing effect can lead to deleterious mutations reaching high densities at an expanding front, even
when they have substantial negative effects on fitness. Additionally, we highlight that this surfing phenomenon can occur
for mutations that impact reproductive rate (i.e., number of offspring produced) as well as mutations that modify juvenile
competitive ability. We suggest that these effects are likely to have important consequences for rates of spread and the
evolution of spatially expanding populations.

Introduction

The biology of range shifting has assumed consider-
able importance in recent years. Invasive species pose a ma-
jor threat to native biodiversity and have widespread and
substantial economic impacts (Sharma et al. 2005). Current
rapid climate change is already responsible for the distribu-
tional shifts of many organisms (Parmesan and Yohe 2003),
and recent predictions indicate that it may drive a high pro-
portion of species to extinction over the next century
(Thomas et al. 2004). Research geared toward predicting
the future biogeographic ranges of species is booming,
and there have been some major advances, not least in
the development of increasingly sophisticated climate
niche models that project future distributions (e.g., Araujo,
Pearson, et al. 2005; Araujo, Whittaker, et al. 2005).

Somewhat belatedly, there is a growing recognition
that evolutionary processes can play an important role in
invasion biology (see reviews by Hänfling and Kollmann
2002; Lambrinos 2004; Hastings et al. 2005). Hybridization
(e.g., Ellstrand and Schierenbeck 2000; Bossdorf et al.
2005), local adaptation (e.g., Quinn et al. 2001; Reznick
and Ghalambor 2001; Parker et al. 2003; Butin et al. 2005;
Hammershøj et al. 2006), and life history evolution (e.g.,
selfing rates—Daehler 1998; resistance to herbivores—
Garcia-Rossi et al. 2003; dispersal behavior—Simmons
and Thomas 2004; Phillips et al. 2006) have all now been
implicated as determinants of either the probability that an
introduction leads to an invasion or the spatial dynamics
of the invasion.

Few theoretical studies have incorporated evolution-
ary processes into models of range expansion. However,
some progress has been made in this direction: several stud-
ies have considered how genetic diversity should be struc-
tured in tree species that have undergone range changes,
and these have demonstrated the important role that can
be played by occasional long-distance dispersal (e.g., Le
Corre et al. 1997; Austerlitz and Garnier-Géré 2003);
Garcı́a-Ramos and Rodrı́guez (2002) demonstrated the in-
teracting roles played by local adaptation and habitat het-
erogeneity in determining the rate of spread of invasion;
Travis and Dytham (2002) showed that range expansion
may be accelerated by the evolution of increased rates of
dispersal at the expanding front. Rather similar spatial
models to those employed by Travis and Dytham (2002),
Edmonds et al. (2004), and Klopfstein et al. (2006) demon-
strate that neutral mutations arising on the edge of a range
expansion sometimes ‘‘surf’’ on the wave of advance and
can thus reach a larger spatial distribution and higher fre-
quency than would be expected in stationary populations.
Klopfstein et al. (2006) suggest that this surfing phenom-
enon may increase the rate of evolution of spatially expand-
ing populations.

In this study, we examine whether the surfing behavior
described for neutral mutations is likely to be equally im-
portant for the spatial dynamics of nonneutral mutations.
Previous work on neutral mutations has highlighted the im-
portance of the initial location of the mutation relative to the
edge of the range expansion, and we assess whether this is
equally important for mutations that affect fitness. Addi-
tionally, we look at allele frequency clines (AFCs) and es-
tablish characteristic spatial patterns for mutations with
different fitness effects. In the light of our results, we recon-
sider whether mutation surfing is likely to accelerate evo-
lutionary adaptation during range expansion. These results
have potentially important implications for the study of
range expansions in at least 3 contexts: invasion biology,
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range shifting of biodiversity in response to current climate
change, and the settlement of Europe by modern humans.

The Model

Ourdiscrete timemodel isadirectextensionofthoseused
in recent, similar studies (Edmonds et al. 2004; Klopfstein
et al. 2006) and has much in common with other cel-
lular models used to study invasion dynamics (e.g., Travis
and Dytham 2002). We simulate the range expansion of
haploid individuals existing on a rectangular 2-dimensional
stepping-stone lattice (25 � 100 demes) with absorbing
boundaries. Initially the whole lattice is empty but suitable
for colonization. Four individuals, carrying the same allele,
are introduced into the middle of the left side of the grid
(position [0,12]) to initiate the range expansion. Simulation
of a generation consists of 2 steps; within-patch dynamics
and dispersal between patches. The density of a deme is
logistically regulated with carrying capacity K and intrinsic
growth rate r. Dispersal can occur with individuals moving
from their natal deme to one of the nearest 4 neighboring
patches. In most simulations, we employ absorbing bound-
ary conditions, where individuals moving into an unsuitable
patch or dispersing off the edge of the lattice die. However,
we also run some simulations employing reflective bound-
ary conditions and compare the outcomes.

We allow for the occurrence of a new mutation exactly
as specified by Klopfstein et al. (2006). The (x, y) coordi-
nates of a deme are specified, where the new mutation
should appear, along with the number of generations
elapsed between the initial colonization of this deme and
the occurrence of the mutation. Unless stated otherwise,
in the simulations presented here, the mutation occurs at
position (10,12) in the first generation following coloniza-
tion of this deme. A single individual in this deme is se-
lected at random to carry the new allele. Individuals
carrying the mutant allele then experience the same series
of events as the rest of the population, with demographic
regulation preceding dispersal. In all the simulations re-
ported in this study, the simulations continue either until
the mutation has become extinct or until it has survived
for 500 generations.

The previous studies by Edmonds et al. (2004) and
Klopfstein et al. (2006) considered only neutral mutations,
and they incorporated drift by using the binomial distribu-
tion. In this paper, we extend these previous models by al-
lowing mutations to alter the relative fitness of individuals.
We incorporate the processes of selection and drift as fol-
lows. In each generation, we assume that all the individuals
give birth to a number of offspring that is drawn at random
from the Poisson distribution with mean r. Offspring inherit
their genotype from their parent. This produces a pool of
juveniles within each deme that may consist of a mixture
of mutants and nonmutants. If the number of juveniles is
smaller than K, then all survive to become the adults of
the next generations. Otherwise, the composition of mu-
tants and nonmutants that survive juvenile competition to
comprise the K adults in the next time step is drawn at ran-
dom from Wallenius’ noncentral hypergeometric distribu-
tion (Wallenius 1963). Using this distribution provides

a computationally efficient way of simulating biased lottery
competition. Four parameters are required to make each
random draw from this distribution: the number of adults
that will be present in the next generation (K), the number
of mutants in the juvenile pool, the total number of juve-
niles, and the bias. If the bias parameter is set to 1.0, the
model simulates the dynamics of a neutral mutation. Values
of this parameter greater than 1.0 are used to simulate the
dynamics of beneficial mutations, whereas values less than
1.0 are used to simulate the dynamics of deleterious muta-
tions. For example, an individual with a bias of 1.1 is 10%
more likely to survive to the next generation than an indi-
vidual with a bias of 1.0.

Initially, we perform sets of simulations varying the
fitness effect of the mutant but keeping all other parameters
constant. We use biases of 1.050, 1.200, and 1.500 to sim-
ulate the dynamics of mildly, moderately, and highly ad-
vantageous mutations, respectively, and 0.952, 0.833,
and 0.667 for mildly, moderately, and highly deleterious
mutations, respectively. Note that the deleterious values
are the reciprocals of the advantageous values to allow
direct comparison. We also use a neutral mutation
(bias 5 1.000). In all these simulations, we set K 5 10
and r 5 1.8 and the probability that an individual disperses
(m) is set to 0.1. We record descriptive statistics from as
many simulations as it takes to obtain 500 ‘‘successful’’
simulations for each fitness effect. We define a successful
simulation as one in which the mutant allele is still present
in the gene pool 500 generations after its initial arrival in the
population.

To establish how robust the results are to key assump-
tions of the model, we run 2 sets of additional simulations.
In the first of these, we establish the role of key demo-
graphic parameters by running simulations in which we
vary K, r, and m. In the second set, we seek to establish
how important the nature of the mutation effect is for
the dynamics. In all the other simulations conducted in this
paper, mutations result in an individual having an altered
competitive ability as a juvenile. Here, we modify the
model such that individuals carrying the mutated gene have
a different r (but have the same juvenile competitive ability;
the bias in the Wallenius’ noncentral-hypergeometric distri-
bution is set to 1.0).

The descriptive statistics recorded include the fre-
quency and spatial distribution of the mutation at different
time points after colonization. We follow Klopfstein et al.
(2006) in using the centroid of the mutant’s spatial distri-
bution to determine whether surfing has occurred, and we
record the proportion of successful simulations in which the
centroid of the mutant spatial distribution moved more than
30 demes in the direction of expansion. Additionally, we
record 2 other statistics that we believe help to describe
the spatial dynamics by identifying how frequently mutants
are surfing anywhere along the leading edge of the range
expansion and how often they are present within the most
advanced deme of the expansion. First, we record the pro-
portion of successful simulations in which the mutant is
present within the deme (or demes) that is furthest right
on the entire lattice (i.e., the occupied patch with the highest
x coordinate). Second, we record the proportion of success-
ful simulations in which the mutant is present within at least
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one of the rightmost demes. That is, for each y, we look at
the occupied patch with the highest x coordinate and see if
a mutant is present. We record the proportion of simulations
in which a mutant is present within at least one of these
patches. Additionally, we plot AFCs to investigate how
the spatial distribution of a mutant is likely to differ depend-
ing upon its fitness effect.

Results
Surfing Behavior of Nonneutral Mutations

The likelihood that a new mutation survives to a spec-
ified time point will clearly depend upon its fitness effect
(see table 1). The fitter the mutant relative to individuals
with the initial allele, the greater its survival probability.
For example, we find that beneficial mutations with a fitness
of 1.5 times that of the initial allele survive with a probabil-
ity of 0.639, whereas mutants with a fitness of only 0.667
that of the initial allele survive with a probability of just
0.051. As a proportion of all mutations (i.e., those that sur-
vive and those that perish), beneficial mutations are more
likely to surf than deleterious mutations (table 1). However,
if we consider the spatial distribution of only the surviving
mutants (i.e., look only at the successful simulations), we
find that the lower the fitness of the mutant the more likely
it is to have surfed (table 1). In this paper, we are, like
Edmonds et al. (2004) and Klopfstein et al. (2006), most
interested in the spatial distribution of the mutants that
survive a range expansion and accordingly we present most
of our results in terms of the proportion of ‘‘surviving mu-
tants’’ that have ‘‘surfed.’’

Examples of the spatial and frequency distributions of
surviving beneficial, neutral, and deleterious mutations are
shown in figure 1 for different times from the onset of col-
onization. These examples have been selected as they illus-

trate the typical results noted from observations of many
runs of the simulations. These results highlight some impor-
tant differences in the spatial distribution of surviving mu-
tations depending upon their effect. Deleterious mutations
that survive to the end of the simulation have distributions
that are centered toward the expanding front, whereas most
surviving beneficial mutations have spatial distributions
centered close to their origin. This is as a result of each
of the 3 types of mutations exhibiting unequal likelihoods
of surfing on the expanding range (see table 1). For exam-
ple, whereas 0.408 surviving neutral mutations had surfed
(according to the centroid definition), only 0.190 of the
moderately beneficial (bias 5 1.20) mutations to survive
had surfed. In contrast, all 500 of the surviving moderately
deleterious mutations had surfed to some extent (according
to the centroid definition), and of these, 0.818 were still
surfing at the extreme front of the expanding population.

Deleterious mutations only survive for extended peri-
ods of time if they surf (fig. 2). Most deleterious mutations
do not remain at the leading edge of the expansion for long
and very rapidly become extinct. However, some mutants
become established ‘‘surfers’’ and are present across a broad
section of the leading edge. These mutants can continue to

Table 1
Summary Statistics for the Surfing Dynamics of Mutations
with Different Fitness Effects

Survival
Probability

Probability
of Surfing
(Centroid

Definition)

Probability
of Mutation

Being
Somewhere
along the

Front

Probability
of Mutation

Being
Right at
the Front

Neutral
(bias 5 1.00)

0.207 0.084 0.068 0.057
0.408 0.330 0.276

Deleterious
(bias 5 0.952)

0.098 0.084 0.066 0.059
0.852 0.672 0.598

Deleterious
(bias 5 0.833)

0.066 0.066 0.060 0.054
1.000 0.910 0.818

Deleterious
(bias 5 0.667)

0.051 0.051 0.049 0.043
1.000 0.968 0.850

Beneficial
(bias 5 1.05)

0.362 0.081 0.074 0.067
0.224 0.204 0.186

Beneficial
(bias 5 1.20)

0.527 0.100 0.085 0.075
0.190 0.162 0.142

Beneficial
(bias 5 1.50)

0.639 0.133 0.106 0.100
0.208 0.166 0.156

NOTE.—Two values are presented for each of the 3 surfing criteria. Above we

report the proportion of all mutants to surf, whereas below (in bold) we show the

proportion of surviving mutants to have surfed.

FIG. 1.—Typical spatial distributions of neutral (a), deleterious (b),
and beneficial (c) mutations 75, 150, 300, and 450 time steps after the
start of the invasion. The geographic origin of the expansion is at point (0,
12) on the left hand side of the grid, whereas the new mutations appear in
the deme at position (10,12). Yellow shading shows regions occupied by
only the initial genotype, whereas gray indicates regions where the mutant
is present. The red point highlights the centroid location of the mutants.
These results are gained using K 5 10 and r 5 1.8 and in (a) the fitness 5
1.00, in (b) fitness 5 0.833, and in (c) fitness 5 1.200.
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FIG. 2.—Mutation surfing leads to a decelerating rate of mutation
extinction. The figure illustrates the proportion of deleterious mutations
surviving through time (black line) and the proportion of these surviving
mutations that are present somewhere along the leading edge of the range
expansion (gray line). Here, fitness 5 0.833 and other simulation
conditions are as in figure 1.
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surf and therefore survive for substantial periods of time.
This process leads to a decelerating rate of mutant extinc-
tion through time (fig. 2).

Mutant AFCs

AFCs are observed for ‘‘surviving’’ neutral, beneficial,
and deleterious mutations, although the nature of these
clines is highly dependent upon the nature of the mutation
(fig. 3). The mean frequency of a mildly beneficial mutation
following range expansion is highest close to its origin (12
on the x axis), and there are relatively steep declines in fre-
quency on either side of this peak. For neutral and delete-
rious mutations, there are positive clines in the direction of
the range expansion, with steeper clines observed for the
more deleterious mutations. For beneficial mutations, the
clines are in the opposite direction, with the highest mutant
frequencies found a considerable distance from the front.
For biases 1.5 and 1.2, the mutant has reached fixation
in all the simulations (mean mutant frequency 5 1.0) for
x , 36 and x , 18, respectively. It is interesting to note
that the clines for beneficial mutations are much steeper
than the clines for their equivalent strength deleterious
mutations.

Proximity to the Wave Front

The number of generations elapsed between the initial
colonization of a deme and the occurrence of the mutation
(referred to as age of deme or DT in the following) is a key
factor in determining the probability that the mutation sur-
vives (fig. 4). Klopfstein et al. (2006) illustrated that this
was true for neutral mutations (see their fig. 4), and our re-
sults show it to be the case for both deleterious and bene-
ficial mutations. However, steeper declines in survival
probability are observed for deleterious mutations. For ex-
ample, although a change in DT from 0 to 2 results in a 22%
reduction in the proportion of surviving beneficial mutants

(bias 5 1.50), the same change in DT results in a 75% re-
duction in the proportion of surviving deleterious mutants
(bias 5 0.667). Thus, the age of the deme in which a mutant
first appeared is especially important for deleterious muta-
tions and in particular for those with strong disadvantages.

The Roles of r, K, and m

Qualitatively, we obtain very similar results over
a range of r, K, and m. As r is increased, there is a greater
probability that the mutant will survive and this is true re-
gardless of the fitness effect of that mutant (fig. 5a). For
deleterious mutants, higher r values result in a higher prob-
ability of surviving, whereas for neutral and beneficial mu-
tants, the pattern is reversed with a lower frequency of
surfing observed when r is higher (fig. 5b). The survival
of mutants is greater when K is higher, and the shape of
the relationship between fitness effect and survival proba-
bility is largely insensitive to varying K (fig. 5c). For sur-
viving beneficial mutations, there is a greater surfing
probability when K is small, whereas surviving deleterious
mutations are more likely to have surfed when K is large. In
a set of simulations varying the rate of dispersal and using in
turn m 5 0.1, m 5 0.2, and m 5 0.3, we find that the results
are qualitatively very similar. The relationships between the
fitness effect of a mutant and survival and surfing probabil-
ities are consistent across dispersal rates. However, a closer
look at the results does reveal some trends (see table 2).
The probability of a deleterious mutation surviving is low-
er when m is higher; for example, for a mutation with
fitness 5 0.667, 0.050 of all mutants survive with m 5
0.1, whereas 0.040 survive with m 5 0.3. However, for ben-
eficial mutations, there is a slightly elevated probability of
survival for higher rates of dispersal. Surviving deleterious
mutations are more likely to have surfed when dispersal rate
is high, whereas surviving beneficial mutations are more
likely to have surfed when m is low.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 20 40 60 80 100

x-coordinate

F
r
e
q

u
e
n

c
y
 
o

f
 
t
h

e
 
m

u
t
a
n

t
 
a
l
l
e
l
e
 

1.51.2 1.051.0 0.952 0.8330.667

Bias

FIG. 3.—Profiles of mean mutant frequencies along the x axis. These
results depict the mean frequencies for 500 successful simulations for
each of the 7 types of mutations simulated. Both the direction and the
gradient of the clines depend upon the nature of the mutation. Again, K 5
10 and r 5 1.8 and other simulation details are as in figure 1.
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The Fate of Mutations that Alter r

When we consider the fate of mutants that have an al-
tered r (mean number of offspring produced), we observe
qualitatively similar results to those for mutations that im-
pact on juvenile competitive ability (fig. 6). We should
highlight here that whereas in other simulations, the rate
of range expansion is constant regardless of the fitness
of the individuals (fitness only altered relative competitive
ability), in these simulations, the rate of expansion will in-
crease should a mutant with higher r survive and surf. Sim-
ilarly, it will decrease if a mutant with lower r surfs at the
front. Unsurprisingly, mutants with lower r than the initial
population are much less likely to survive than those with
higher r (fig. 6a). However, those mutants that have mild
deleterious impact on r have a nonnegligible probability of-
surviving. For example, when the initial population all has
r 5 1.80, mutants with r 5 1.75 and r 5 1.70 survive 8.0%
and 3.8% of the time, respectively. When just the surviving
mutations are considered, those that are deleterious are
more likely to have surfed than those that are neutral or ben-
eficial (fig. 6b). However, the relationship is not quite as
straightforward as for the mutations impacting juvenile
competitive ability; surviving beneficial mutants are con-
siderably more likely to have surfed when they have in-
creased r instead of increased juvenile competitive ability.

Landscape Structure and Surfing Dynamics

Most landscapes are heterogeneous, with some areas
more suitable for colonization than others. This heteroge-

neity may have important implications for the surfing be-
havior and the spatial patterns that result. When an
invading population has to pass through a narrower region
of suitable habitat, the precise location at which the muta-
tion first appears becomes extremely important (fig. 7). Mu-
tations that appear very close to the geographical bottleneck
and especially those that appear just beyond it are the most
likely to survive. Additionally, this added landscape com-
plexity means that mutations that arise in some locations
have extremely reduced probabilities of surfing and/or sur-
vival. For beneficial mutations, the main effect is seen in the
different probabilities of them surfing through the bottle-
neck to high densities toward the right hand side of the lat-
tice. For deleterious mutations, the survival probability
itself is highly dependent upon the location at which the
mutation occurs. Qualitatively, very similar results are ob-
tained when reflective, as opposed to absorbing, boundaries

Table 2
The Rate of Dispersal Influences the Likely Fate of
a Mutation

Dispersal

Mutant fitness 0.1 0.2 0.3

0.667 0.050 (0.970) 0.044 (0.980) 0.040 (0.990)
1.000 0.206 (0.344) 0.183 (0.332) 0.172 (0.302)
1.500 0.587 (0.196) 0.617 (0.122) 0.603 (0.120)

NOTE.—Here, we report 1) the probabilities that mutations survive to T 5 500

and in brackets; 2) the proportion of those surviving mutants to have surfed on the

leading edge of the range expansion. All other simulation conditions are the same as

used in figure 1.
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FIG. 5.—The effects of varying K and r. The probability that a mutant survives depends upon the fitness effect of the mutant and also on the values
of r (a) and K (c). The probability that a ‘‘surviving mutant’’ surfs on the wave front also varies according to the fitness effect and the values of r (b) and
K (d). In (a) and (b), the black points show results for r 5 1.2, crosses r 5 1.8 and gray points r 5 2.5. In (c) and (d), the black points show results for
K 5 10, crosses K 5 50 and gray points K 5 100. In drawing (b) and (d), we use the third surfing definition (that the mutant has to be right on the
front—see table 1). All other parameters are as in figure 1.
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are assumed. There are subtle quantitative differences (fig.
7) with both a greater survival probability and a greater
probability of surfing for those mutants that occur in close
proximity to the habitat edge.

Range Expansion from the South East of Europe

To illustrate the spread of mutant genes on a more spa-
tially realistic landscape, we follow Klopfstein et al. (2006)
by simulating the spread of a population into Europe from
the near east. We run exactly the same model used for the
regular grids but now on the European land surface, allow-
ing us to examine how key features such as water bodies
and uninhabitable mountain ranges influence the surfing
phenomenon and the spatial genetic patterns that are likely
to emerge. These effects are likely to be important both for
patterns of genetic diversity observed in European humans
today as a result of their past range expansion, but are
equally likely to be important for invasive species spreading
through Europe, and species undergoing range shifts as a re-
sult of climate change. For these simulations, we impose
a grid over the European land surface with each grid cell

roughly 7 km by 7 km. In most of the simulations, we as-
sume that all land is available for colonization unless it is
above 1,000 m (cf., Klopfstein et al. 2006 who assumed that
all land was available). On average, surviving beneficial
mutations are found most frequently toward their origin
and least frequently toward the expanding range margin,
whereas the converse is true for deleterious mutations
(fig. 8). This pattern is the same as found on the regular
lattices. The patterns observed for neutral and beneficial
mutations are suggestive of a somewhat bimodal distribu-
tion with peaks in mean mutant frequency close to the or-
igin of the mutations (higher peak) and also close to the
edge of the range expansion (lower peak). This is particu-
larly clear in figure 8a (neutral mutation) with a light gray
area present just inside the boundary of the range margin.
Because this is a stochastic model, different simulations re-
sult in range expansions that travel somewhat different dis-
tances, and this explains why in some of these figures there
is a very distinct black or white band right at the expanding
margin: a single invasion that happened to be either mutant/
nonmutant that spreads slightly further than the rest will de-
termine the mean mutant frequency in the extra areas that it
reaches.

While observing many of these simulated range ex-
pansions across Europe, it rapidly becomes obvious that
the mountains can play an important role, both in determin-
ing the final spatial patterns and in determining the like-
lihood that a mutation arising in a particular location
survives. In figure 8b (bias 5 0.833), the role of the Carpa-
thian mountains is quite clear, with the wild-type mutations
displacing the surfing deleterious mutations less rapidly in
areas where the spread is impeded by the mountain range.
In some cases, the presence of a mountain range can make
a dramatic difference to the mean mutant frequencies that
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FIG. 6.—Mutations that reduce r can survive and surf. Qualitatively
similar results are obtained when the mutation alters r rather than relative
competitive ability. In (a), we report the probability that a single mutant
survives to T 5 500. For each value of r, we repeatedly ran the simulation
until we had obtained 500 surviving mutants. In (b), we show the
proportion of the surviving mutants that are surfing on the extreme edge
of the wave (third surfing definition) at T 5 500. In these simulations,
mutations have no effect on relative competitive ability. The initial
population, all have r 5 1.8. All other simulation conditions are as
described previously.

FIG. 7.—The impact of a bottleneck on the surfing behavior. The red
cells indicate the region specified as unsuitable. Any individuals
dispersing into this area die. These figures show how the bottleneck
can introduce considerable spatial variability in the probabilities for
survival (a), (c), and (e) and surfing (b), (d), and (f). (a) and (b) show
results for a beneficial mutation with absorbing boundaries (fitness 5
1.200), whereas (c) and (d) show equivalent results for a deleterious
mutation (fitness 5 0.833). (e) and (f) show the results for a deleterious
mutation with reflective boundaries. Mutations that occur very close to
the bottleneck and especially those that occur just beyond the bottleneck
are the most likely to survive and surf. Darker gray shades indicate higher
probabilities as shown by the legend—black indicates probabilities
.0.20. For each coordinate (x, y) on the landscape between 9 , x , 40,
we ran the model 500 times introducing the mutant at (x, y) when DT 5 0.
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are observed: in figure 9, we present a comparison between
2 sets of simulations in which the only difference is the sta-
tus of land above 1,000 m. Where the high land is unsuit-
able (fig. 9a), this deleterious mutation obtains much higher
mean frequency over a wider spatial extent than where it is
suitable (fig. 9b). This example is quite typical and certainly
not extreme. Landscape features that promote bottlenecks
can create even greater differences, but linear features, such
as the Alps in this example, can also create quite substantial
effects. When we run these simulations using reflective,
rather than absorbing boundary conditions, we observe
qualitatively similar differences between the dynamics of
mutants with different effects. With reflective boundary
conditions, the range expansion proceeds more rapidly as
does the spread of the mutants, whatever their effect. We
observe that the boundary conditions are most important
when a mutation occurs close to a boundary in the proxim-
ity of a geographical bottleneck, as under these conditions
the mutant is much more likely to survive and will have
a much higher initial rate of spread when the boundary
is reflective.

Discussion

Our results emphasize that the mutation surfing phe-
nomenon can be important in determining the spatial
distributions of beneficial and deleterious mutations in
populations during and after range expansions. Previous
work has described the surfing phenomenon for neutral
mutations (Edmonds et al. 2004; Klopfstein et al. 2006),
but this is the first study to consider the potential role of
surfing dynamics for mutations with fitness effects. Our re-
sults indicate that deleterious mutations arising at an ex-
panding front have a far higher chance of persisting than
they would in a stationary population. Most deleterious mu-
tations become extinct very rapidly following their intro-
duction. However, even these competitively inferior
mutants may begin to surf the expanding wave such that
they reach local fixation in the population. When they occur
right on the range margin, they may, by chance, become the
colonists in the next available patch of habitat, and a succes-
sion of these founder effects can rapidly amplify the fre-
quency of mutations even with quite considerable fitness

FIG. 8.—Mutation surfing in simulations of the colonization of Europe. These show the mean frequency of 100 surviving mutants (lighter is more
frequent) in which colonization started in the far Southeast (shown by the black arrow in a) and a mutation occurred just to the east of Istanbul (shown
by the gray arrow in a). In (a), the spatial distribution of a neutral mutation is shown (fitness 5 1.00), in (b) a deleterious mutation (0.833), in (c)
a moderate beneficial mutation (fitness 5 1.200), and in (d) a strongly beneficial mutation (fitness 5 1.500). They confirm that the same surfing effects
happen on a real landscape and highlight the need to take landscape structure into account. These results were generated assuming that land over 1,000
m unavailable for colonization (shown in red). The dispersal function was also modified slightly from the regular lattice model: in these simulations,
most dispersing individuals move to one of the nearest neighbor cells but 0.10 move up to 3 cells from the natal patch.
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disadvantages. In some simulations, deleterious mutations
become ‘‘established surfers’’ occurring across a broad sec-
tion of the expanding front, and in these circumstances the
mutation can continue to surf and survive for long periods.
The location at which a deleterious mutation occurs relative
to the range front is even more important than Klopfstein

et al. (2006) found it to be for neutral mutations. If time
from colonization (DT) is very small, then the mutant is
likely to arise in a patch with very few, or no, competitors.
In this environment, it performs just as well as a nonmutant,
and it will be as likely as a nonmutant to provide a colonist
for the next empty cell. However, as DT increases, there will
on average be more individuals in the patch and the patch is
less likely to still be right on the wave front. This immedi-
ately makes it less likely that the mutant will be the indi-
vidual that provides a colonist to the next vacant patch (and
less likely that when it does provide a colonist, it is the only
one). Additionally, competition becomes important as the
local population reaches equilibrium density, and this
means selection begins to act against the mutant. It is this
second effect that makes DT even more important for del-
eterious mutants than for neutral mutants. If DT is higher
than at their origin and in patches to which they initially
expand, deleterious mutants are more likely to suffer from
selection that favors the nonmutants. Conversely, for ben-
eficial mutations, selection effects favoring the mutant over
the established population tend to somewhat flatten the re-
lationship between DT and the probability of a mutation ei-
ther surviving or surfing.

Qualitatively similar results were obtained for a range
of K, r, and m. However, all 3 parameters do have some
effect on the observed results (fig. 5 and table 2). Increasing
r and/or K inevitably lowers the probability that a new
mutant goes extinct due to stochasticity and thus mutations
have a higher probability of survival when K and r are
higher. Surfing of deleterious mutations is somewhat more
likely when r is higher, and this is a result of the increased
rate at which the population at the range margin expands
into empty space. A deleterious mutant that initially starts
to spread at the expanding front has a higher chance of
keeping ahead of the fitter individuals if r is higher. Dis-
persal probability has relatively little influence on the out-
come. However, it does lead to subtle changes that differ
according to whether the mutant is beneficial or deleterious.
Deleterious mutations have a higher probability of survival
when dispersal is low. On the contrary, beneficial mutations
survive more frequently with higher rates of dispersal. This
pattern can be explained as with a lower dispersal probabil-
ity, the spatial population becomes more viscous and drift
becomes more influential, favoring the persistence of del-
eterious mutations.

We compared the outcome of simulations using
mutations that alter juvenile competitive ability with sim-
ulations where mutations altered r, the mean number of
offspring produced. Even when the effect of a mutation
is to reduce r, the mutation sometimes reaches high fre-
quency and spatial extent when it occurs right at the ex-
panding margin. However, this only occurs for mutations
that result in a relatively small reduction in r (fig. 6).
Whereas mutations impacting competitive ability never al-
ter the rate of spread of a population into an empty region,
mutations influencing r will modify the rate of spread if
they become abundant at the front. A mutation with reduced
r will only be able to persist at an expanding front through
the surfing effect when its rate of spread into the empty re-
gion is greater than that at which the nonmutant population
displaces the mutant from areas that it occupies. Our results

FIG. 9—Landscape structure can play an important role in
determining spatial patterns in surviving mutation frequency. This figure
depicts the mean frequencies for a deleterious mutation (fitness 5 0.833)
in simulations, where land above 1,000 m is assumed to be unsuitable (a)
and suitable (b). In both cases, the mutation arises at the location
indicated by the white arrow in (a). All other details are as described for
figure 8.
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suggest that the region of parameter space within which
this occurs may be relatively small. In the model presented
here, we have considered the dynamics of just a single
mutant. An interesting avenue for future work will be
to explore whether the gradual accumulation of numer-
ous deleterious mutations, each having a small effect on
r, can potentially result in a decelerating rate of range
expansion.

In this paper, we have focused on the survival and
distribution of mutations 500 generations after their initial
introduction at the front. Klopfstein et al. (2006) demon-
strated that survival and surfing probabilities vary as time
since arising increases. The survival probability of a neutral
mutant can be much lower after 1,500 generations than after
500 (see table 1, Klopfstein et al. 2006), and this trend is
most marked when K is high. The probability of a surviving
neutral mutant having surfed increases the longer the sim-
ulation has run. We anticipate that deleterious mutations
will experience a steeper decline in survival over time than
advantageous mutations but that a greater frequency of
deleterious mutations to have survived for longer will
have surfed.

Klopfstein et al. (2006) suggested that range expan-
sion might speed up evolutionary adaptation. Although it
certainly seems to be the case that the surfing phenomenon
can lead to considerable spatial differentiation in genotypes
whether they are neutral or not, we do not find any evidence
that beneficial mutations are concentrated by a range expan-
sion. In fact, our model results indicate that when we ob-
serve recently expanded populations, we might expect to
see the opposite pattern, with a concentration of the recent
beneficial mutations toward the core of the range, and
a higher than average frequency of deleterious mutations
toward the recently expanded margins. Rather than an ac-
celerated rate of evolution during a range expansion, we
might instead expect an accumulation of mutational load.

Results from our European simulations and our sim-
ulations with the simple bottleneck landscape highlight the
importance of landscape structure for this surfing phenom-
enon. Complex landscape structures result in great spatial
heterogeneity in the probabilities that different locations
will be the source of successful mutants. Although bottle-
neck features of a landscape perhaps provide the most po-
tent effect, edge effects generated by linear features such as
rivers or mountain ranges can also have substantial effects.
A much fuller understanding of these effects is required
before we are able to make proper inferences from existing
genetic variation within populations. Additionally, incorpo-
rating more ecological details is likely to be important: for
example, in the European simulations, we have assumed
that all cells above 1,000 m altitude are unavailable,
whereas those below 1,000 m are equally suitable. In real-
ity, for most species, the pattern will be more complex with
a broad and continuous range of habitat suitability and in-
dividuals making emigration and settlement decisions
based upon a combination of habitat quality and local patch
density. Incorporating these added layers of complexity
would potentially increase the frequency of bottlenecks
as an initial wave of range expansion is likely to be concen-
trated through often narrow strips of the best quality habitat
(e.g., fertile river valley) before density dependence results

in individuals gradually colonizing lower quality habitats
(e.g., steeper slopes).

Many ecologists, presented with a pattern showing
less competitive individuals toward an expanding range
margin and more competitive individuals toward the
saturated core population, would immediately think of
the dispersal–competition trade-off (e.g., Higgins and Cain
2002; Kisdi and Geritz 2003). They would suggest that the
pattern was consistent with selection favoring dispersal
over competitive ability at the margins and the opposite
at the core. However, the pattern observed in the model
does not arise from this effect at all (there is no variation
in dispersal ability between individuals in this model). This
suggests that in expanding populations, care is required
when invoking a competition–colonization trade-off as ob-
serving the pattern will not necessarily be confirmation of
its existence.

As in Edmonds et al. (2004) and Klopfstein et al.
(2006), we have investigated a model in which only a single
mutation occurs during a simulation. This approach is ideal
to illuminate the types of dynamics that the surfing effect
can lead to. However, an important next step will be to de-
velop models able to incorporate many mutations occurring
stochastically throughout the simulation and having fitness
effects drawn from realistic distributions. A further area for
extension is the incorporation of more complex dispersal
dynamics. We used a very simple stratified dispersal func-
tion in our model of Europe with the intention of increasing
realism, but to date, there has been no exploration of the role
that the shape of a dispersal kernel or form of density-
dependent dispersal might play in driving the surfing dy-
namics. Previous work has highlighted the need to consider
different shaped dispersal kernels in models investigating
the genetics of colonization (e.g., Ibrahim et al. 1996),
and there is considerable scope to incorporate some of these
ideas in work looking at surfing dynamics, particularly for
nonneutral mutants. We have run some simulations to
compare the behavior of models assuming absorbing versus
reflective boundary conditions. Qualitatively, we find that
differences in the behavior of mutations with different
effects are similar regardless of the boundary conditions.
However, the absolute rate of spread of the entire range
and the mutant cloud will be highly dependent upon the
boundary conditions particularly when the density of
boundaries on the landscape is high. How individuals move
in relation to boundaries between different habitat types is
an important issue (e.g., Schtickzelle and Baguette 2003).
Future work could also usefully consider the behavior of
individuals moving through habitats of different suitability
and might move toward incorporating more sophisticated
models of movement, for example, using correlated random
walks (e.g., Bovet and Benhamou 1988) or foray search be-
havior (Conradt et al. 2003).

There has been no consideration of the potential for
dispersal evolution to influence the probability of mutation
surfing. Certainly, interindividual variation in dispersal
rate will lead to different propensities for mutations to surf
depending upon the individual within which they occur,
and this might lead to interesting effects particularly
when dispersal itself is likely to evolve during a range ex-
pansion. Previous work has already demonstrated that the
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joint evolution of dispersal and other life history traits can
result in different evolutionary outcomes compared with
not allowing dispersal to coevolve (e.g., Johst et al.
1999; Dytham and Travis 2006), and a model developed
to investigate the interplay between dispersal evolution
and mutation surfing might provide considerable new in-
sights. There is great scope for further work in this area,
and developments offer considerable promise for a wide
range of fields including human ecology, invasion biology,
conserving species during climate change, and the evolu-
tionary dynamics of an epidemic.
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