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Abstract 

The operation of a de le t ion-d i rec ted search 
strategy fo r resolut ion-based proof procedures is 
discussed. The strategy attempts to determine the 
s a t i s f i a b i l i t y of a set of input clauses whi le at 
the same time minimizing the c a r d i n a l i t y of the 
set of retained clauses. E-representat ion, a new 
clause de le t ion ru le which is fundamental to the 
operat ion of the search s t ra tegy, is also described. 

Descr ipt ive terms 

Formal l og i c , automatic theorem proving, 
reso lu t i on , heur i s t i c search, clause de le t i on , 
E-representat ion, de le t ion-d i rec ted search, mate 
tab les . 

1 . In t roduct ion 

This report describes some new techniques which 
can be used by resolut ion-based proof procedures. 
Since a l l subsequent references w i l l be to reso lu t i on -
based procedures, the ad jec t ive w i l l be understood. 
In a d d i t i o n , f a m i l i a r i t y w i th the terminology and 
resu l t s of J. A. Robinson1 is assumed. 

In order to provide a framework fo r d iscussion, 
both a s t r u c t u r a l and an operat ional descr ip t ion of 
a proof procedure w i l l be considered. From a 
s t r u c t u r a l v iewpoint , & proof procedure can be 
denoted by a t r i p l e <T,A,z) where T is a f i n i t e , 
non-empty set of clause generation ru les , A is a 
f i n i t e (possibly empty) set of clause de le t ion ru les , 
and Z is a search strategy i . e . a procedure for 
applying the ru les in TUfi. A clause generation r u l e , 
e.g. clash reso lu t i on 2 , spec i f ies the condit ions 
const ra in ing the clauses of an admissible reso lu t i on . 
A clause de le t ion r u l e , e .g . subsumption de le t i on , 
spec i f ies the condi t ions under which a clause may 
be el iminated wi thout a f f ec t i ng the u n s a t i s f l a b i l i t y 
of a set of clauses. A search s t ra tegy, e .g . 
diagonal search3 , sequences the generation and 
de le t ion of clauses as a proof procedure attempts to 
determine the s a t i s f i a b i l i t y of an input clause set . 
With in a search s t ra tegy, clause generation is 
con t ro l led by a generation strategy and clause 
e l im ina t ion by a de le t ion s t ra tegy. 

Turning to an operat ional v iewpoint , a proof 
precedure can be character ized as a mapping which 
associates a f i n i t e set of clauses ( i . e . the input set) 
w i t h a non-empty sequence of clauses and po in te rs , 
ca l led a t race. A trace begins w i th some ordered 
occurrence of the input se t . This is fol lowed by an 
ordered set of generated clauses and pointers to 
deleted clauses. A l l of the parents of a generated 
clause must precede i t in the trace and a l l deleted 
clauses must precede t h e i r respect ive po in ters . 
Associated wi th each non-input trace element is a set 
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of reta ined clauses which is composed of a l l of the 
clauses in the corresponding p a r t i a l t race which have 
not been deleted i . e . which do not have corresponding 
pointers in the p a r t i a l t race. A trace records the 
operat ion of a proof procedure and in pa r t i cu la r i t s 
search strategy on a spec i f i c problem. 

The search space associated w i th a set of input 
clauses and a proof procedure <T,A, I> can be 
represented by a labe l led tree in which the input set 
labels the r o o t , reta ined sets labe l the other nodes 
and elements of TUA labe l the edges. A trace 
represents the pa r t i cu l a r path selected by £ in the 
search t ree . Note that the elements of TUA are not 
we l l -de f ined as operators on clause sets but can be 
viewed as operator schemata. 

Most of the work deal ing w i th reso lu t ion has 
concentrated on the problem of demonstrating the 
u n s a t i s f l a b i l i t y of an unsat is f iab le set of input 
clauses. The problem of demonstrating the 
s a t i s f i a b i l i t y of a s a t i s f i a b l e input set has been 
large ly ignored. This is probably due, in pa r t , to 
the fac t that no procedure can i d e n t i f y a l l 
s a t i s f i a b l e sets . However, many solvable cases of 
the decis ion problem have been i d e n t i f i e d 4 and the 
re la t ionsh ip between these cases and reso lu t ion -
based proof procedures has not been explored. When 
considering appl icat ions u t i l i z i n g resolution-based 
proof procedures, such as question-answering systems5 

or robot planning systems6, s i tua t ions invo lv ing the 
absence of s u f f i c i e n t in format ion make the recogni t ion 
of s a t i s f i a b l e sets an area of i n t e res t . 
S a t i s f i a b i l i t y is indicated by the generation of the 
empty set of clauses and i t s demonstration resu l t s 
from the u t i l i z a t i o n of clause delet ion ru les . A 
proof procedure must u t i l i z e such rules in order to 
maximize the domain of formulas that it can c l a s s i f y . 
While de le t ion ru les are t heo re t i ca l l y unnecessary 
in the domain of unsa t i s f i ab le formulas, in ac tua l 
pract ice t h e i r use can help to increase the 
ef fect iveness of a proof search. Such rules can be 
used to reduce the number of candidate resolut ions 
whi le at the same time preserving completeness. 
Careful considerat ion is necessary, however, since 
the i r ind iscr iminate use may not be cos t -e f f ec t i ve 
and can resu l t in a loss of completeness . 

In the next sect ion, a new clause de le t ion ru le 
is introduced and an example in sect ion 3 shows tha t 
t h i s ru le allows a demonstration of s a t i s f i a b i l i t y 
not previously poss ib le . The main topic of sect ion 3 
is the operat ion of a de le t ion-d i rec ted search strategy 
which is b u i l t around the new de le t ion ru le and 
attempts to minimize the ca rd ina l i t y of reta ined sets . 

2. E-representation 

In order to motivate the formal presentat ion 
below, consider the unsat is f iab le set 
S - {AB, AB, AC, BC, C}. Notice that each binary 
reso lu t ion which involves the l i t e r a l occurrence A 
in AB produces a clause which is already in S. This 
observat ion, viewed as a genera l izat ion of the no t ion 
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The concept of an E-represented clause is 
u t i l i z e d in the E-representat ion TheoremB which states: 
If S is a set of clauses and C is a clause which is 
E-represented in S, then S is s a t i s f i a b l e i f f S-{C} 
is s a t i s f i a b l e . This theorem implies that i f any 
l i t e r a l in a clause is exhausted, then the whole 
clause may be deleted wi thout a f fec t i ng 
u n s a t i e f l a b i l i t y . 

In the next sec t ion , a search strategy is 
described which is b u i l t around the not ion of 
exhaustion. The strategy operates by performing those 
reso lu t ions which cause some nearly exhausted l i t e r a l 
occurrence to become exhausted, i . e . the strategy 
generates E-represented clauses. 

3. Delet ion-Directed Search 

Consider the fo l low ing unsa t i s f i ab le set of 
clauses which resul ted from an attempt to prove the 
p ropos i t i on : If a diagonal of a trapezoid b isects a 
lower base angle, then the corresponding upper 
inscr ibed t r i a n g l e is Isosceles. 

Let simple binary reso lu t ion denote a generation 
ru le w i th the const ra in t that only one l i t e r a l 
occurrence from each parent can be selected for a 
u n i f i c a t i o n se t , i . e . the f i r s t two components o f a l l 
key t r i p l e s are un i t sets . Let a basic fac tor of a 
clause C be any clause C6 where O is an mgu of exact ly 
two l i t e r a l s In C. A proof procedure u t i l i z i n g basic 
f a c t o r i n g , simple binary r eso lu t i on , E-representat ion 
de le t i on , and de le t ion-d i rec ted search generated the 
fo l low ing modif ied t race: 

9. Padbc 

Delete 1 and A by E-rep. 

10. Eabdadb 

Delete 3 and 6 by E-rep. 

1 1 . Eadbdbc 

Delete 5 and 9 by E-rep. 

12. EabdxyzEadbxyz 

Delete 10 by E-rep. 

At th i s po in t , the set of reta ined clauses contains 

The p r i n c i p l e which guides de le t ion-d i rec ted 
search can be stated as f o l l ows : Given a set of 
clauses to which no de le t ion ru le can be app l ied , 
attempt to derive another set of clauses by adding 
as few resolvents as possible such that at least one 
of the o r i g i n a l clauses can be deleted from the new 
set . The fo l l ow ing descr ip t ion of the search st rategy 
assumes that the associated generation ru les are 
basic f ac to r i ng and simple b inary reso lu t i on . Given 
an input se t , search is i n i t i a t e d by bu i l d ing a data 
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structure called a mate table (cf. classification 
trees9). Two l i terals L1 and L2 are mates i f f there 
exist substitutions 01 and 02 such that L101 

L202 are complementary. A mate table is constructed 
by attempting to resolve each l i te ra l occurrence L 
appearing in an input clause C with every other 
l i t e ra l occurrence in the input set. The result is 
a set of l i s ts such that every l i te ra l occurrence has 
an associated, l i s t . Each l i s t has two types of 
entries depending upon whether the l i te ra l occurrence 
resolving with L i.e. L's mate, is in C or outside 
of C. An Outside entry is created when a l l of the 
following conditions hold: (1) C resolves on L with 
some clause D = C (2) Neither the resolvent of C 
and D nor the associated instance of D is a tautology 
(3) The resolvent is not subsumed by D. The entry 
identifies a mate l i te ra l in D and contains the 
corresponding" resolvent. An inside entry, on the 
other hand, just identifies one of L's mate l i terals 
within C but doesn't contain the corresponding 
resolvent. 

The pointer portion of the i n i t i a l mate table for 
the last example is represented below. 

The proof procedure examines the table looking for 
Indications of a double parent elimination 
possibility and finds that the f i r s t l i t e ra l in 
clause 4 is the only candidate for resolution with 
the f i r s t l i te ra l in clause 1 and vice versa. By 
adding the corresponding resolvent which is already 
stored in the table to the retained set, a new set 
can be created in which both parent clauses contain 
an exhausted l i t e ra l . Since a double elimination is 
the best result that can be planned, the 
corresponding resolvent is added. After deletion, 
the mate table is updated and becomes 

Two more double eliminations are detected and the 
corresponding resolvents are added to the retained 
set. After the addition of clause 11, the table 
becomes 

At this point no double eliminations are predictable, 
but an immediate single elimination results from 
adding the resolvent of clauses 7 and 10 to the 
retained set and leads to 

The table now indicates that a minimum of three 
resolvents must be added to the retained set before 
a deletion by E-rep is possible. The procedure 
arbitrari ly selects the f i r s t l i te ra l in clause 12 
and adds the shortest resolvent corresponding to a 
mate i .e. the resolvent of clause 2. The immediate 
testing of a l l newly added unit clauses (the end test) 
yields the null clause. 

In the realm of satisfiable sets, consider the 
following problem which results when 
AT(x,under-bananas,sol) is omitted from a formulation 
of the monkey and bananas problem due to C. Green10. 

A proof procedure using basic factoring, simple 
binary resolution, E~representation deletion, 
subsumption deletion, and deletion-directed search 
produced the following modified trace. Al l of the 
clauses generated while processing the mate table 
do not appear in the trace. 
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The s a t i s f i a b i l i t y of the input set has been 
demonstrated since the reta ined set is empty. The 
notat ion fo l l ow ing clause 18 means that the de le t ion 
of clause 9 causes a l i t e r a l in clause 10 to be 
exhausted and therefore permits the de le t ion of that 
clause. In the same way, the de le t ion of clause 10 
permits the de le t ion of clause 2, e tc . 

Although not i l l u s t r a t e d by e i ther of the examples 
above, de le t i on -d i rec ted search must be constrained 
by a l e v e l bound. As in the case of the u n i t 
preference strategy11 , a l eve l bound must be imposed 
in order to avoid an i n f i n i t e d e p t h - f i r s t search. 

Now consider whether de le t ion-d i rec ted search can 
always f i n d a l i t e r a l occurrence to exhaust. Can 
resolvents always be added to a set of clauses so 
that some o r i g i n a l clause w i l l be E-represented? 
While the answer is "no" , e .g . {Pxpfx, PxPgx}, a l l of 
the counter-examples contain ne i ther an a l l pos i t i ve 
nor an a l l negative clause and are therefore eas i l y 
recognized as s a t i s f i a b l e se ts . For a l l other se ts , 
which includes a l l unsa t i s f i ab le se ts , some 
i d e n t i f i a b l e l i t e r a l occurrence is exhaust ible and the 
required resolvents are i d e n t i f i a b l e and of f i n i t e 
number. Therefore, f o r a l l unsa t i s f i ab le se ts , 
de le t ion -d i rec ted search w i l l always be able to f i n d 
an exhaust ib le l i t e r a l occurrence. 

The preceding examples ou t l ined the operat ion 
of a de le t ion -d i rec ted s t ra tegy , but they d id not 
reveal why and when it works e f f e c t i v e l y . The 
fo l low ing observations give some ins igh t i n to these 
matters. Consider an a r b i t r a r y unsa t i s f i ab le set S 
of clauses. If some l i t e r a l occurrence L in a 
clause C has only one mate, then a reso lu t ion 
invo lv ing L and i t s mate (or a descendant of that 
mate) must occur in every r e f u t a t i o n of S which 
contains C. If every r e f u t a t i o n of S contains C 
(e.g. C is the negation of the theorem) then a 
reso lu t ion on L is essent ia l to a r e f u t a t i o n of S. 
In a minimal unsa t i s f i ab le se t , any reso lu t ion which 
allows double parent e l im ina t ion by E-rep is essent ia l 
and the e l iminat ions preserve min ima l i t y . Any 
reso lu t ion which al lows s ing le parent e l im ina t ion 
by E-rep in a minimal unsa t i s f i ab le set is essent ia l 
but the e l im ina t ion may not preserve min ima l i t y . A 
sequence of reso lu t ions s t a r t i n g from a minimal 
unsa t i s f i ab le set and culminat ing in a de le t ion by 
E-rep contains at least one essen t ia l r eso lu t i on . 
These observations suggest that de le t i on -d i rec ted 
search w i l l be most e f f e c t i v e fo r a minimal 
unsa t i s f i ab le set contain ing many single-mate 
l i t e r a l s — as in the f i r s t example. I t s 
ef fect iveness w i l l d im in ish , however, as the set in 
which i t operates becomes increas ing ly non-minimal 
and as the populat ion of l i t e r a l s w i t h only a few 
mates decreases. 

If necessary, the e f f ec t of non-minimal i ty can be 
subs tan t ia l l y mi t iga ted by using a clause generat ion 
ru le which is r e s t r i c t e d by set of support 
constra ints12. The e f f ec t of the absence of l i t e r a l s 
having only a few mates is much more serious since the 
mate s t ruc tu re is the dominant source of guidance 
in format ion. When the mate s t ruc tu re doesn't 
provide e f f e c t i v e guidance, not only is d e l e t i o n -
di rected search b l i n d , but i t also f a i l s t o 
e f f e c t i v e l y r e s t r i c t the growth of the set of re ta ined 
clauses. The appropr iate ac t i on in such a s i t u a t i o n 

is not c lear but the use of some other strategy is 
probably the best choice. 

The reader who is f a m i l i a r w i t h the Davis-Putnam 
procedure f o r t es t i ng the consistency of p ropos i t iona l 
calculus expressions13 may observe that the not ion of 
de le t ion -d i rec ted search can be viewed as a 
genera l iza t ion to the predicate calculus of t he i r 
r u l e fo r e l im ina t ing atomic formulas. Other approaches 
to a general not ion of de le t ion -d i rec ted search can be 
found in repor ts by B. Meltzer14 and R. Rei ter15. 
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