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Abstract. The active dendritic conductances shape the input-output properties of many principal neurons in
different brain regions, and the various ways in which they regulate neuronal excitability need to be investigated to
better understand their functional consequences. Using a realistic model of a hippocampal CA1 pyramidal neuron,
we show a major role for the hyperpolarization-activated current, Ih , in regulating the spike probability of a neuron
when independent synaptic inputs are activated with different degrees of synchronization and at different distances
from the soma. The results allowed us to make the experimentally testable prediction that the Ih in these neurons is
needed to reduce neuronal excitability selectively for distal unsynchronized, but not for synchronized, inputs.
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Introduction

The rules and the reasons for which neurons develop a
specific distribution of dendritic channels are currently
under intense experimental and theoretical investiga-
tion (reviewed in Migliore and Shepherd, 2002). This
interest is related to the paramount importance that the
active properties of the dendritic membrane have in
defining if, how, and when, action potentials should
be generated in response to synaptic inputs. Although
most of the background synaptic activity in pyramidal
neurons in vivo is caused by the unsynchronized activa-
tion of synapses over the entire neuron (Destexhe and
Pare, 1999; Ho and Destexhe, 2000), there is more and
more experimental evidence suggesting an important

role for synchronized signals in virtually every higher
brain function (Penny et al., 2002).

In the present study, we were interested in eluci-
dating the possible mechanisms allowing a neuron to
discriminate (i.e. selectively generate an action poten-
tial) between inputs that are synchronous, and there-
fore likely to be functionally significant, and those that
are asynchronous, likely to be of no functional signifi-
cance. In neocortical and hippocampal CA1 pyramidal
neurons, the non-specific, hyperpolarization-activated,
cation current Ih , might be specifically involved in
this process, because the voltage-dependence and
time constant of its activation curve and its non-
uniform dendritic distribution (Magee, 1998) seem to
be particularly suited to affect EPSPs. In fact, it has
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been experimentally shown that the Ih reduces the
temporal summation, and normalizes the time course
of EPSPs generated at different distances from soma
(Magee, 1999; Williams and Stuart, 2000). Thus, given
its role as one of the main conductances acting on
subthreshold inputs, we have hypothesized that the
Ih would differentially affect the temporal integration
(and then the probability to elicit a spike) of syn-
chronous or asynchronous synaptic inputs (i.e. acti-
vated within a short or long temporal window, with
respect to the fast activation of the excitatory recep-
tors). Experimental studies have not yet addressed this
important issue. In this paper, we make experimentally
testable predictions on how the dendritic Ih may af-
fect the spike probability of a CA1 neuron receiving
synaptic inputs activated with different degrees of syn-
chronization at different distances from the soma.

Methods

All the simulations were carried out with the NEURON
simulation program (v5.4, Hines and Carnevale, 1997)
using its variable time step feature. The realistic model
of a hippocampal CA1 pyramidal neuron (Fig. 1A)
was that used in a previous work (Migliore et al.,
1999), and included sodium, DR- and A-type potas-
sium (INa, IKDR, and IA, respectively) currents. In gen-
eral, all conductances were based on the available ex-
perimental data for CA1 neurons (reviewed in Migliore
and Shepherd, 2002). Briefly, the INa and IKDR were
uniformly distributed, whereas the peak conductances
for IA was linearly increased with distance from the
soma (Hoffman et al., 1997) up to 500 µm. A non-
inactivating, non-specific cation current Ih =gh ·n· (V −
Erev), with Erev = −30 mV was also included in the
soma and the apical dendrites. Its dendritic distribu-
tion and activation kinetics (Fig. 1B) were consistent
with the available experimental data on CA1 neurons
(Magee, 1998; Poolos et al., 2002). The activation curve
was shifted by −8 mV in compartments >100 µm
from soma, with a peak conductance density of gh =
0.5 pS/µm2 at the soma, linearly increasing with dis-
tance, d (µm), as gh· (1 + 3d/100).

This model has already been shown to be in good
agreement with a number of experimental results on
the role of I A on AP backpropagation (Migliore et al.,
1999), on spike-timing dependent synaptic plasticity
(Watanabe et al., 2002), and on the effects of pharma-
cological upregulation of Ih (Poolos et al., 2002).

Except where otherwise noted, only excitatory
AMPA conductances were used to model synaptic in-
puts. They were implemented using a double expo-
nential function (the Exp2Syn() built-in function of
NEURON), the experimentally observed values of 0.5
and 3 ms for the rise and decay time, respectively
(Andrasfalvy and Magee, 2001), and a reversal po-
tential of 0 mV. Several synapses were activated in
different dendritic regions (0–50 µm, 125–175 µm,
225–275 µm, and 325–375 µm), to explore neuronal
excitability for synaptic inputs activated at different
distances from soma. The number of synapses and the
peak conductances, gsyn, used for each region are indi-
cated in the figure legends. In a specific set of simula-
tions, a NMDA conductance was also included in the
synapses. It was implemented with a custom modifica-
tion of a minimal kinetic scheme (to adapt the format
to the event driven scheme used in the latest versions
of NEURON) originally based on a NEURON model
(Destexhe et al., 1994) fitting experimental data (Jahr
and Stevens, 1990, 1990b). Following experimental
suggestions (Andrasfalvy and Magee, 2001), the same
(constant) peak conductance gNMDA

∼= 0.4·gsyn(soma)

was used for all synapses. An external magnesium con-
centration of 1 mM and a reversal potential of 0 mV
were assumed.

In most cases, 75 synapses were used for all re-
gions and, in order to compare the results for different
regions, gsyn was scaled with distance from soma in
such a way to obtain a somatic spike in all cases un-
der synchronized synaptic activation, and roughly the
same, high (∼75–90%), spike probability during ran-
dom synaptic activations in the absence of Ih . In this
way we compensated for location-dependent effects
due to all the other mechanisms, isolating the effects
caused by Ih . The final values used in each region (0.5–
2.6 nS) turned out to be consistent with a number of
experimental findings suggesting an increase of synap-
tic conductance with distance from soma (Stricker
et al., 1996; Magee and Cook, 2000; Andrasfalvy and
Magee, 2001), and in quantitative agreement with ex-
perimental findings (Magee and Cook, 2000) suggest-
ing a location-independent somatic EPSP amplitude
(data not shown). Different combinations of gsyn, time
constants, number of synapses, and spatial distributions
were tested in preliminary simulations with no quali-
tative differences in the results.

The spike probability was obtained by testing for
the presence of an action potential in 200 ms long
simulations in which the synapses were activated, on
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Figure 1. Effects of dendritic Ih on the temporal summation of EPSPs. A: The model neuron used in the simulations (calibration bar: 100 µm).
B: Voltage-dependence of the steady-state (solid lines) and time constant (dotted line) of gh activation for proximal (light line, soma and dendrites
<100 µm) or distal (heavy line, >100 µm) compartments. C: Membrane potential at the soma and at a distal dendritic location (250 µm) during
a dendritic current injection (−0.3 nA, 100 ms). D: Somatic depolarization, produced by a train of 5 EPSCs at 50 Hz injected in the soma (heavy
lines, Ipeak = 0.1 nA) or at 250 µm (light lines, Ipeak = 0.2 nA), under control conditions (top) or without Ih (bottom). E: Local depolarization
produced by a train of 5 EPSCs at 50 Hz injected in a distal dendrite (light lines) or in the soma (heavy lines) under control conditions (top
traces) and without Ih (bottom traces). Experimental traces reproduced, with permission, from Figs. 2 and 4 of Magee (1999).

average, after 100 ms. For each dendritic region, 100
simulations were carried out randomly redistributing
the synaptic locations (within the same region) in each
simulation. To model different amounts of synchro-
nization in the activation times, an adjustable parame-
ter (a standard feature of the built-in NetStim class of
NEURON) was used to set a “noise fraction”, to ac-
tivate each synapse at a more or less random (poisso-
nian) times. The interstimuli intervals, T ISI, were thus
calculated as T ISI = (1 − nfrac)·ν + nfrac·P(ν), where
nfrac is the noise fraction, ν the average T ISI (100 ms,
in our case), and P(ν) a random number drawn from
a Poissonian distribution with a mean ν. By changing
nfrac from 0 (corresponding to a synchronous activa-
tion of all synapses) to 1 (corresponding to a random
synaptic activation), we were thus able to obtain differ-
ent degrees of synchronization in the activation times.
The NEURON models and simulation files are publicly
available under the ModelDB section of the Senselab
database (http://senselab.yale.med.edu).

Results

Validation of the Model

The typical experimental findings on the effects of a
dendritic Ih in CA1 (Magee, 1998, 1999) and neocorti-
cal (Williams and Stuart, 2000) pyramidal neurons are:
(i) a characteristic sag observed in the membrane po-
tential during a hyperpolarizing current injection; (ii)
the removal of location-dependent variability in tem-
poral integration at the soma; and (iii) the generation of
a spatial gradient for the local temporal summation. We
further validated our model by reproducing all of these
effects in the simulations. It should be stressed that,
since we were interested in showing that the model
was able to capture the most important effects of Ih ,
rather than model a particular neuron under particular
experimental conditions, no attempt was made to fit ex-
perimental traces. The simulation findings are shown
in Fig. 1C–E. To isolate the effect of Ih , we modeled the
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experimental application of the channel blockers TTX,
TEA and 4-AP in the bath by excluding, for these sim-
ulations, INa, IKDR, and IA from the model. To show the
sag in both dendritic and somatic membrane potential,
a hyperpolarizing current (−0.3 nA, 100 ms) was in-
jected in a distal compartment ∼250 µm from the soma
(Fig. 1C). To demonstrate that a dendritic Ih results in
location-independent temporal integration at the soma,
we show in Fig. 1D somatic traces during a 50 Hz train
of current injections (time constants of 0.4 and 10 ms
for rise and decay time, respectively) activated either
at the soma (Fig. 1D, heavy lines) or at a distal com-
partment (Fig. 1D, light lines), with (Fig. 1D, top) or
without (Fig. 1D, bottom) Ih . Finally, to illustrate that
Ih generates a nonuniform local temporal summation,
somatic and dendritic traces are shown in Fig. 1E with
(Fig. 1E, top) or without (Fig. 1E, bottom) Ih from sim-
ulations of EPSCs activated at the soma or in a dendritic
compartment at ∼250 µm. These results demonstrated
that our model was able to reproduce the most sig-
nificant experimental observations on the effects of a
dendritic Ih in CA1 neurons.

Ih Selectively Reduces Neuronal Excitability
for Unsynchronized Distal Inputs

Validation of the model against these experimental
findings allowed us to make, with reasonable confi-
dence, predictions on new effects that have not yet been
explored experimentally. We were interested in eluci-
dating the detailed role of the mechanisms involved
in the integration of synaptic inputs that may lead to
an AP. This is a significant event for CA1 neurons,
which fire (on average) at a low rate (Csicsvari et al.,
1999). Here we investigated the effects of dendritic Ih

on neuronal excitability for strong synaptic inputs, to
test our hypothesis that the Ih-dependent reduction in
the temporal summation of synaptic inputs should dif-
ferentially affect unsynchronized inputs, with respect
to synchronized ones. Furthermore, since in CA1 and
neocortical pyramidal neurons the Ih density increases
with distance from soma, this effect should also depend
on the dendritic location of the synaptic inputs.

The main effect is illustrated in Fig. 2, where we
show superpositions of ten typical recordings from sim-
ulations of random synaptic activation (i.e. nfrac =
1) in proximal or distal dendritic compartments, with
or without Ih . Without Ih , both proximal and distal
random synaptic activations produced a somatic spike

with the same (high) probability. The presence of Ih

did not produce major changes in the spike probabil-
ity for a proximal stimulation (Fig. 2, top, compare
left and right traces), whereas it was drastically re-
duced for activation of distal inputs (Fig. 2, middle),
even if their synchronous activation would always pro-
duce a somatic spike (data not shown). Consistently
with experimental observations using strong local EP-
SCs injections (Magee, 1999), in many cases dendritic
stimulation (Fig. 2, bottom) resulted in local initiation
of dendritic spikes that did not propagate as action po-
tentials to the soma. Simulation findings for different
dendritic locations as a function of noise fraction are
summarized in Fig. 3. In all cases, approximately the
same spike probability (∼75–90%) was obtained for
unsynchronized inputs (noise fraction = 1) in the ab-
sence of Ih (Fig. 3, open symbols). Proximal inputs
(<50 µm, Fig. 3, triangles up) still elicit a somatic spike
with high probability (∼70%) even for unsynchronized
inputs, whereas for more distal inputs the spike prob-
ability quickly decreases with synchronization, being
only ∼5% for unsynchronized inputs beyond 300 µm.

The previous findings demonstrated that a dendritic
Ih may reduce a neuron’s excitability selectively for
asynchronous distal inputs. This is a somewhat sur-
prising finding. In fact, we are confronted with the
counter-intuitive result of a location-dependent tem-
poral summation when both the model (Fig. 1D) and
experiments (Magee, 1999) suggested that the increase
in Ih with distance from soma should remove this ef-
fect at the soma. There is, however, another effect that
needs to be considered to explain how this could hap-
pen: the frequency dependence of the local (dendritic)
temporal summation. In fact, although the increasing
Ih density with distance normalizes temporal summa-
tion at the soma, it also drastically affects the local
summation (Magee, 1999) in a frequency-dependent
way, altering the spike probability. A demonstration of
the consequences of this effect is shown in Fig. 4. In
these simulations, 50 synapses at 0–50 µm and 325–
375 µm from soma were sequentially activated once at
a constant interval, to study the spike probability with
inputs at constant frequency. The peak conductances
were scaled in such a way to obtain roughly the same
spike probability as function of the frequency in the
absence of Ih (Fig. 4, open symbols), and 50 simu-
lations were carried out for each frequency randomly
repositioning the synapses within a given region. The
presence of Ih (Fig. 4, closed symbols) resulted in a
much larger effect for distal inputs, with a marked
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Figure 2. A dendritic Ih reduces a neuron’s excitability during unsynchronized distal synaptic inputs. Each panel shows a superposition of 10
simulations. In each simulation, synaptic inputs to a proximal (top panels) or a distal (middle and bottom panels) dendritic region were randomly
activated (nfrac = 1) in the absence (left panels) or with (right panels) Ih ; gsyn = 2.3 nS (n = 12) and gsyn = 10 nS (n = 12) for proximal and
distal synapes, respectively. Simultaneous somatic and dendritic (260 µm) recordings are shown for distal stimulation. Symbols in bottom traces
indicate local dendritic spikes that did not propagate to the soma.

suppression of spikes for a larger frequency range, with
respect to proximal ones. The inclusion of a NMDA
conductance, using the experimentally suggested dis-
tribution of NMDA receptors (Magee, 1999), resulted
in an additional difference in the effects of Ih for distal
dendrites (Fig. 4, compare closed circles and squares).
These effects also depended on the synaptic conduc-
tances, with a smaller number of larger synapses result-
ing in a larger difference between proximal and distal
inputs (data not shown). These results explains why
asynchronous inputs, which have a wider distribution

of interstimulus intervals, might result in a much lower
spike probability than synchronized inputs, which cor-
respond to high frequency stimulation.

Different dendritic density, distribution, time con-
stants, and voltage dependence, are found for Ih

in different neurons, and activity-dependent (Luthi
and McCormick, 1999), developmental (Vasilyev and
Barish, 2002), or pathologic (Chen et al., 2001) changes
may independently modulate them. We thus stud-
ied how different Ih properties may affect the spike
probability. A series of simulations was carried out,
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Figure 3. Spike probability as a function of noise fraction in the
activation time of synapses at different distances from soma. Open
symbols represent spike probabilities in the absence of Ih ; the gsyn

for the synapses at different distances from soma were: 0.5 nS
(0–50 µm), 0.9 nS (125–175 µm), 1.6 nS (at 225–275 µm), and
2.6 nS (325–375 µm); 75 synapses were used in all cases; average
and s.e.m calculated from 100 simulations.

increasing the density, the time constant, or shifting by
+10 mv its activation curve, and the results are shown
in Fig. 5. The simulation findings are better appreciated
by comparing the results for control (Fig. 3) with those
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Figure 4. Spike probability during a sequential activation, at different constant frequencies, of synapses randomly located within a proximal
or distal dendritic region with (closed symbols) or without (open symbols) Ih . 50 synapses were used in all cases. For simulations with AMPA
(triangles and circles), gsyn = 0.7 nS and 1.8 nS for proximal and distal stimulations, respectively. For simulations with AMPA + NMDA
(squares), gsyn = 1.2 nS and gNMDA = 0.3 nS.

obtained for the same region under different conditions
(Fig. 5). With respect to control, the spike probability
in the most proximal region (Fig. 5, upper left) was
relatively little affected by a 3-fold increase in density
or in the time constant, or by a shift in the activation
curve, and the spike probability was >40% in all cases
for random inputs (noise fraction = 1). More distal
regions, instead, were mostly affected by a density in-
crease and by a shift in the activation curve, while they
were not significantly affected by a 3-fold increase in
the time constant (Fig. 5, compare black circles and
triangles down).

Discussion

With a realistic model of a CA1 neuron, this study has
demonstrated an experimentally testable effect of the
dendritic Ih on neuronal excitability. It was previously
shown (Poolos et al., 2002) that pharmacological mod-
ulation of Ih in CA1 hippocampal neurons could be
used to selectively control dendritic excitability and
epileptogenesis. Here, we have shown that the phys-
iological dendritic distribution of Ih has a major role
in selectively regulating synaptic integration of unsyn-
chronized inputs on distal dendrites (Figs. 2 and 3).
Our model predicts that, because of its frequency-
dependent effects on the local dendritic summation of
synaptic inputs (Fig. 4), the Ih would filter out a vol-
ley of strong distal excitatory afferents when they are



Dendritic Ih Selectively Blocks Temporal Summation 11

0.0 0.2 0.4 0.6 0.8 1.0

sp
ik

e
p

ro
b

ab
ili

ty

0.2

0.4

0.6

0.8

1.0

noise fraction

0.0 0.2 0.4 0.6 0.8 1.0

0.0 0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

0-50µm 125-175µm

225-275µm

3x increase in τ

no Ih

+10mV shift

3x increase in density

control

0.0 0.2 0.4 0.6 0.8 1.0

325-375µm

Figure 5. Effects of different Ih density or kinetic properties. Spike probability as a function of noise fraction at different distances from soma
for a 3-fold increase in gh (closed triangles up), a 3-fold increase in the time constant of activation (triangles down), or a +10 mV shift of the
activation curve (squares).

asynchronously activated. The overall emerging pic-
ture is one in which proximal inputs would be unaf-
fected in their ability to elicit a somatic action potential,
independently of their relative synchronization, while
the temporal summation of distal inputs will be pro-
gressively reduced as they desynchronize, in such a way
to prevent AP generation in most cases when they are
independently activated. As suggested by the findings
illustrated in Fig. 5, the overall amount of this effect
in any given neuron could be dynamically modulated,
since it depends on kinetic properties (such as peak
current and kinetics) that may change during develop-
ment (Brewster et al., 2002) or with neuronal activity
(Vargas and Lucero, 2002). Of course, many other den-
dritic mechanisms may affect the overall results. And

thus, Ca++ currents, persistent Na+ or Ca-dependent
K+ currents, activity-dependent changes in channels
density of kinetic, non-uniform distribution of the var-
ious Ca++ currents, intracellular Ca++ dynamics, etc.,
may independently modulate the temporal summation
of synaptic inputs. After the predictions of our model
have also been experimentally confirmed, it would then
be interesting to investigate how and to what extent
they contribute to the differential temporal summation
of unsynchronized proximal or distal inputs.

What functional relevance could such an effect have?
It should be noted that the main hippocampal afferent
pathways on CA1 neurons, the Schaffer collaterals and
the perforant path, target the proximal and distal den-
dritic regions, respectively, and there might be precise
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temporal requirements for their integration at the soma
(Migliore, 2003). In addition to targeting different por-
tions of the dendritic tree, these pathways might also
be expected to have distinctly different activity pat-
terns. In fact, the Schaffer collaterals originate from
the CA3 hippocampal neurons, which are (mainly)
bursting cells (Suzuki and Smith, 1985; Bilkey and
Schwartzkroin, 1990), whereas the perforant path fibers
originate from cells of the superficial layers of the en-
thorhinal cortex (Johnston and Amaral, 1998), which
are regularly firing neurons (Dickson et al., 1997). Even
if the firing of CA3 neurons may be modulated and syn-
chronized by gamma oscillations (Traub et al., 1996),
the synaptic activity caused by the Schaffer collaterals
on a CA1 neuron would still be most likely unsynchro-
nized, because of the intrinsic variability in bursting
properties of CA3 cells (Suzuki and Smith, 1985). The
regular firing of ECIII neurons, which also discharge in
phase with gamma (Chrobak and Buzsáki, 1998) and
theta (Frank et al., 2001) rhythms, would instead most
likely result in a synchronized synaptic activity on the
distal dendrites of a CA1 neuron. Given the current
strong consensus on the importance of synchronized
signals in brain function, a decrease in the synchro-
nization of a population of synaptic inputs that are oth-
erwise synchronized may be considered as the result
of a change (e.g. in behavioral state or in the phase
precession within the population) that might be nec-
essary to exclude from the temporal integration of the
inputs occurring within a given neuron. A mechanism
is then needed to control this process. Our model sug-
gests that a dendritic Ih , with dynamically modulated
kinetic properties specifically tailored to act on EPSPs,
rather than on action potentials (such as fast K+ cur-
rents) or statically on all signals (such as a leakage
current), might be such a mechanism.
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