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Abstract. Transient increases in spontaneous firing rate of mesencephalic dopaminergic neurons have been sug-
gested to act as a reward prediction error signal. A mechanism previously proposed involves subthreshold calcium-
dependent oscillations in all parts of the neuron. In that mechanism, the natural frequency of oscillation varies with
diameter of cell processes, so there is a wide variation of natural frequencies on the cell, but strong voltage coupling
enforces a single frequency of oscillation under resting conditions. In previous work, mathematical analysis of a
simpler system of oscillators showed that the chain of oscillators could produce transient dynamics in which the
frequency of the coupled system increased temporarily, as seen in a biophysical model of the dopaminergic neuron.
The transient dynamics was shown to be consequence of a slow drift along an invariant subset of phase space, with
rate of drift given by a Lyapunov function. In this paper, we show that the same mathematical structure exists for the
full biophysical model, giving physiological meaning to the slow drift and the Lyapunov function, which is shown
to describe differences in intracellular calcium concentration in different parts of the cell. The duration of transients
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was long, being comparable to the time constant of calcium disposition. These results indicate that brief changes
in input to the dopaminergic neuron can produce long lasting firing rate transients whose form is determined by

intrinsic cell properties.

Keywords: dopaminergic neuron, basal ganglia, coupled oscillator model, transient dynamics, synchronization

1. Introduction

Wilson and Callaway suggested a new approach to
generating firing patterns of dopaminergic neurons
in the mammalian brain stem (Wilson and Callaway,
2000). The spontaneous firing patterns of these neu-
rons are important in maintaining physiological levels
of dopamine release in the mammalian striatum, which
is essential for the generation of voluntary movements.
Perturbations in the spontaneous firing of the neurons
have been proposed to act as a reward prediction error
signal, with transient increases signaling unpredicted
rewards and transient decreases in firing signaling the
absence of a predicted reward (Waelti et al., 2001).
These transient changes in firing are expected to re-
sult from changes in synaptic input, but the mecha-
nisms determining their time course are not known. Us-
ing a biophysically based compartmental model of the
dopaminergic neuron, Wilson and Callaway showed
that experimentally verified differences in the dynam-
ics of calcium disposition imply variation in natural
frequency of the oscillator mechanism along the den-
drites of the cell. In computer simulations, interactions
among dendritic regions with different natural frequen-
cies strongly influenced the firing rate transient to a step
change in input current. It was suggested that this mech-
anism may help to shape the natural response transients
in dopaminergic neurons.

Inspired by that paper, Medvedev and Kopell under-
took a mathematical investigation of a more abstract
model of the cell, also described as a chain of oscilla-
tors (Medvedev and Kopell, 2001). In that work, each
oscillator had a geometry that was roughly the same
as that of a model compartment in the work of Wilson
and Callaway. The oscillators studied by Medvedev
and Kopell were FitzHugh-Nagumo equations, in the
relaxation regime. Medvedev and Kopell showed that a
chain of these oscillators produce very similar transient
increases in frequency when the system is started with
the fast variable (voltage in the biophysical model) ini-
tially set to a low and uniform value. Furthermore, the
model was amenable to understanding the mechanistic
origins of the transient behavior: the analysis revealed
that, in the limit of strong coupling (the relevant regime

for the biophysical model), the system has a memory
for initial conditions (Medvedev and Kopell, 2001). If
the coupling is large but not infinite, the system drifts
slowly (the transient behavior) toward a steady state os-
cillation at a lower frequency. The work had the anti-
intuitive result that stronger coupling could produce
longer transients.

The results of Medvedev and Kopell (2001) could
not be applied directly to the model of Wilson and
Callaway (2000) because it apparently made use of
specific features of the FitzHugh-Nagumo model. The
purpose of this paper is to show that similar techniques
to those of Medvedev and Kopell (2001) do indeed ap-
ply to a large class of equations including those of Wil-
son and Callaway (2000), enabling one to understand
the origin of the transient dynamics in the biophysical
case. In the process, one gets a much clearer view of
which parameters of the biophysical system govern the
time scale of the transient response. The analysis also
accounts for details of the dynamics, as stated in the
next section. In particular, it yields the forms and the
common frequency of Ca-oscillations along the den-
drite, and explains the variation in the amplitudes of
Ca-oscillations.

In Section 2 we give the biophysical model of Wilson
and Callaway (2000) to be analyzed here. Sections 3
and 4 contain the main analysis, especially for large val-
ues of electrical coupling between the compartments.
The analysis is done for two compartments. As shown
by Medvedev and Kopell (2001), this can be extended
to an arbitrary number of compartments; however, the
extension is technical, and we restrict the exposition of
the analysis to two compartments to put the focus on
the new effects introduced by working with a physio-
logical model instead of an abstract model. To empha-
size that the dynamics under investigation as well as
our working assumptions hold for multi-compartment
models, simulations are presented for a model with five
compartments.

Section 3 shows that the four-dimensional phase
space of the two-compartment model contains, in the
limit of large coupling strength g, an attracting two-
dimensional cylinder parameterized by slow variables
u1 and u,. This cylinder is foliated into a one-parameter



family of limit cycles. In Section 4, we analyze the case
of large, but not infinite, coupling strength, and show
that there is a drift along the cylinder. The rate of drift,
which gives the time scale of the transient response, is
calculated. From the calculation, we see that there are
parameter regimes, as in Medvedev and Kopell (2001),
for which the time of the transient is proportional to the
coupling strength. However, we also see that other fea-
tures of the physiology can dominate in some regimes,
and we interpret the calculations to see which ones.

2. Biophysical Model of the Dopaminergic
Neuron

The model introduced by Wilson and Callaway (2000)
describes the interaction of voltage and calcium con-
centration in a multi-compartment model of the den-
drite. The variables for each compartment are v; (), the
voltage, and u;(t), the calcium concentration, taken to
be uniform throughout the compartment. (For elabora-
tions on this model, we refer the reader to the paper
of Wilson and Callaway, 2000.) The dynamics of the
voltage variables are determined by the current balance
equations in individual compartments:

dvi
dt

1
= E(gCa(vi)(ECa —v;) + grca(ui )(Ex — v;)
+ gi(E; — vi) + Gi(vig1 — 2v; +vi_1)),
i=1,2,....N, 21

and no-flux boundary conditions: vy = v, Uy = Un41-
The first three terms in (2.1) represent intrinsic currents
of the compartment: a voltage-gated calcium current,
a calcium-gated potassium current, and a leak current.
C is the capacitance. The last term models the electri-
cal coupling between neighboring compartments. The
conductivity G; between two adjacent compartments
is calculated by

_ndiz
~ RR’

Table 1. Model parameters.
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where d; is the diameter of the cross section of a cylin-
drical compartment, R is the longitudinal resistivity of
the cytoplasm, and # is the compartment length. The
strength of the coupling depends on the diameter of
the compartment and varies along the chain. For ana-
lytical convenience we factor G; into a product of two
terms g,ol.2 , where g = % and p; = % The first
term represents the conductivity (the strength of cou-
pling) between the somatic compartment and the next
one, the weights p; reect the variation of the strength
of coupling along the dendrite.

The conductances gc,(v) and gkca(u) are given by
the formulas

gca(v) = HL 2.2)
e 7
— 4
gKCall
gxca(u) = —ufi‘ - (2.3)

Here, constants 35 and 7 (both in mV) are the half-
activation voltage and the slope factor, respectively.
Constant k in Eq. (2.3) is the half activation concentra-
tion for the calcium-dependent conductance. Figure 1
shows the functional forms of gc,(v) and ggca(u). We
will also need to refer to the voltage equation in an indi-
vidual (uncoupled) compartment, i.e. to Eq. (2.1) with
G; = 0. For this equation, we reserve a label (2.1)g.

The equation for the calcium concentration in the ith
compartment is

ﬁ _ gca(Vi)(Ecy — v;)4P _ Prax4Bu; (2.4)
dr 7Fd, 4 7
Here, z is the valence of calcium, F is Faraday’s con-
stant, B is the ratio of free to buffered calcium, Pyax
is the maximum pump rate surface density. d; denotes
the diameter of compartment i.

The parameters are given in Table 1.

In addition, for our numerical simulations we
have chosen a five-compartment model (N =5) with
dsoma = 16 um and exponential tapering of the den-
dritic compartments: p; =271, i =1,2,...,5.

A phase plane analysis for a single uncoupled oscil-
lator (2.1)g, (2.4) shows that it has an attracting limit

Eca 100 mV  Eg —-90 mV
g 01 B e 008 DS

C 1 LB g 0001

cm?

—50 mV Py 2000 fm
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Figure 1. The nonlinear conductances used in Eq. (2.1): (a) the voltage-dependent calcium conductance gca(v), (W) and (b) the calcium-

dependent potassium conductance ggca(ut), (% ).

cycle (Fig. 2a). Consequently, after an initial period of
time, solutions of (2.1)g, (2.4) undergo oscillations as
shown in Figs. 2b and c. The segments of rapid changes
of v;(¢) and u;(¢) reflect multiple time scales. In fact,
an inspection of the parameters of the system reveals
that the range of the values of the right hand side of the
voltage equation is at least tenfold greater than those
of the calcium equations. For this reason, the voltage
equation is referred to as a fast equation, and the oscil-
lator (2.1), (2.4) is a relaxation oscillator. Normally, a
system in relaxation regime can be recognized by the
presence of a small parameter. Such parameter can be
derived in our case too if we non-dimensionalize our
equations. However, we prefer to work with original
equations in order to be able to keep track of the phys-
iological meaning of various parameters.

Thus, each compartment of our model represents
a relaxation oscillator with phase plane as shown on
Fig. 2a. The right hand sides of (2.4) are proportional
to dfl. The latter varies along the chain of compart-
ments. As a result, the natural frequencies of oscilla-
tions in different compartments are different. Nonethe-
less, the solutions of the coupled system (G; > 0) ex-
hibit oscillations at a common frequency. In particu-
lar, in our numerical example the voltage variables in
all five compartments oscillate synchronously and are
almost identical (Fig. 3a). Calcium concentration vari-

ables oscillate in phase with voltages, but the ampli-
tudes of calcium oscillations in different compartments
are drastically different with the largest amplitudes in
the distal dendritic compartment. In addition the time
series plots of calcium variables (Fig. 3b) show pro-
nounced transient dynamics, during which the average
calcium concentrations over one cycle of oscillations
in all compartments slowly evolve towards a common
value. Similar transient behavior can be clearly seen
in the experimental data (Wilson and Callaway, 2000).
It is useful to consider the projections of the trajec-
tory onto the phase planes of individual compartments
(v; — u;). Such plots for the first (somatic) and the last
(distal dendritic) compartments are given in Figs. 3c
and d. If we ignore the self-intersections of the trajec-
tory projections, these phase planes are very similar to
that of a single relaxation oscillator. The analogy of the
dynamics of the coupled system to that of a single os-
cillator is very fruitful for understanding the system’s
behavior. The analysis of the following section is built
on this analogy.

Heuristically, the synchronous behavior of solutions
of (2.1) and (2.4) can be explained by strong elec-
trical coupling in (2.1). However, the precise mech-
anism of synchronization is far from obvious and its
understanding requires mathematical analysis. The ba-
sic questions about the solutions of (2.1) and (2.4),
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(a) Phase plane of the relaxation oscillator (2.1)p, (2.4): two dashed curves represent nullclines for the voltage and calcium equations,

i.e. the sets of points where % = 0 (S-shaped curve) and % = 0 respectively. The bold line depicts a typical trajectory. The closed part of
trajectory encircles a limit cycle. After initial period of time, a phase point is going around the limit cycle. Consequently, the time series plots
of the voltage variable (b) and the calcium concentration variable (c) exhibit periodic oscillations.

which we would like to answer are: how is the com-
mon frequency of coupled oscillations formed, what
determines the variation of amplitudes of calcium os-
cillations, and what is the origin and duration of tran-
sients. We answer these questions by extending the
analysis for chains of coupled FitzHugh-Nagumo os-

cillators (Medvedev and Kopell, 2001). The results of
Medvedev and Kopell (2001), though relevant, do not
apply directly to Egs. (2.1) and (2.4). Besides the prob-
lems connected with this extension, the main concern
of this paper is physiological interpretation of the ana-
Iytical results.
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Figure 3. (a) The time series plots of v;’s (i = 1, 2, ..., 5) in a five-compartment model. The voltages in different compartments are almost

identical. (b) The time series plots of the calcium concentration variables: the calcium oscillations are in phase with voltages, but they have
different amplitudes in different compartments. The mean values of the calcium concentrations slowly converge to a common value for all
compartments. (c, d) Projections of the phase trajectory onto the phase planes of the first (c) and the 5th (d) oscillators.

3. Model Behavior in the Limit
of Strong Coupling

In this and the next sections we analyze the system of
Egs. (2.1) and (2.4). In general, solving a system of
2N nonlinear ordinary differential equations such as
the system at hand is a highly nontrivial task. Fortu-

nately, the problem can be considerably simplified if
the coupling is strong (g > 1). The parameter values
(Table 1) suggest that this is the relevant regime in our
case. This can also be verified numerically: increasing
g does not lead to any noticeable change in the sys-
tem’s dynamics. In this section, we derive approximate
simplified equations for the dynamics when g > 1. For



the sake of simplicity of presentation, we consider only
two coupled compartments: somatic and dendritic. A
general N-compartment model can be dealt with in a
similar manner.

We rewrite Egs. (2.1) and (2.4) for two compart-
ments, and make an approximation based on Fig. 1 and
numerics. The approximation uses the fact that the cal-
cium concentration range of the oscillations is between
50 and 300 nM. From Fig. 1, we see that in this range
the function ggc,(u) is almost linear. Thus, we write

grca(u) = —qu+o0, G.1)
C
where @ = —1073 Cm“;ﬁM ando = 0.08%.

We use this to write the current balance equations
for the two compartments as

dv -
d—tl = F(v)) —aui(Ex —v1) +rg(va —v1), (3.2)
dvz ~
o F(v2) —aus(Ex — v2) — lg(va —vy), (3.3)

wd?
where r, [ = —;# and

- 1
F(v) = E(gCa(U)(ECa —v)+ g(E —v)
+o(Eg —v)) 3.4

is the calcium independent component of membrane

current density due to ion channels in the compartment

(not including coupling currents). The last terms on the

right hand sides of Eqs. (3.2) and (3.3) account for the

transmembrane current density due to coupling current.
The equation for ‘;—‘; can be written as

du;
= oGy —yu). i=12 (3
W = j—’_s is a filling rate. It is the rate at which cal-

cium flux will change the intracellular concentration
of calcium. G(v) = W is calcium flux per
unit surface area due to the calcium channel. It is the
counterpart of yu = Py,xu, which is calcium flux per
unit surface area due to the pump.

As we have already mentioned in the previous sec-
tion, with parameter values in Table 1 Eqgs. (2.1) and
(2.4) are in the relaxation regime. This means that the
dynamics of (2.1) and (2.4) can be split into two alter-
nating modes: slow motions and fast jumps. Standard
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results from the theory for singularly perturbed differ-
ential equations (Mishchenko et al., 1994) imply that
the slow motion is taking place on the stable portions
of the slow manifolds, that, with good accuracy, can be
approximated by the following equations

"y = F(vy) rg(vy — vy) ’ (3.6)
a(Eg —v1)  a(Ex —vy)

"y = F(vy) lg(v) — v2) . 3.7)
a(Ex —vy)  a(Ex —v7)

These equations were formally obtained by setting to
Zero %, i = 1,2 1in (3.2) and (3.3). Equation (3.5)
define the law of motion on the stable portions of the
slow manifold. Equations (3.5)—(3.7) fully character-
ize the slow dynamics of solutions of (3.2)—(3.5). They
are known as the “singular” slow equations: they are in-
creasingly accurate the more the voltage equations have
terms much larger than those of the calcium equation.

Equations (3.6) and (3.7) describe a two-dimensional
surface in a four-dimensional space. It is hard to under-
stand the geometry of the slow manifolds, because of
the high dimensionality of the phace space. The situa-
tion becomes even more complex when the number of
oscillators is greater than two. To overcome this diffi-
culty, we simplify the equations for the slow manifolds.
This simplification is possible in the regime when the
coupling is strong (g > 1). It is accomplished via the
asymptotic analysis as § = 1 — 0. This procedure
was developed and rigorously justified for chains of
FitzHugh-Nagumo oscillators in Medvedev and Kopell
(2001). Here we describe the main steps of this asymp-
totic analysis applied to the biophysical model (3.2)-
(3.5). For more technical details, an interested reader
should see the appendix to this paper.

The asymptotic analysis that follows relies on the
following ansatz:

1
v, —v =0@), §=-. (3.8)
8

Equation (3.8) says that the strong electrical coupling
in (3.2)—(3.5) pulls two voltage variables together in
such a way that the coupling terms rg(v, —v;) and
lg(v; — vp) are both O(1) as g increases without bound:

g(vy —vy) ~ g(vy —vy)
a(Ex —v1)  a(Ex —vy)

= o).

For each time interval that the phase point (vy, u1, v3,
u,) spends on the slow manifold we define a function
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c(vy) along the phase trajectory (vi(t), ui(t), va(t),
us(1)),t € RT:

g(v2 —vy)

- 3.9
a(Eg —vy) 3:9)

c(v) =

where c(vy) is O(1) as g — oo. Function c(v;) deter-
mines the coupling current in the first compartment. In
view of (3.8), it also approximates (up to a factor of /)
the coupling current in the second compartment:

g(v2 —vy)

m ~ c(vy), (3.10)

when g is sufficiently large. Using (3.9) and (3.10) we
can rewrite (3.6) and (3.7) as

uy = f() + re(vy), (3.11)
uy = f(v) — le(vy), (3.12)
where
__fw 3.13
fw) = m- (3.13)

The last terms on the right hand sides of Egs. (3.11)
and (3.12), which involve c(v;), can be interpreted as
changes to the voltage-dependent equilibrium values of
calcium due to the coupling current. Equations (3.11)-
(3.13) approximate the slow manifolds for (3.2)—(3.5),
provided the function c(v;) is known. Equations (3.11)
and (3.12) are uncoupled. Therefore, combined with
(3.5) they can be considered as a pair of uncoupled
relaxation oscillators. The latter are easy to analyze.
Thus, our next task is to find c(v;).

The function c(v) in (3.7) can be made explicit by
using Eqgs. (3.5), (3.11), and (3.12). By differentiating
both sides of (3.11) and (3.12) with respect to v, we
obtain

dul

Jor vy + ' (vy), (3.14)

U1

d

—duz = f'(v1) = I (v)). (3.15)
U1

From the other constraint, Eq. (3.5), we obtain

dui
dv1

dUl
dt

-1
= w;(G(v1) — Vm)( ) , i=1,2. (3.16)

We divide Eq. (3.14) by (3.15) and take a similar ratio
fori = 1, 2 of (3.16). By setting these two ratios equal,

we obtain

[ +rc'(v1) _ w(G(vy) — yuy)
frw) —Id(w1)  0(G(vy) — yuz)

We wish to solve (3.17) for c(v;). Note that the ex-
plicit dependence of (3.17) on the u; can be removed
by using (3.11) and (3.12). Simple algebra then yields
a complicated ordinary differential equation for c(vy),
which we do not give. Instead, we use the following ap-
proximation. Simulations show that, for the parameters
of our system, the right hand side of (3.17) is approxi-
mately independent of the #; on the slow portions of the
trajectory; i.e., the right hand side is approximately z—;
In Fig. 4, we plot the numerical values of the the ratios
Xi = % i = 1,2 for the five-compartment
model. One can see that, away from the moments of
time when the denominators G(v;) — yu; are singu-
lar, these ratios are almost constant and close to 1. The
ratios for the last two compartments are not as close
to 1 as those shown in the Fig. 4, but they are still in
the range of 0.75-1.25 for the most part of the slow
motion. In our analysis, we will assume

(3.17)

Gy) —yur _ |

3.18
Gl — yiz ©.18)

In Section 4, we will validate this assumption. Using
simplifying assumption (3.18), we solve (3.17):

‘0) = &f = 2?39
c(v) =&f (v), §—m~ (3.19)

which implies that
c(v) =&f(v) + K. (3.20)

Here K is an arbitrary constant of integration. Using
(3.20), (3.11) and (3.12), we obtain

uy = A+r&)f(v)+rk,
uy = (1 —1&) f(vy) — LK.

(3.21)
(3.22)

If K is fixed, Egs. (3.21) and (3.22) allow us to describe
the dynamics of the coupled system in terms of that of
a single relaxation oscillator. As in a single oscillator
case (see Fig. 2a), Egs. (3.21) and (3.22) determine the
generalized nullclines in the v; — u; and v; — u; phase
planes respectively (Fig. 5). These nullclines, com-
bined with the dynamical equations (3.5), describe the
system’s dynamics with good accuracy. In particular,
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the phase points move along the outer branches of the S-
shaped nullclines (Fig. 5a) and “jump” to the opposite
branches upon reaching the points of extrema (jump
points). This description is completely analogous to
the phase plane analysis for a single relaxation oscil-
lator. For a more complete and rigorous discussion of
the phase plane analysis for a closely related problem,
we refer to the paper of Medvedev and Kopell (2001).

From Fig. 5a it is easy to see that the trajectories in the
v; — u; and v; — u, phase planes converge to the limit
cycles. Therefore, the voltage and calcium dynamics in
the somatic and dendritic compartments are oscillatory.
The shapes of the nullclines yield the waveforms and
the amplitudes of oscillations. A simple inspection of
(3.19),(3.21), and (3.22) implies that the ratio of ampli-
tudes of calcium oscillations in the two compartments
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Figure 5. (a) The nullclines for voltage and calcium dynamics in the somatic and dendritic compartments are plotted in this figure. The forms
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space.

is proportional to the ratio of their natural frequen-
cies, i.e. w; : w,. Thus, the dendritic compartment with
smaller cross-sectional diameter and higher natural fre-
quency has bigger amplitudes of calcium oscillations.

Above, we have assumed that the value of K is fixed
in (3.21) and (3.22). The initial value of K is deter-
mined from the initial conditions. For finite intervals
of time (and sufficiently large g), K can be considered
as an ‘adiabatic invariant’ [3]. For longer times, the
value of K must be adjusted for Egs. (3.21) and (3.22)
to remain a good approximation of the slow manifold.
These adjustments result in a slow drift of the mean val-
ues of calcium oscillations. This creates slow transients
in calcium dynamics, which are clearly seen numeri-
cally (Fig. 3b) and are also observed in the experimental
data. Postponing the details of the transient dynamics
untill the next section, we present the geometric inter-
pretation of the results of the present section: A union
of the periodic orbits over all real K constitutes a one-
parameter family (see Fig. 5b). Geometrically, this is a
cylinder in a four-dimensional phase-space (the dimen-
sion of the phase space can be reduced to 3 if v; and v,
are identified). This cylinder is important for describ-
ing solutions to (3.2)—(3.5): except possibly for some
initial period of time the system dynamics is confined
to the surface of this cylinder. Such surfaces, or mani-

folds (in higher dimensional spaces) are called inertial
manifolds. In the next section, we study the system dy-
namics on the inertial manifold.

4. Transient Dynamics

In the present section, we develop techniques for track-
ing the system dynamics on the cylinder foliated by the
periodic orbits (Fig. 5b). We will show that trajectories
converge onto the limit cycle of the coupled system. It
turns out that the rate of convergence and, therefore,
the duration of transients depend on the interplay be-
tween two parameters: the strength of coupling, g, and
the rate constant of calcium extrusion, y . In the regime
considered in this paper, we will show that itis the latter
that determines the duration of transients.
We introduce a function:

1 Uun u
L(uy, uz) = 5(0)— o
2 1

2
+A> , “.1)

where the constant A will be specified below. L(uy, us)
has several properties that are useful for studying the
dynamics of (2.1) and (2.4). Our first observation is
that L can be considered as a function of K. To show
this, we calculate the linear combination on the right



hand side of (4.1), using (3.21) and (3.22):

1 l 1 r
BT PN

w2 w3 w1 w1
lw; + rwy T

w1y 4BRh

(di +d3). 4.2)

The expression in the square brackets is zero, as is
easily seen from the definition of £ (3.19). Hence,
uy ui

—~ - 4 A=—-kK+A. (4.3)
w? w1

Equations (4.1) and (4.3) imply that L is a function of
K. Namely,

L(K) = %(K]K — A (4.4)

Next we show that as the trajectories of (2.1), (2.4)
approach the steady state oscillations, the values of
L(uy, uy) averaged over one period of oscillations
monotonically decrease to zero. The rate of decay of
L yields the duration of the transients and reveals the
physiological factors that influence the rate of tran-
sients. For this, we compute

- o
L _ (ﬂ _w +A><ﬂ - ﬂ), 4.5)
dt Wy  w w2 W]

where # stands for ‘é—bt‘. The first term on the right hand
side of (4.5) is given by (4.3), and it remains to evaluate
the second term. Using (3.5) and (3.9), we have

20 Gy — G~y —uy), (4.6)
wy w1
G(v2) — G(v)) =~ G'(v)(vy — vy)

= 8aG'(v)(Ex — vi)e(vr) 4.7)
and from (3.11) and (3.12) we obtain
U, —u; = —({ + r)c(vy). 4.8)
The combination of (4.6)—(4.8) and (3.20) yield
iy Uy

— — — = (5aG'(v1)(Ex — 1)
[0)) (]

+ v +r)ec(vr)
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= (8aG'(v)(Ex — v1)
+yU+r)NEflo)+ K). (49

Assuming that the period of oscillations of the coupled
system, T, does not change to leading order, we inte-
grate the last expression over one period of oscillations
to obtain

T (i g
/ (———)dl’ =(5F1+)/F2)K+(5J1+)/J2)
0 w) wi
=@F +yFR)(K —Kk), 4.10)
where
Ky = M .11
5F1 + )/Fz
T
F :/ aG'(v)(Ex — v)dr, (4.12)
0
F=10+nT, (4.13)
T
5= / wEG'(0))(Ex — v) f (on)d
0
T
= / £G'(v))F(v)dr, (4.14)
0
T
S = +r)$/ fudr. (4.15)
0

We are now ready to calculate the change of L after
one period of oscillations of (2.1), (2.4). For this we
integrate (4.5) over one cycle and use (4.3) and (4.10)

A
= —k1(8 F +)/F2)(K - E>(K —K2). (4.16)

Finally, by setting A = x 1k, from (4.16) and (4.4) we
derive

TdL )
AL = Edf =—k1(0F +yR)(K — k),
0

(4.17)
2

L(K) = %(K — ). (4.18)

By taking the limit as § — 0 in (4.17) and (4.18) and
using (4.11), we obtain

AL -1y F> _

== K —

T T ( <)
_2(l +r)y

= - ——L(K),
K1

(4.19)
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where

_ _ T
B 2225 f fp)dt. (4.20)
0

T

Note that «; differs from ic; by O(S). (4.19) implies
that L(¢) decays to zero exponentially fast. This cor-
responds to the gradual approach of the solutions of
(2.1) and (2.4) to a limit cycle of the coupled system.
The latter is to leading order determined by (3.21) and
(3.22) with K = i;,. The rate of approach is charac-
terized by the exponent #ﬁ”)y, i.e., is proportional to
the rate of the calcium efflux y. Equation (4.19) yields
the rate of change of L for two coupled oscillators. Our
conclusions about the relation between the rate of cal-
cium efflux and the duration of transients are verified
numerically. Figures 6(a) and (b) show that L(z) de-
cays to zero exponentially fast. Furthermore, the rate
of decay is in a good agreement with our theoretical pre-
diction: #ﬁ”)y Therefore, in our range of parameters
the duration of transients is determined by y, the rate of
calcium extrusion. If § F; is much larger than y F>, then
the transient time becomes dominated by the strength
of the coupling rather than the rate of efflux of the cal-
cium. Thus there are different regimes, and changes of
parameters can affect what governs the length of the
transients. In general, when the number of oscillators
exceeds two (4.19) is not valid. In this case, it can be
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shown that L(#) is bounded from above and below by
two exponential functions with exponents proportional
to y. This can be done by following the steps of the
analogous derivation in (Medvedev and Kopell, 2001).

For the steady state oscillations, the slow equations
take form:

uy =1 +ré)f(v) +rica,
uy = (1 =18) f(v1) — lica.

421
4.22)

By integrating (4.21), (4.22) over one period of oscilla-
tions and recalling the definition of ic; (4.20), it is easy
to see that the calcium concentrations averaged over
one cycle are equal in two compartments:

I 1 (7 1 [T
— dt = — dt = — 1)) dt.
T/O " Tfo s Tfo FO0)

(4.23)

Therefore, the steady state oscillations are char-
acterized by equal average concentrations in two
compartments (the same conclusion also holds when
the number of compartments is greater than two). This
explains the nature of the transient dynamics: the tran-
sients are driven by the difference in calcium concen-
trations in neighboring compartments. If the coupling
is sufficiently large, the rate of the transients is set by
the rate of the calcium efflux, as shown above. In the

1 1 1 1
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Figure 6. (a) L evaluated numerically along the trajectory of (2.1) and (2.4) and the analytical prediction for the exponential decay of L(z)

with exponent #‘:”)y (b) logarithm of the data in (a).



course of the transients the average calcium concentra-
tions are equilibrated.

We can now justify the assumption (3.18), which was
made earlier to simplify the analysis. Since the average
calcium concentrations are equal in two compartments
in the steady state, then close to the steady state u; and
u, oscillate around a common mean value. When this
mean value is high enough

G(vy) — yu, ~
G(vy) —yus

despite the different amplitudes of oscillations of u;
and u,. In this respect, our earlier assumption (3.18)
combined with the later conclusions makes our analysis
self-consistent.

5. Discussion

5.1. Can the Dopaminergic Neuron be Treated
as a Set of Discrete Oscillatory Compartments?

Usually, compartmentalization of a dendritic neuron is
a computational fiction, designed to escape the diffi-
culty of solving a partial differential equation for the
dendritic tree as a whole. In that case, it is important
to keep the length of each compartment short and the
change in diameter from compartment to compartment
small, to approximate the limit for a continuously ta-
pering dendrite. Because of the morphological features
of the dopaminergic neuron and the properties of oscil-
latory dendrites, we have not taken that approach. The
dendrites of the dopaminergic neuron change diameter
mostly at branch points, and while they do taper be-
tween branches, these changes in diameter are small.
In oscillatory dendrites, adjacent lengths of dendrite
with the same diameter, and thus the same natural fre-
quency, are strongly coupled and oscillate as a unit.
Thus we suggest a view of the dopaminergic neuron as
consisting of a relatively small number of discrete com-
partments, with discrete boundaries at dendritic branch
points. Although the branch points themselves have not
been considered in this paper, they are amenable to the
approach we have taken. For branch points that give rise
to approximately equal size daughter branches, cou-
pling currents would be divided among the two daugh-
ter branches, but would be otherwise unchanged. This
would double the effectiveness of the small diameter
side of the junction among compartments. Small short
side branches arising from large dendrites are also seen
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on dopaminergic neurons. Because of the asymmetry of
coupling currents, these will interact asymmetrically,
with the larger dendrite dominating the activity of the
smaller one. Both kinds of branching can be accommo-
dated in the treatment here as an appropriate adjustment
of the values for p;.

5.2.  High Ca Concentrations in Dendrites may
Contribute to Dendritic Release of Dopamine

An important consequence of strong electrical cou-
pling is the distortion of the calcium concentration
time course, in which calcium concentrations in fine
dendrites are driven to levels well in excess of those
that would occur otherwise. This would not occur
if dendrites were passive followers of the oscilla-
tion, or if they were free to oscillate at their own
natural frequencies. The high calcium concentration
observed in the dendrites during spontaneous mem-
brane potential oscillations is the principal experimen-
tal evidence for the active participation of dendrites
in the oscillatory mechanism. The large dendritic cal-
cium transients may have physiological consequences.
Dopamine release sites identified in electron micro-
scopic studies have been principally in the finest den-
dritic branches (Wilson et al., 1977). Although a num-
ber of calcium-independent mechanisms for dopamine
release in the substantia nigra have been proposed,
most or all dopamine release observed experimentally
is calcium-dependent, and occurs by vesicular exocy-
tosis (Heeringa and Abercrombie, 1995; Rice et al.,
1997). The high calcium concentration transients gen-
erated in small dendrites by the interaction of large
and small diameter regions of the neuron may facili-
tate transmitter release in dendrites independently of
action potential invasion into these fine branches of the
dendritic tree. By acting on dopaminergic autorecep-
tors, dopamine released from the dendrites may con-
tribute to generating the characteristic firing pattern of
the dopamine neuron, and thus contribute to pattern of
dopamine release at axon terminals in the same cells.

5.3.  Role of Backpropagating Action Potentials

The calcium-based oscillations studied here are ob-
served in dopaminergic neurons after blockade of ac-
tion potential currents. In the absence of that blockade,
single action potentials are generated on each cycle of
the slow oscillation, and these have been reported to
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propagate throughout at least the major branches of
the dendritic tree (Hausser et al., 1995). The large cur-
rents associated with the action potential are certain to
inuence the coupling of compartments and may over-
whelm the interactions studied here. In experimental
studies, the presence of the backpropagating action po-
tential had a relatively small effect on calcium concen-
tration, or on the frequency of the membrane potential
oscillation. The underlying membrane potential oscil-
lation studied here neither depends upon the presence
of the action potential, nor is it altered greatly in form
or frequency when the action potential is present. It
is possible that the action potential increases the ef-
fective electrical coupling among the various parts of
the dopaminergic neuron’s dendritic tree, synchroniz-
ing the cell for a brief period at the peak of each cycle.
Under conditions of weaker electrical coupling than
studied here this may be important to maintaining the
coherence.

5.4.  Propagation of Transients on the Dopaminergic
Neuron

A perturbation of charge stored on the membrane local-
ized to one part of the neuron (for example a synaptic
potential) is usually thought to decay continuously with
distance from the source due to redistribution of charge
and loss through the membrane conductance. In the
distributed oscillatory membrane of the dopaminergic
neuron as envisioned here, such perturbations are best
represented as a transient distortion of the voltage null-
cline of the perturbed compartment. The propagation
of the transient from one compartment to the next will
not follow the rules of linear cable theory, and intuition
based on familiarity with those rules will not be reli-
able. Perturbations propagate from one compartment
to the next, but by way of coupled distortions of the
mechanism of the oscillation. The principles that gov-
ern the interactions among synaptic inputs occurring
at various location on the dendrites have not yet been
determined, but the results of this study indicate that
transients long enough to cause a deviation of calcium
concentration from steady state values may take a long
time to decay, with changes in voltage and calcium re-
covering at the time course of calcium concentration
equilibration. Thus changes in firing of dopaminergic
neurons, such as the response seen in the course of
operant learning (Waelti et al., 2001) may be largely
shaped by intrinsic mechanisms.

5.5.  Adaptation of Oscillation Frequency
and its Mechanism

The analysis presented here attempts only to explain
the transient during establishment of oscillations with
initial conditions far from the limit cycle. The voltage
and calcium concentration changes for this kind of tran-
sient were collected by Wilson and Callaway (2000)
and were available for comparison with the theoretical
results. In the experiment, cells were hyperpolarized
for several seconds to allow calcium concentration in
the cell to fall well below steady state values. The hy-
perpolarizing current was removed and the cell allowed
to evolve back to its steady state oscillation. The result-
ing transient was characterized by an initial higher than
normal oscillation frequency which gradually slowed
to the steady state value. During the approach to steady
state, the somatic calcium concentration gradually ap-
proached its steady state cycle from below, while more
distal dendrites had an initially high calcium concentra-
tion which gradually decreased, approaching the steady
state from above. Throughout the transient, the ampli-
tude of calcium oscillations were larger in the dendrites
than in the soma. After achieving steady state, the cal-
cium oscillations in the dendrites continued to be larger
than the soma, but the calcium concentration averaged
over a cycle was approximately the same in all mea-
sured parts of the cell. These results were duplicated in
the model consisting of a chain of compartments with
gradually increasing natural frequencies but synchro-
nized by strong voltage coupling (Fig. 3). Examination
of the phase trajectories in each compartment suggested
that the trajectories were expanded (for the small com-
partments) or compressed (for the larger ones) along
the [Ca] axis, and subject to a gradual drift (upward
for the large compartments and down for the small
ones) along the same axis. We show that the multi-
dimensional system consisting of many compartments
can be approximated as a set of uncoupled oscillators
which have been subjected to an appropriate scaling
on the [Ca] axis. The amplitude of scaling depends pri-
marily upon the geometry of the neuron (the diameters
of adjacent compartments). This distortion is due to
the inuence of coupling currents which must be added
to the current balance equation of each compartment.
The drift of trajectories over several cycles during the
approach to steady state reects the difference between
average calcium concentration (averaged over a cycle
of oscillation) and the steady state average. Because
the coupled system oscillates faster than the natural



frequency of the soma, calcium concentration cannot
achieve its steady state peak value on the first few cy-
cles of the transient. Because the coupled system os-
cillates slower than the natural frequency of the distal
dendrites, calcium concentration there overshoots on
average. The small contribution of the large compart-
ments’ calcium-dependent potassium current (caused
by the low calcium concentration) causes the smaller
dendritic oscillations to dominate, and the oscillation
frequency begins faster than steady state value. Somatic
calcium concentration also does not have enough time
to be pumped out between cycles, so it accumulates.
Likewise, dendritic peak calcium concentrations have
more than sufficient time to clear, and tend down. These
average trends are reected in the translation of the volt-
age nullcline up the calcium axis for the large dendrites,
and down for the small ones. The time required for this
transient to decay is determined by the calcium clear-
ance rate (8y ) and the difference in natural frequencies
of the compartments (reflected in «).

5.6. Related Mathematical Work

There is a very large literature related to the mathe-
matical work in this paper. For example, chains of re-
laxation oscillators have been studied by Afraimovich
and Chow (1997), Afraimovich et al. (1986), Belair and
Holmes (1984), Hale (1997), Grasman (1984, 1987),
Izhikevitch (2000), Kopell and Ermentrout (1986),
Rand and Holmes (1980), Rubin and Terman (2000),
Skinner et al. (1997), Somers and Kopell (1993, 1995),
Storti and Rand (1986), Wang (1995), Wang and Rinzel
(1995), and Wang and Terman (1995). Electrical cou-
pling was studied in pairs or chains of oscillators in,
e.g., (Chow and Kopell, 2000; Kopell et al., 1998;
Manor et al., 1997; Sherman and Rinzel, 1992; Smolen
et al., 1993; de Vries et al., 1998). It is known that
strong coupling can lead to almost synchronous val-
ues of the coupled variables, even if the two elements
being coupled are quite different (e.g., Afraimovich
etal., 1986; Afraimovich and Chow, 1997; Kopell etal.,
1998; Manor et al., 1997). However, if the individual
oscillators are different, synchronization does not al-
ways take place even when coupling is very strong
(Afraimovich and Chow, 1997; Wilson and Callaway,
2000).

The analyses done in this paper and in that of
Medvedev and Kopell (2001) focus on the long tran-
sient dynamics and their origin in the large variation
in natural frequency of the individual compartments.
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Medvedev and Kopell showed that, for a chain of
coupled FitzHugh-Nagumo, oscillators, in the limit of
strong electrical coupling, the coupling currents go to
a moderate size (not infinitesimal) voltage-dependent
limit; this enabled them to reduce the analysis of the
coupled system to that for a set of uncoupled compart-
ments (Medvedev and Kopell, 2001). Other papers for
which such reduction exists, for different mechanistic
reasons include those of Somers and Kopell (1993) and
Rotstein et al. (2003).

The analysis in the paper of Medvedev and Kopell
(2001) revealed an unexpected structure in the limit
of strong coupling: there is a family of periodic or-
bits whose union forms an invariant cylinder in the
phase space, which is partitioned as the level sets
of an integral. For coupling large but not infinite,
this integral becomes a Lyapunov function, and there
is motion on the invariant cylinder toward a unique
limit cycle. In the current paper, we show that, with
some approximations, the same structure exists in the
Wilson-Callaway model. The analysis of this paper
can be expanded to chains of N > 2 oscillators; see
(Medvedev and Kopell, 2001) for the techniques. As
shown in (Medvedev, 2002), for a variation in the equa-
tion for the slow variable, one can get the integral
even when the coupling strength is finite; this creates
a “continuous attractor” of periodic orbits, with mem-
ory of initial conditions encoded in the periodic orbit
chosen.

Appendix A

In this appendix we provide more details on the asymp-
totic analysis of Section 3. Below we present asymp-
totic expansions of the solutions with respect to a small
parameter § and show that the results of Section 3 fol-
low from retaining the leading order terms in these
expansions.

The ansatz (3.8) implies that

82 — i) = 0(1). (A.1)
a(Ex —v1)

On the slow manifold we define a function c(v;)
along the phase trajectory (vi(?), u;(t), va(2), ua(2)),
teR*:

g2 —wy)

- . A2
a(Eg —vy) (&.2)

c(vy) =
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From (A.2) we have
vy = vy + Sac(v)(Eg — vy). (A.3)

In addition, we assume that on the slow manifolds ¢(v)
can be expanded into the series:

cw) =Y §ci(vy). (A4)
i=0

The combination of (A.3) and (A.4) yields the asymp-
totic expansion for v,. We now proceed to determine
the unknown coefficients in (A.4). We only need to
find the lowest order term co(v) in this expansion. For
this, we plug (A.2)-(A.4) into the equations for the
slow manifolds (3.6) and (3.7). By extracting leading
order terms in the resultant equations (i.e., formally,
by setting § = 0), we arrive at (3.11) and (3.12). Sim-
ilarly, we plug (A.2)—(A.4) into the dynamical equa-
tions (3.5), extract the O(1) terms, and use the resul-
tant equations to derive (3.14) and (3.15). Therefore,
the results of Section 3 should be viewed as a leading
order asymptotic approximation of the slow system’s
dynamics.
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