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Dependence of the Dresselhaus spin-orbit interaction on the quantum well width
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We measured the Dresselhaus spin-orbit interaction coefficient β1 for (001)-grown GaAs/Al0.3Ga0.7As quantum
wells for six different well widths w between 6 and 30 nm. The varying size quantization of the electron wave
vector z-component 〈k2

z 〉 ∼ (π/w)2 influences β1 = −γ 〈k2
z 〉 linearly. The value of the bulk Dresselhaus coefficient

γ = (−11 ± 2) eVÅ3 was determined. We discuss the absolute sign of the Landé g factors and the effective
momentum scattering times.
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Electron spins in semiconductor quantum structures ex-
perience spin-orbit interaction (SOI). For a two-dimensional
electron gas (2DEG) hosted in a semiconductor quantum well
(QW) with zinc-blende structure, there are two main sources
for SOI, the Rashba1 and the Dresselhaus2,3 components. For
spin-based applications, it is important to control the size of
these two components. Of special interest is the situation with
balanced Rashba and Dresselhaus SOI contributions, where
the spin polarization of a helical spin state is preserved.4–8

Whereas Rashba SOI can be tuned and even eliminated either
by using gate electrodes9,10 or by choosing a suitable ratio
between the concentration of the modulation doping on the two
sides of the QW,11 the Dresselhaus SOI is given by the choice
of materials and the size quantization of the electron wave
vector k along the growth direction z, that is, 〈k2

z 〉 = (π/w)2

for an infinitely high potential well of width w.
In this paper, we investigate experimentally the dependence

of the Dresselhaus SOI on w in GaAs/Al0.3Ga0.7As QW
samples. The Dresselhaus SOI coefficient is measured using
the technique described in Refs. 12 and 13, employing a
small shift δk � kF of the Fermi distribution in k space
that leads to an average electron drift at the velocity h̄δk/m

(Fermi wave number k2
F = 2πns, electron density ns, Planck

constant h̄ = h/2π ). This induces an average spin-orbit (SO)
splitting 2β∗δk of QW electrons in the conduction band
that we determine from a change in the spin precession
frequency ν. The coefficient β∗ = β1 − 2β3 contains both
linear (β1 = −γ 〈k2

z 〉) and cubic (β3 = − 1
4γ k2

F) Dresselhaus
terms, which are both proportional to the bulk Dresselhaus
coefficient γ . Rashba SOI contributions α � β1 play a minor
role in this study.

We measured six similarly grown (001)-orientated
GaAs/Al0.3Ga0.7As structures, each hosting 15 equivalent
Si-δ-doped QWs14 with w = 6–30 nm, and obtained γ =
(−11 ± 2) eVÅ3 from a linear fit to β1 = −γ 〈k2

z 〉. De-
spite many investigations of a wide variety of GaAs-based
structures, the precise value of γ is still being discussed
controversially in literature. Various experimental techniques
claim γ values between 3 and 35 eVÅ3, and most theoret-
ical calculations15–19 exhibit relatively poor agreement with
experimental data.16,19–23

To measure ν, we use time-resolved Kerr rotation (TRKR).
For this, circularly polarized Ti:sapphire laser pulses at a

repetition rate of 80 MHz generate a small spin polarization
S ‖ z ‖ [001] in the conduction band of the QW. The time
evolution of Sz is then monitored in an external magnetic
field Bext ‖ [100] using TRKR at a base temperature of 20 K.
Traces of Sz vs time t are fit to an exponentially decaying
cosine function ∝ exp(−t/τs) cos(2πνt) to determine ν and
the spin lifetime τs . Nonoscillating signals are fit to a single
exponential. The decay time for S ‖ [001] and Bext = 0 is
denoted by τz. For the 6-, 8-, and 30-nm QW, we used two
frequencies to fit the data, one for the QW spins and one for
the bulk GaAs spins, and selected the ν and τs that belong to
the QW spins. Mesalike channels of width W = 100 μm are
etched into the substrates to apply an electric current I ‖ [100].
We assume an equal ns and current density js = I/(15 W ) per
QW and estimate h̄δk/m = js/ens (electron charge e, effective
mass m = 0.067m0, free electron mass m0). The energy per
area of the pump pulses was kept below 4×10−3 Jm−2 to ensure
that the number of excited electron-hole pairs is much smaller
than ns. The mobility μ and ns were measured separately by
Hall measurements.

The measured hν is influenced by an average SO split-
ting 〈ED〉 = 2β∗δk and the Zeeman splitting EZ = gμBBext

(Ref. 13). Here, g is the electron Landé factor, and μB is
Bohr’s magneton. Because of the chosen orientation of Bext

and I, the two energies simply add, and

hν = 〈ED〉 + EZ. (1)

We determine the modulus of g from the precession
frequency ν0 measured at δk = 0. There, 〈ED〉 = 0, and we can
use g = hν0/(μBBext). Note that the signs of g and hν cannot
be found from TRKR measurements directly, but follow from
a comparison of 〈ED〉 and EZ, as we will discuss below. When
δk is varied, ν changes linearly, and β∗ follows from the slope
2β∗ = ∂(hν)/∂δk at δk = 0.

Figure 1(a) shows traces of Sz(t) for a 8-nm-wide QW
(labels 1–4). Because β1 is relatively large in this sample,
spins decay quickly. Spin precession is very slow at δk = 0
(label 2), indicating a small g factor. The upper inset shows the
fitted |ν| vs δk. Spins precess faster at δk = −8.8 × 106 m−1

(label 1) than for the opposite sign of δk (label 4). From this
and Eq. (1), it can be concluded that 〈ED〉 and EZ have opposite
signs for positive δk. This is in agreement with the observation
of hν = 0 for a positive δk ≈ 2.6 × 106 m−1 (label 3), which
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FIG. 1. (Color online) (a) Measured Sz(t) for w = 8 nm at Bext =
0.93 T and various δk (labels 1–4). (Upper inset) The fitted spin
precession frequency ν strongly varies with δk. The regime of |ν| <

1 GHz (dotted line) is not accessible because of the fast signal decay.
(Lower inset) No oscillation is observed for this signal (label 3); it
decays exponentially with τs ≈ τz. (b) Variation of 〈k2

z 〉 with w for an
infinite and a finite GaAs/Al0.3Ga0.7As square potential well. Shown
are analytically (circles) and numerically ( + ) calculated values for
ns = 0 and 1.2 × 1015 m−2. (c) Kerr excitation energy Eexc and (d) g

factor vs 〈k2
z 〉. Note the sign change of g at w ≈ 7 nm (arrow).

is explained by a cancellation of the two energies. At this point,
we find an exponential spin decay with τs ≈ τz (lower inset).
From this follows that β∗ and g must have opposite signs in
this sample.

Different QW widths w result in different values for 〈k2
z 〉.

Figure 1(b) shows 〈k2
z 〉 = (π/w)2, the result for an infinitely

high potential well. In comparison, numerical24 or analytical25

calculations for realistic QWs with a conduction-band offset
of 0.262 eV between the well and the barrier region yield
substantially smaller values, because of wave-function leakage
into the barrier regions. Note that also the approximation
〈k2

z 〉 = 2mE0/h̄
2 with the subband energy E0 yields too large

values for 〈k2
z 〉 because of the finite contribution from the

barrier potential energy. In the following, we will use the
numerically obtained values of 〈k2

z 〉 to discuss our data. This
affects the γ values obtained from β1. For example, for a 6-nm
QW, β1/〈k2

z 〉 is 3.5 times less if 〈k2
z 〉 = (π/w)2 is used, and

1.5 times less if 〈k2
z 〉 = 2mE0/h̄

2 is used. The application of
the latter approximation in Refs. 21 and 23 could explain the
postulated dependence of γ on the QW width w.

We chose a laser excitation energy Eexc close to the QW
absorbtion edge, where the TRKR signal is maximum. Eexc is a
measure for the interband transition energy between quantized
valence- and conduction-band states. For w = 30 nm, Eexc

is approximately the bulk GaAs bandgap (1.52 eV at 20 K),
and then increases with stronger confinement [Fig. 1(c)]. In
Fig. 1(d), we show the g factors obtained in this study as a
function of 〈k2

z 〉. From theory and experiments,26–29 we expect
g to change sign between w = 6 and 8 nm. Here, the sign
change at w ≈ 7 nm is not a priori assumed but directly
observed, as explained below.

FIG. 2. (Color online) Measured Zeeman and drift-induced Dres-
selhaus SO splitting hν = gμBBext + 2β∗δk as a function of δk for 6-
to 30-nm-wide QWs and for Bext > 0 (open symbols). For Bext < 0,
we plot −hν (solid symbols). The Zeeman splitting gμBBext changes
sign between w = 6 and 8 nm. 2β∗ is obtained from the slopes
∂(hν)/∂δk in the regime of |δk| < 2 × 106 m−1 (solid lines in the
vicinity of δk = 0). For w = 6 and 8 nm, we used the regime of
|ν| > |ν0| and |δk| < 1 × 106 m−1.

In Fig. 2 all measured spin splittings hν are plotted as a
function of δk. We choose the sign in consistency with Eq. (1)
by assuming that β∗ has the same sign for all QWs and that g

is negative for wide QWs. We plot +hν for Bext > 0 and −hν

for Bext < 0. This way the two curves intercept at positive
values for g > 0 and negative values for g < 0. Bext was set to
±0.85 T for the 6-, 20-, and 30-nm QWs and to ±0.93 T for
the 8-, 10-, and 15-nm QWs.

To determine the relative signs of β∗ and g, we analyzed
the TRKR data of all QWs in the same way as for the 8-nm
QW discussed above. For all but the 6-nm QW, β∗ and g have
opposite signs. From this, we directly conclude that g > 0 for
w = 6 nm, g < 0 for w > 8 nm, and β∗ > 0 for all samples.
Note that β∗ could possibly change sign with increasing w if
2β3 > β1. However, even for w = 30 nm, this is not the case
here, because β3 ≈ 3 × 10−14 eVm is sufficiently small.

We obtain β∗ individually for each sample from the slopes
of ν versus δk in Fig. 2. To calculate the linear Dresselhaus
term β1 = β∗ + 2β3, the cubic correction β3 = − 1

4γ k2
F and

therefore γ needs to be known (kF is calculated from the
measured ns). We find a single value of γ = (−11 ± 2) eVÅ3

for all samples in a self-consistent loop where first β3 is
calculated and then the slope of β1 versus 〈k2

z 〉 is fitted
[Fig. 3(a)] to iteratively adapt γ . A list of all SOI coefficients is
given in Table I. The obtained value of γ is more precise than
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FIG. 3. (Color online) (a) Measured β1 (open symbols) and
data from Ref. 7 (solid symbol) vs 〈k2

z 〉 are fit to −γ 〈k2
z 〉 (solid

line). (Dotted lines) 95% confidence interval. (Horizontal error bars)
±0.5 nm variation in w. (Vertical error bar) ±30% variation in ns

and estimated uncertainty in the fitted ν. (b) Spin decay rates τ−1
s

(circles) and τ−1
z (squares) vs 〈k2

z 〉. (c) Comparison of τ and τ ∗
p ; τ

was calculated from the mobility μ, τ ∗
p was calculated from τs , β1

and k2
F (circles), and from τs , −γ 〈k2

z 〉, and k2
F (diamonds).

in a previous experiment with only one QW width13 and agrees
with other experimental19–21,23 and theoretical15,16,18 work.

The linear fit shown in Fig. 3(a) describes both wide (20–
30 nm) and narrow (6–8 nm) QWs with a single γ reasonably.
The error bars for w =10, 15, 20, and 30 nm follow from an
estimated uncertainty in ns of ±30%. For w = 6 and 8 nm,
we consider the low confidence level for the fit of ν to be the
dominant error source. In particular for |ν| < |ν0|, TRKR data
spans less than a full precession period. Therefore the data for
|ν| > |ν0| is used to determine β∗, and then an upper limit for
β∗ is estimated from the regime of |ν| < |ν0|, and a lower limit
from the regime of |ν| 
 |ν0|.

Compared with measurements on one single QW width, the
γ obtained here is less sensitive to systematic errors caused
by peculiarities of individual samples. For w = 15 nm, the
measured β1 deviates the most from −γ 〈k2

z 〉. It is unlikely
that this QW has been grown with an accidentally larger w,
because Eexc, g, and the decay rates vary rather monotonously

with 〈k2
z 〉. Local screening of the in-plane electric field by

optically generated charge carriers could possibly reduce δk,
but we do not find changes in β∗ of more than 20% when
decreasing the pump power. Most probably an unequal current
distribution among the 15 QWs in this sample leads to an
actual drift in the relevant QWs that is smaller than anticipated
from the measured I, and this could explain the lower β1 value.
We note that all samples in this study have been grown in the
same week at very similar conditions, except the 15-nm QW,
which was grown earlier and processed slightly differently.

Previously we have studied SOI for a strongly asymmetric
12-nm-wide single QW by analysis of spatially resolved spin
polarization maps.7 To support our findings, data from this
reference is also shown in Fig. 3(a) and has been included in
the fit of γ . The 15- and 12-nm QWs suggest a slightly lower
γ than discussed above, and a fit to the data for w � 15 nm
yields γ ≈ −9 eVÅ3.

Finally, we discuss the spin decay rates and determine the
effective momentum scattering time τ ∗

p , which is typically
difficult to estimate from the transport scattering time τ =
μm/e. In general, τ ∗

p is smaller than τ (Refs. 30 and 31),
because τ is rather insensitive to forward scattering and
is not affected by electron-electron scattering. We expect
spin lifetime to be limited by the Dyakonov Perel (DP)
mechanism.32 Fast scattering, that is, ED/h � 1/τ ∗

p , will
result in a random walk of S on the Bloch sphere, and for strong
SOI, Sz will decay quickly. For α � β1 and β3 � β1, the DP
decay rates are 1/τs = 3β2

1k2
Fτ

∗
p/h̄2 and 1/τz = 4β2

1k2
Fτ

∗
p/h̄2

(Refs. 33 and 34). From these rates it is possible to determine
τ ∗
p if β1 is known.21

In Fig. 3(b) we show 1/τs and 1/τz vs 〈k2
z 〉. We do not

observe a quadratic increase of these rates with β1, which
indicates that either τ ∗

p or k2
F depends on w (Ref. 35). Since

the decay rates, β1 and k2
F were measured independently, we

can determine τ ∗
p , as shown in Fig. 3(c) (circles). We find τ ∗

p

to be one to two orders of magnitude smaller than τ . Because
the individually measured β1 values do not increase perfectly
linearly with 〈k2

z 〉, we also used linearly interpolated values for
β1 = −γ 〈k2

z 〉. This yields τ ∗
p ≈ 0.5 ps for all w (diamonds).

The measured β1 for w = 15 nm yields a substantially larger
τ ∗
p , which suggests that for this sample the measured β1 is too

small.
For a 2DEG closely below the transition from a degenerate

to nondegenerate statistics, electron-electron scattering is
expected to be the predominant mechanism contributing to τ ∗

p

(Refs. 25, 30, and 36), whereas interface scattering is expected

TABLE I. List of QWs and parameters as follows: w, nominal QW width; 〈k2
z 〉 numerically calculated; ns and μ from Hall measurements;

τ from μ; g and β∗ are determined from hν vs δk; β1 and β3 are calculated from β∗, γ , and k2
F; τ ∗

p is calculated from τs , γ , and 〈k2
z 〉.

w g ns μ 〈k2
z 〉 k2

F β∗ β1 2β3 τ τ ∗
p

nm – 1015 m−2 m2/Vs 1016 m−2 10−13 eVm ps

6 0.14 0.9 5 7.9 0.6 8.7 9.0 0.3 2 0.4
8 −0.09 1.3 16 5.7 0.8 7.0 7.4 0.4 6 0.3
10 −0.16 1.2 15 4.5 0.7 4.8 5.2 0.4 6 0.4
15 −0.28 1.2 41 2.5 0.8 1.2 1.6 0.4 16 0.5
20 −0.34 1.3 46 1.6 0.8 1.5 2.0 0.5 18 0.6
30 −0.40 1.7 76 0.8 1.1 0.6 1.2 0.6 29 0.5
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to contribute significantly to τ , in particular for small w.
For a degenerate 2DEG, 1/τe−e ≈ π

2 (EF/h̄) × (kBT/EF)2 ×
ln(EF/kBT ) (Refs. 37 and 31). Using EF ≈ 4.5 meV and T =
20 K we estimate τe−e ≈ 0.55 ps. Assuming 1/τe−e = 1/τ ∗

p −
1/τ , we determine τe−e ≈ 0.5 ps from the measurement, which
agrees with the theoretical expectation37 and other experimen-
tal work.30 This also explains why τ ∗

p is essentially w inde-
pendent, despite the strong decrease of τ with decreasing w.

In summary, we have measured the Dresselhaus SOI in
GaAs/Al0.3Ga0.7As QWs of different widths w and found a
linear increase with the confinement parameter 〈k2

z 〉. From
this we determined the bulk Dresselhaus coefficient γ =
(−11 ± 2) eVÅ3. The sign of the g factors was measured

and the sign change at w ≈ 7 nm was observed. Relating
the measured DP spin lifetimes to the measured spin-orbit
splittings, the effective momentum scattering time τ ∗

p ≈ 0.5 ps
was determined, stressing the importance of electron-electron
scattering for the dynamics of spin.
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