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Abstract—A depth image-based rendering (DIBR) approach
with advanced inpainting methods is presented. The DIBR al-
gorithm can be used in 3-D video applications to synthesize a
number of different perspectives of the same scene, e.g., from a
multiview-video-plus-depth (MVD) representation. This MVD
format consists of video and depth sequences for a limited number
of original camera views of the same natural scene. Here, DIBR
methods allow the computation of additional new views. An in-
herent problem of the view synthesis concept is the fact that image
information which is occluded in the original views may become
visible, especially in extrapolated views beyond the viewing range
of the original cameras. The presented algorithm synthesizes these
occluded textures. The synthesizer achieves visually satisfying
results by taking spatial and temporal consistency measures into
account. Detailed experiments show significant objective and
subjective gains of the proposed method in comparison to the
state-of-the-art methods.

Index Terms—Depth image based rendering, inpainting, texture
synthesis, view synthesis, 3-D video.

I. INTRODUCTION

T
HREE-DIMENSIONAL (3-D) video is rapidly growing
in popularity as many stereo video products are currently

entering the mass market. The viewing of stereo video on a
multi-user stereo display requires the use of additional eye-
glasses. Autostereoscopic multiview displays (we call them
3-D displays) provide 3-D depth perception without the need
to wear additional eyeglasses by showing a number of slightly
different views simultaneously. The various views for the 3-D
display are typically generated from fewer images captured
by original cameras at different viewpoints and separated
by a baseline corresponding to the human eye distance. 3-D
displays ensure that a viewer always sees a stereo pair from
predefined viewpoints. The high number of views required by
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Fig. 1. Extrapolation scenario of a virtual camera view from original cameras:
scene areas that are visible in the viewing cones of the original cameras are
marked with horizontal lines. Those visible in the virtual view are highlighted
by diagonal lines. Uncovered areas are visible in the virtual camera but invisible
in the original ones and must thus be reconstructed synthetically.

3-D displays poses a challenge to the acquisition as well as to
the transmission process, as only a limited number of original
views can be recorded, stored and transmitted. Consequently,
the need to render additional virtual views from transmitted
views arises, in order to support 3-D displays.

The basic principle for generating new views is projective ge-
ometry, where the 3-D geometry of the original scene as well as
the camera locations, e.g., in the form of extrinsic and intrinsic
camera parameters, must be known. Given the depth informa-
tion included in MVD data, mapping of image contents into the
3-D scene space and subsequently into the virtual camera view
can be conducted [1]. For horizontally rectified camera setups,
the projection is simplified as disparities between samples in
available views are reduced to the horizontal direction, i.e., to
the same row in the images [1].

Depth image-based rendering (DIBR) is a technology for syn-
thesizing novel realistic images at a slightly different view per-
spective, using a textured image and its associated depth map. A
critical problem is that the regions occluded by the foreground
(FG) objects in the original views may become visible in the
synthesized views. This is particularly problematic in case of ex-
trapolation beyond the baseline of the original views, as shown
in Fig. 1. Disocclusions are typically less critical in view in-
terpolation as uncovered textures in background regions and at
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Fig. 2. DIBR results for frame 95 of the “Book Arrival” sequence. A baseline of 130 mm is used. (a) Original view. (b) Corresponding depth map. (c) Virtual
camera view obtained from (d) the Gaussian filtered depth map. (e) Warped virtual view generated based on the original depth map in (b). (f) Corresponding warped
original depth map with disocclusions (marked black). (g) Result of line-wise filling approach (see artifacts at the person’s back).

frame boundaries are often visible in one of the original cameras
[2]–[5].

In the literature, two basic options are described to address
the disocclusion problem. Either the missing image regions are
replaced by plausible color information [20] or the depth map
is preprocessed in a way that no disocclusions appear in the
rendered image [21]. The latter technique will be referred to as
“disocclusion elimination” in the following.

The color filling methods process uncovered regions by clas-
sifying the samples in their vicinity into foreground and back-
ground. The known background samples are then adequately in-
serted into the disoccluded region [2], [4], [5], [9]. In [9], Mark
applies interpolation, while Zinger et al. [4] and Mori et al.

[5] use a simple inpainting algorithm [6] to solve this problem.
However, interpolation and simple inpainting methods tend to
introduce blur in the unknown areas. Another simple approach
repeats the last valid background sample line-wise into the un-
known area [8]. Filling methods based on this approach suffer
from severe artifacts when structured backgrounds and domi-
nant vertical edges are present [9] [cf. Fig. 2(g)]. A more ad-
vanced algorithm was proposed by Jiufei et al. [10]. They fill
the uncovered area via texture synthesis and are able to show
that better visual results can be achieved compared to the previ-
ously described methods. Unfortunately, neither postprocessing
of the selected continuation patches nor of the uncovered areas
is done, which may result in block artifacts or luminance incon-
sistencies in the virtual view.

Disocclusion elimination methods usually apply a lowpass
filter to preprocess depth maps. A Gaussian low-pass filter
[21] [see Fig. 2(d)] or, alternatively, an asymmetric filter [12],
[13] is often used. This depth prefiltering step corresponds
to smoothing depth data across the edges and thus lowering
the depth gradients in the virtual view. As highlighted by the

example in Fig. 2(c), foreground objects can be considerably
distorted by this approach, which is subjectively quite dis-
turbing [11]–[13], [21].

Combinations of color filling and disocclusion elimination
approaches can be found in the literature. Cheng et al. [14] pre-
process the depth map with a bilateral filter and then fill the un-
covered areas in the corresponding textured image using avail-
able background texture information. Chen et al. [11] prepro-
cess the depth map with an edge-dependent Gaussian filter and
fill the remaining holes via edge-oriented interpolation. Here,
typical artifacts of both approaches can be observed, albeit at a
reduced visual impact.

Another disadvantage of existing solutions is that they sup-
port only small baselines for rendering and yield very annoying
artifacts for larger baseline rendering. As displays with 50 views
and more are expected in a few years, larger baselines and con-
sequently visually smooth texture synthesis of larger disocclu-
sions are required. Furthermore, all approaches considered so
far render the new images frame by frame, ignoring the tem-
poral correlation of the filled areas, and therefore causing typical
flickering artifacts in the virtual view. First approaches for han-
dling temporal consistency in uncovered regions have been pub-
lished recently [15], [16]. Schmeing and Jiang [15] first deter-
mine the background information using a background subtrac-
tion method. Based on that, the uncovered areas are filled. Two
major drawbacks of this approach are caused by the omission
of illumination variation compensation and the required manual
correction of disocclusions.

Chen et al. [16] assume that the original views are
H.264/AVC [17] encoded and therefore extract their mo-
tion vectors directly from the bit stream. These are used to
compensate known locations in a virtual frame based on tem-
poral neighbors in the virtual view. However, the determination
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of motion vectors in an H.264/AVC encoder is steered by the
overall encoder optimization used, yielding motion vectors
that can be rather different from the real motion. The benefit
of using these motion vectors is additionally limited by the
fact that they are sparsely sampled and thus lack accuracy
[18]. Hence, the PSNR and SSIM [19] gains presented in the
work by Chen et al. [16] are very small compared with the
state-of-the-art methodology.

As mentioned before [6], [10], texture synthesis [22]–[30]
is an appropriate technique for filling missing image regions
with known information. This method operates in parametric
[23]–[25] or nonparametric [22], [26]–[30] modes. Parametric
synthesis approaches generate new textures using a compact
model with a fixed [23], [24] or dynamic [25] parameter set.
Nonparametric approaches, on the other hand, typically for-
mulate the texture synthesis problem based on the Markov
random field (MRF) theory [27]–[30]. Nonparametric ap-
proaches can be further classified in sample- or patch-based
methods. Sample-based algorithms update the synthetic tex-
ture sample-wise [27], while patch-based approaches apply a
patch-wise update [28]–[30], i.e., a set of samples is updated
simultaneously. Typically nonparametric synthesis approaches
yield better inpainting results than parametric algorithms, and
in addition they can also be successfully applied to a much
larger variety of textures [29]. For the restoration of small and
rather homogenous regions, inpainting approaches are often
used that are based on solving partial differential equations
(PDEs) [7].

In this paper, a new approach for handling disocclusions in
synthesized views for 3-D video is presented. The method is
based on nonparametric texture synthesis. Statistical dependen-
cies between different pictures of a sequence are taken into con-
sideration via a background (BG) sprite. A robust initialization
gives an estimate of the unknown image regions that is refined
during the synthesis stage.

The remainder of this paper is organized as follows. The
overall algorithm is presented in Section II. Depth map filling,
image initialization, and texture synthesis are presented in
detail in Sections III–VI. In Section VII, the experimental
results are presented. Finally, conclusions and future steps are
given in Section VIII.

II. PROPOSED VIEW SYNTHESIS FRAMEWORK

The proposed framework for virtual view generation with
time-consistent texture synthesis is outlined in Fig. 3. The tex-
ture images and associated depth maps (DMs) of an MVD se-
quence are taken as input. DMs are provided with the test data,
e.g., by depth estimation methods by Tanimoto et al. in [31].
Next, a projection of the original views towards the virtual views
based on the DMs is realized with an algorithm similar to [32],
where the foreground (FG) and background (BG) objects are
warped separately. This results in an image with holes from dis-
occluded background, as shown in Fig. 2(e).

In addition, the DM is also projected [see Fig. 2(f)] for later
foreground–background separation in the texture synthesis
stage. According to the original scene capturing setup, back-
ground motion in all views may occur. In this case, a motion
estimation stage needs to be included in the workflow after
both projection steps (see Fig. 3) to compensate for the global

Fig. 3. Block diagram of the proposed approach. First, disocclusions in the DM
are filled after the projection step by Tanimoto et al. [32]. Next, the BG sprite is
updated with original BG data and the holes in the current picture are updated
from the BG sprite. Then, the remaining holes are initialized and refined with
texture synthesis. Finally, the BG sprite is updated with the new synthesized
texture.

BG motion. In our simulations, we first concentrated on a
static BG similarly to the work of Schmeing and Jiang [15].
Note, however, that our algorithm is fully automatic, i.e., no
manual disocclusion correction is required, and can seamlessly
compensate illumination changes.

The goal of the new view synthesis algorithm is to fill the
disocclusions (holes) resulting from the warping process. They
become visible both in the virtual DM and the textured image
and must be filled in a visually plausible manner. For video
sequences, this includes a temporally stable synthesis result,
meaning that information from temporally neighboring frames
should be taken into account. For minimizing the processing
delay, only causal neighbors are considered in this work. Tem-
poral consistency is achieved with a BG sprite, which stores
background information from processed frames. In a first step,
the disoccluded areas in the DM are filled as shown in the next
section. The BG sprite is then updated with known BG infor-
mation from the current picture. Next, the holes in the current
picture are updated from the BG sprite. The remaining holes are
treated by first initializing the area from spatially adjacent orig-
inal texture, providing an estimate of the missing information.
In the next step, patch-based texture synthesis is used to refine
the initialized area. The BG sprite is finally updated with the
synthesized image information for temporal consistency during
the filling of holes in the subsequent pictures.

III. FILLING DISOCCLUSIONS IN THE DEPTH MAP

Given the inherent properties of the depth-based image
warping, larger uncovered areas mostly belong to BG objects.
The DM is represented as an 8-b grayscale image, denoted as

in the following. The continuous depth range of the scene
is quantized to the discrete depth values, assigning the value
255 to the point that is closest to the camera and 1 to the
most distant point [Fig. 4(a)–(c)]. The holes in the DM are
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Fig. 4. Results for picture 1 of the “Newspaper” sequence for the proposed depth map and texture filling approach. (a) Depth map with disoccluded area marked
black (filling direction given by white arrows). (b) Result of proposed depth map filling approach. (c) Line-wise filling of depth map without blob removal. (d)
Original reference image. (e) Result of the proposed approach. (f) Result of MPEG VSRS.

Fig. 5. (a) Depth map with highlighted neighborhood (square) centered at �. (b) Histogram of considered neighborhood with the two centroids � and � ,
clustered via �-means.

currently assigned the value 0. In Fig. 4(a), the uncovered area
in the DM is denoted as and the corresponding boundary is
denoted as . thereby corresponds to the outer boundary
of and consists of known background depth values. Due to
inaccuracies in depth estimation, FG object boundary samples
may be warped into [denoted as “blobs” in the following,
Fig. 4(a)]. One possibility to proceed is to fill the last known
BG depth value , with line-wise into , as proposed
in [8] [Fig. 4(c)].

In this work, small blobs up to samples in are assigned
to , as they are assumed to correspond to noise and may other-
wise lead to noticeable inaccuracies in the postprocessed DM
[see Fig. 4(b) and (c)]. Subsequently, a verified value is
copied line-wise into . It is assumed that relying on a single
value of can be error-prone. Hence, the spatial neighbor-
hood surrounding location is clustered into two depth classes,
whose centroids are represented by and . They rep-
resent FG and BG depth values respectively (see Fig. 5). The
neighborhood , is given by a rectangular area of sam-
ples and centered at location . and are
computed via -means clustering [33]. After and

estimation, depth information at locations and on

the same row as is extrapolated. The selection criterion for the
depth values to be filled at locations is defined as follows:

if

otherwise
(1)

where and correspond to the row coordinates of locations
and , respectively. Background–foreground clustering and sub-
sequent line-wise filling is done for all .

So far, we have increased the robustness to artifacts in
depth-map filling. The computed values are stored in
order to be used for image and sprite updating as explained in
the next section.

IV. SPRITE AND IMAGE UPDATING

The BG information and its associated depth values are stored
as a BG sprite, denoted as [cf. Figs. 13(c) and 14(c)] and DM
sprite, denoted as [cf. Figs. 13(d) and 14(d)]. These sprites
accumulate valuable information for rendering textured images.
In fact, by referencing the sprite samples for filling unknown
area in the current picture, the synthesis is temporally stabilized.
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A. Sprite Update

For each new picture, denoted as , the depth values of all
sample positions are examined to determine the
samples that can be considered for sprite update. For that, the
following content-adaptive threshold is required:

if is odd

if is even

(2)

where is the median value of the sorted values denoted
as . Hence, all samples with a depth value
below are eligible for sprite update.

Depth values below are assumed to describe the BG,
while the remaining values are assigned to the FG. Due to the
mentioned inaccuracies in the depth estimation step, depth esti-
mates along background–foreground transitions and within the
uncovered area in , denoted as , are considered as being un-
reliable. Therefore, a two-sample-wide area around the unreli-
able regions is not considered for sprite update. The remaining
locations with are stored in the BG sprite , and DM
sprite , respectively, where previously assigned color or depth
information is overwritten in and . After the synthesis step
(cf. Sections V and VI), newly synthesized textures and depths
are incorporated into the sprites as well.

B. Textured Image Update

The disoccluded regions of every picture are updated from
the BG sprite . Sample positions corresponding to samples in
the BG sprite with unknown background information are ig-
nored. The sample positions in to be used for the update of
the current picture are selected as follows:

if

otherwise
(3)

where represent the intensity value at location in the
current picture and the BG sprite, respectively. and
represent the depth value at location in the extrapolated DM
and the DM sprite, respectively. The parameter allows for
some variance in the local BG depth value. The disoccluded
area in is denoted as . Note that (3) is applied to the chroma
channels in the same way.

In order to account for illumination variations, the covariant
cloning method [30], [34], [35] is utilized to fit the BG sprite
samples to the intensity distribution in the relevant neighbor-
hood of the current picture. The term “cloning” or “seamless
cloning” denotes the process of replacing a region of a given pic-
ture by another content (often from a different picture), such that
subjective impairments are minimized. In [38] Poisson cloning
is used in texture synthesis to reduce the photometric seams in
the gradient domain.

In order to explain the cloning principle, we define as a
known scalar function over the domain . As indi-
cated in Fig. 6(a), represents the boundary of the unknown
area . is a function defined over the texture source to
be (partially) mapped onto . is an unknown scalar function
defined over .

Fig. 6. (a) Seamless cloning principle. (b) Cloning application to the view syn-
thesis framework.

The aim is to find using the source function and the in-
formation available in . This boundary value problem can be
expressed as [34]

(4)

with the Dirichlet boundary condition

(5)

where represents the Laplacian operator. In this way, infor-
mation on the boundary is diffused into , such that the
transition between the source function and is smooth.

The notations of covariant cloning, in the context of the
proposed view synthesis framework, are illustrated in Fig. 6(b).
It can be seen that boundaries of the area covered by the BG
sprite, when mapped onto in the current picture , are either
adjacent to the nonreconstructed area or directly to the FG
object [not shown in Fig. 6(b)]. In this case the BG sprite area is
represented by . The cloned BG sprite area then corresponds
to . As can be seen in Fig. 6(b), may remain partially
unknown. The current image is denoted as and the boundary

comprises the spatial neighbors of the BG sprite samples.
Due to the presence of uncovered areas (FG objects), the
boundary conditions (5) for the region are incomplete, i.e.,

is undefined at these edges. Therefore, the cloning method
is adapted to the given view synthesis framework by ensuring
that only BG samples in the current picture are considered as
valid boundary conditions:

default

if undefined.
(6)

This modified boundary condition implies that the color
information is only diffused into the BG sprite samples from
those boundaries for which is defined. This diffusion
process is also called photometric correction. Please note that
for simplifying the cloning approach, the quotient from
(4) is approximated by a constant. We set , which
transforms (4) exactly to the corresponding one in the work by
Pérez et al. [36].

V. INITIALIZATION OF TEXTURED IMAGES

The disocclusions remaining after sprite and image updating
are preprocessed through a new texture initialization algorithm.
In a first step, the Laplacian equation [36] is used to fill small
holes in the current image [Fig. 7(a) and (c)]. For the recon-
struction of smooth regions this method gives satisfactory re-
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Fig. 7. Results for hole filling with Laplacian cloning. Disoccluded areas:
(a) black or (c) white. (b), (d) Filled disocclusions.

sults [Fig. 7(b) and (d)]. Good visual results are observed for
holes smaller than samples (e.g., 50 samples), where Laplace
cloning is about 10 times faster than patch-based texture syn-
thesis (cf. Section VI). Hence, after Laplace cloning, small holes
are regarded as finally filled and are not considered in the tex-
ture refinement step.

For holes larger than samples, we have shown in our pre-
vious work [37] that the visual results of texture synthesis can
be improved by using an initial estimate of sample values. In
this paper, we present an initialization method that is based on
the statistical properties of known samples in the vicinity of .
Generally, the known samples constitute valid BG samples, but
in some cases the depth values at the foreground–background
transition are not reliable. Hence, the probability distribution of
known BG sample values in the spatial neighborhood of the hole
area is observed to be skewed.

In order to determine the BG value from spatially adjacent

samples, the median estimator is used, which is the standard

measure of (end value) location used in case of skewed distribu-

tions. A window of samples sized 32 32 and centered around

the sample to be filled is considered. For each unknown sample,

a measure is set equal to the number of known samples

that are classified as BG in the current window. The unknown

samples are visited in decreasing order of . A 2-D median

filter operates on the BG samples in the current window and

the filtered output is used to initialize the unknown sample. The

filtering operation can be viewed as the process of extracting

a valid BG value from the spatially neighboring samples. This

serves as a coarse estimate that can be used at the texture syn-

thesis stage to recover the details in the unknown region. Using

the described initialization scheme, the sensitivity of the texture

synthesis stage to outliers is significantly reduced.

Fig. 8. Hole-filling order from background data at the texture refinement step.

VI. TEXTURE REFINEMENT VIA SYNTHESIS

In texture synthesis techniques the unknown region is synthe-
sized by copying content from the known parts to the
missing parts of the image. Patch-based texture synthesis
is used in this work to refine the initialized areas. The patch
filling order criterion introduced by Criminisi et al. [22] is uti-
lized. They determine the current filling position at via a
priority term. The priority is the product of the confidence term
and the data term. The confidence term enforces a concentric
filling order, while the data term encourages linear structures to
be synthesized first. Their approach is enhanced in two ways in
this work. First, the gradient is calculated for the original as well
as the initialized samples (Fig. 8, ). This leads to a better
isophote direction compared to [22]. Second, the filling order
is steered such that the synthesis starts from the BG area to-
wards the FG objects. For steering the filling direction, only the
border sample positions located in the BG are assigned filling
priorities according to [22] (Fig. 8, sample positions). In the
following, the patch at the current location to be filled is denoted
as . Its center is denoted as . An area around is de-
fined to be the source area . The filling algorithm now searches
for a patch of size , centered at , in that is sim-
ilar to .

In the matching routine, only the luminance channel is con-
sidered. Given the filled DM, the depth value of is al-
ways known. All sample positions in with depth values higher
than are excluded from the source area, that is, they
are not considered as center, , of the continuation patch.
Therefore, the likelihood of selecting patches with depth values
much higher than the current region to be filled is reduced. To
speed up the matching procedure, the source area is subsampled
by a factor . The remaining source positions are used as center
positions of . The best continuation patch out of all candidate
patches in the source area is obtained by minimizing the fol-
lowing cost function:

(7)

where is the number of original and is the number of ini-
tialized samples in . is the weighting factor for the initial-
ized values in . To ensure smooth transitions between adjacent
patches, an efficient postprocessing method, based on covariant
cloning [30] and similar to the photometric correction method
described in Section IV-B, is utilized. This postprocessing ap-
proach is adapted to the framework in such a manner that FG
objects are not considered as boundary samples.
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VII. EXPERIMENTAL RESULTS

Here, detailed experiments are described. In Section VII-A,
the data set as well as the evaluation measures used are defined.
In Sections VII-B, VII-C, and VII-D, relevant modules of our
view synthesis framework, i.e., the depth-map filling algorithm,
the texture synthesis method, and the sprite updating module,
are evaluated to assess their contribution to the overall system’s
performance.

A. Data Set and Quality Measures

For evaluating the proposed algorithm, four MVD test se-
quences are used: “Book arrival” (S1, 100 frames), “Lovebird1”
(S2, 150 frames), “Newspaper” (S3, 200 frames), and “Mobile”
(S4, 200 frames). S1, S2, and S3 have a resolution of 1024
768 samples, while S4 has a resolution of 720 540 samples.
For each sequence, the rectified videos of several views with
slightly different camera perspectives are available. The base-
line between two adjacent cameras is approximately 65 mm for
all test sequences. We consider one or two original—but not nec-
essarily adjacent—cameras (left and right view) to assess the
performance of our approach. The following two scenarios are
evaluated:

• view synthesis with the regular baseline of adjacent cam-
eras ( 65 mm);

• view synthesis with twice the regular baseline of adjacent
cameras ( 130 mm).

The performance of the proposed view synthesis algorithm
is assessed with PSNR and SSIM. For the presented results,
PSNR is computed locally, that is, only for the defective area
in the image, while SSIM is determined for the entire image as
it cannot be easily applied to arbitrary shaped regions. SSIM is
provided in addition to PSNR, since the use of PSNR is difficult
in case of geometric distortions as they often occur in synthe-
sized images [19].

B. Assessment of the Depth Map Filling Algorithm

As mentioned in Section III, the most important DM filling
parameter is the -means clustering window sized . Ex-
periments were conducted for all video sequences assuming a
square window, i.e., . Furthermore, all tests were per-
formed using twice the regular baseline in order to have larger
disoccluded areas. Note that the PSNR and SSIM results are
measured using the textured images. Fig. 9(a), (b) depict the av-
erage values that were achieved for PSNR and SSIM over the
whole test set. It can be seen that all filling methods (line-wise
without blob removal (LW) and -means clustering with dif-
ferent window sizes (32 32, 48 48, 64 64)) perform
similarly. Note that line-wise filling without blob removal gives
slightly better objective results than line-wise filling with blob
removal.

Comparable results are observed for the “Book arrival” (S1)
sequence as highlighted in Fig. 9(c) and (d). Therefore, sub-
jective results are taken into consideration to find the optimal
filling method. As shown in Fig. 9(e) and (f), for “Book arrival”
(S1), distortions can be observed for the LW approach, while

-means clustering generates good results. Similar results are
observed for all other test sequences. Extensive viewing of the
test sequences leads us to the conclusion that the -means clus-

Fig. 9. Influence of the proposed depth-map filling method on the filling results.
Average values for (a) PSNR and (b) SSIM, over the whole test set. Objective
results for the sequence “Book arrival” with (c) PSNR and (d) SSIM. Subjective
differences between (e) line-wise method without blob removal (LW) and (f)
�-means clustering with � � � � �� (KM32).

tering method with window size produces the
best results.

C. Assessment of the Texture Synthesis Algorithm

The most important texture synthesis parameters (cf.

Sections V and VI) are:

• the search area and its corresponding sub-sampling

factor ;

• the patch size ;

• the weighting factor (7)

Again, all tests were performed using the scenario with twice

the regular baseline in order to have larger disoccluded areas.

For reducing the complexity of estimating the texture synthesis

parameters, a set of five key frames from each sequence and

view (left and right) is used. The key frames were selected man-

ually to ensure that all relevant scene contents as well as large

disocclusions were considered. Furthermore, the DM was filled

using the optimized -means clustering settings determined in

the previous section.

The search area is an important parameter, which mainly

depends on the content of the considered image. It has been ob-

served that for the test sequences analyzed in this work, the view
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Fig. 10. Influence of the patch size on the view synthesis accuracy. Overall values for (a) PSNR and (b) SSIM, over the whole test set. Subjective differences
between the results after filling the disoccluded area with a patch of size (c) 9 � 9 and (d) 25 � 25.

synthesis performance is not very sensitive to the size of the

search area. This may, however, be different for other sequences.

It is possible to decrease the search complexity by sub-sampling

with a factor . Increasing decreases run time. How-

ever, there is depreciation in the quality of the results. It was

found that it is adequate to set sample and ,

so that a reasonable compromise between complexity and suffi-

cient quality is achieved.

Patches are assumed to be squares to simplify the evaluation,

i.e., . Moreover, the initialization step is disabled, i.e.,

only the texture synthesis approach is taken into account. The

influence of the patch size on the view synthesis results is shown

in Fig. 10(a) and (b). No significant difference can be observed

between the diverse patch size selections. Extensive viewing of

synthesized views, however, show that a patch size of 9 9

yields better subjective results than larger patches,

e.g., 25 25. The larger the block size is, the more likely it is for

artifacts to occur. Fig. 10(c) and (d) illustrate the difference be-

tween the results obtained after the disoccluded area was filled

with a patch size of 9 9 and 25 25. It can be seen that FG

colors have been copied into the BG area with a patch size of 25

25.

The impact of the initialization of the uncovered regions in

the textured images is depicted in Fig. 11. Note that the texture

synthesis step after the initialization is performed with the opti-

mized patch size , and . It is seen

that, for both measures [Fig. 11(a) and (b)], a quality improve-

ment can be achieved by setting (7). When is set

to 0.2 instead of 0.0, the PSNR is increased by approximately

3 dB on average, while SSIM rises by 0.02. The gains are even

larger for “Book Arrival” (S1), as shown in Fig. 11(c) and (d).

TABLE I
OPTIMIZED SETTINGS OF PROPOSED VIEW SYNTHESIS METHOD

Increasing further does, however, not yield further gains.

Therefore, the final setting for this parameter is selected to be

0.2. Fig. 11(e)–(g) further illustrates the subjective results for

the sequence “Book arrival” (S1).

D. Assessment of the Sprite Updating Algorithm

By using a BG sprite, temporal consistency is achieved in the
virtual view. Nevertheless, the updating process highly depends
on the quality of the DM (cf. Section IV). If unreliable DMs are
used, inappropriate image information can be falsely copied into
the sprite and propagate to subsequent frames. Therefore, the
quality of the results from rendering can suffer. Vice versa, in the
case of high quality DMs, the sprite updating works efficiently
and leads to accurate temporally consistent synthesis results.

E. Overall System Evaluation

Given the experiments conducted in the previous sections, op-
timized parameter settings have been derived and summarized
in Table I.
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TABLE II
PSNR AND SSIM RESULTS BY THE PROPOSED FRAMEWORK, THE VIEW SYNTHESIS REFERENCE SOFTWARE, AND FEHN

Fig. 11. Influence of the initialization step on the view synthesis accuracy.
Overall values for (a) PSNR and (b) SSIM, for patch size of 9 � 9 over the
whole test set. The objective results for the sequence “Book arrival” with (c)
PSNR and (d) SSIM. Result after filling the disoccluded area (e) without ini-
tialization. (f) Result using the initialization step �� � ���� without texture
synthesis and (g) result using the initialization step �� � ���� before texture
synthesis.

The proposed approach is compared with the MPEG view
synthesis reference software (VSRS, version 3.5) [32] with op-
timized parameters and to the disocclusion elimination method

presented by Fehn [21]. In a rectified camera setup, the disocclu-
sion elimination method fails to close holes on the left or right
image border. Hence, the inpainting method introduced in [6] is
used to fill these disocclusions. The achieved objective results,
shown in Table II, are better than alternative approaches such as
cropping and subsequently resizing the image.

In Table II the “camera” column (Cam.) represents the pro-
jection configuration, i.e., “8 9” refers to the synthesis of
camera 9 from camera 8. Note that the PSNR and SSIM values
(quality measures) correspond to the mean over all pictures of
a sequence. The best result for each sequence is highlighted
through bold face type. For the sequences “Book arrival” (S1),
the proposed approach gives better SSIM and PSNR results than
VSRS and Fehn [21]. For the “Lovebird1” (S2) sequence our al-
gorithm shows better SSIM results. For the PSNR value, MPEG
VSRS performs better for the case “6 8” and “6 7”. Sub-
jectively, in these cases the VSRS rendering is blurrier, while our
results are sharper but noisier. For the sequence “Newspaper”
(S3) VSRS achieves better overall results. As all our modules
rely on the DM and the DM of “Newspaper” (S3) is particularly
unreliable, visual and objective losses occur for the proposed al-
gorithm. Nevertheless, some visual and objective gains can be
obtained for the case “6 4” and “6 5” (see Table II and
Fig. 4(d)–(f); electronic magnification may be required). For the
sequences “Mobile” (S4) characterized by a highly structured
BG, the proposed approach gives better SSIM and PSNR re-
sults than VSRS and Fehn [21].

In addition to the objective measurements, Figs. 13 and 14
show some subjective results. In Figs. 13 and 14(a), the orig-
inal reference pictures 51 and 184 of the “Book arrival” (S1)
and “Mobile” (S4) sequences are shown. In Fig. 14(b), the ren-
dered images are shown [baseline extension, warping camera 8
to the position of camera 10 (S1), warping camera 5 to the posi-
tion of camera 3 (S4)]. The disoccluded areas are marked white
(S1) or black (S4). In Fig. 14 (c) and (d), the final BG sprite and
its associated DM are shown. The final rendering results by the
proposed approach are shown in Fig. 14(e). The result by VSRS
(S1) and Fehn [21] (S4) are shown in Fig. 14(f). Note that the
proposed approach yields sharper edges than VSRS (Fig. 13)
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Fig. 12. Evaluation of the run-time using different patch sizes.

and FG objects maintain their shape (Fig. 14). Fig. 14(g) and (h)
shows magnifications of the squared areas in Fig. 14(e) and (f),
where the results for the proposed algorithm are shown on the
left side and the results for VSRS on the right. FG information
is correctly omitted by our proposed filling method [Fig. 13(g)],
which yields significantly improved synthesis results compared
to VSRS. As can be seen in Fig. 13(h) on the poster in the BG,
details are again well preserved by our method. In Fig. 14(h)
it can be seen that the algorithm proposed by Fehn [21] leads
to annoying distortions in the BG area and the FG objects. The
proposed method preserves the shape of the objects [Fig. 14(g)].
The BG in “Mobile” (S4) is highly structured but even these dis-
occlusions can be reconstructed satisfactorily with the proposed
method. Fig. 14(i) and (j) shows the objective results. Gains are
achieved in PSNR and SSIM.

F. Complexity Assessment

The complexity of the proposed algorithm is mainly domi-
nated by the following three aspects:

1) the search area with the corresponding subsampling
factor , of the texture synthesis approach;

2) the patch size used in the texture refinement step;
3) the utilized cloning method used in the updating process.

The other functions are less time consuming and their contribu-
tion to the overall complexity is rather small.

A PC with an Intel Xeon CPU and 4-GB RAM was used
in our experiments. Our software is currently implemented in
MATLAB. The optimized settings given in Table I were used.

According to the results obtained, varying the search area
and the subsampling factor , strongly influences the complexity
of the proposed approach. The complexity increases by a factor
of approximately 1.5 when is doubled. On the other hand,
when is increased from 1 to 2, the complexity reduces by a
factor of approximately 1.31. Increasing from 1 to 4 yields a
complexity reduction of approximately 3.24.

To update the actual frame from the BG sprite, the co-
variant cloning is used to fit the BG data into the frame (see
Section VII-B). For every sample position to be updated from
the BG, a linear equation has to be solved. Hence, the com-
plexity is proportional to the number of samples which are
copied from the BG sprite to the actual frame, which corre-
sponds to linear growth of complexity.

Fig. 13. DIBR results for the “Book arrival” sequence. (a) Original reference
image 51. (b) Rendered image with disoccluded area marked white. (c) Final
BG sprite with unknown area marked white and its associated DM (d). (e) Re-
sult of picture 51 by the proposed approach. (f) Result of VSRS for the same
picture. (g), (h) Magnified results. Left: proposed approach. Right: VSRS. (i),
(j) Objective results for all frames of the sequence.

Fig. 12 depicts the results obtained by varying the (square)
patch size. Furthermore, the results are generated with the key
frames used in Section VII-C, i.e., the run time represents the
mean value of the different single images (no time consistency
is available) evaluated with the same patch size. It can be seen
that the complexity is approximately inversely proportional to
the patch size growth. This relates to the fact that larger patches
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Fig. 14. DIBR results for the “Mobile” sequence. (a) Original reference image
184. (b) Rendered image with disoccluded area marked black. (c) Final BG
sprite with unknown area marked black and (d) its associated DM (unknown area
marked white). (e) Result of picture 184 by the proposed approach. (f) Result of
Fehn [21] for the same picture. (g), (h) Magnified results. (g) Proposed approach.
(h) Fehn [21]. (i), (j) Objective results for all frames of the sequence.

cover more unknown pixels. Hence, fewer search iterations have
to be run. If texture synthesis with time consistency (using sprite
update) is applied with a patch of size 9 9, the run time
decreases by a factor of 3.2 compared to texture synthesis
without time consistency (cf. Fig. 12). However, in applications
where complexity is of more importance than quality, a patch
size of 25 25 appears to be the better choice.

Note that the figure depicted here is rather useful for a relative

than for an absolute evaluation, as a hardware/C++ software im-

plementation of the same approach will have different absolute

complexity characteristics.

VIII. CONCLUSION AND FUTURE WORK

We have described a new hole-filling approach with in-

painting methods for DIBR. The algorithm works for large

baseline extensions and generates spatio-temporally consistent

rendering results. Each virtual view image featuring disocclu-

sions is compensated using image information from a causal

picture neighborhood via a BG sprite. Residual uncovered areas

are initially coarsely estimated and then refined using texture

synthesis. We have shown that the presented approach yields

subjective and objective gains compared to state of the art view

synthesis, given reasonable DM quality. However, depth esti-

mation inconsistencies especially at foreground–background

transitions may lead to considerable degradation of the ren-

dering results. This dependency will therefore be reduced in

future work. Our examinations also showed that the lack of

an adequate perceptual measure for 3-D content, hampers a

fully optimized configuration of our view synthesis algorithm.

Towards that end, extensive subjective experiments will be

carried out in future work. Additionally, the problem of global

and local BG motion as well as complexity issues will be

addressed.
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