
UNCLASSIFIED 

AD 668 087 

DERIVATION-BOUNDED LANGUAGES 

Seymour Gins burg, et al 

System Development Corporation 
Santa Monica, California 

8 January 1968 

Processed for ... 

DEFENSE DOCUMENTATION CENTER 

DEFENSE SUPPLY AGENCY 

©ILEÃ[RDN)@[K]®y@(l 
FOR FEDERAL SCIENTIFIC AND TECHNICAL INFORMATION 

U. ». DEPARTMENT OP COMMERCE / NATIONAL BUREAU OF STANDARDS / INSTITUTE FOR APPLIED TECHNOLOGY 



l/o4l/o

Distribution Of This Documont Is Unliinittd 
It May Be Released To The Clearinghouse.
Departmenl Of Commerce. For Sale To The General Public.^, ,

■m
TM-738/041/00

Derivation-Bounded I "^guages

SCIENTIFIC REPORT NO. 14

Seymour Gmsburg 

8 January 1968

Edwin H. Spanier

Prepared for
AIR FORCE CAMBRITXI RESEARCH LABORATORIES 
OFFICE OF AEROSPACE RESEARCH, USAF 
BEDFORD, MASSACHUSETTS 

and

g', FORCE OFFICE OF SCIENTIFIC RESEARCH 
OFFICE OF AEROSPACE RESEARCH, USAF 
ARLINGTON. VIRGINIA

Monitored by

Reproduced by the
CLEARINGHOUSE 

for Federal Scientific & Technical 
Information Springfield Va 22151

Contract Monitor Thomas V Griffiths
Data Sciences Labortory 
R Swanson. SRIR (AFOSR: Supported by

SDC s Independent Research Program. 
Contract F1962867C0008. Programming lAlgorithmicI 

Languages. Protect No 5632.
Task No 563205. and Grant No AF AFOSR 1203 67

4^ Work Unit No 56320501



Qualified requestors may obtain additional copies from the 

Defense Documentation Center. All others should apply to the 
Clearinghouse for Federal Scientific and Technical Information. 



AFGRL-68-0080 TM-73Q/qWQO 

The vrark reported herein was supported by 
SDC and Contract FI96286700008, Programming 
(Algorithmic) Languages; Project No. 5632, 
Task No. 563205; Work tJhit No. 563205OI; 
and Orant No. AF-AFOSR-I203-67. 

SCIENTIFIC REPCFT NO. lL 

Derivation-Bounded Language« 

by # Seymour Ginsburg 
Edwin H. Spanier** 

8 January I968 
Monitored by: Contract Monitor 

Thomas V. Griffiths 
Data Sciences Laboratory 
R. Swanson, SRIR (AFOSR) 

Prepared for 
AIR FORCE CAMBRIDGE RESEARCH LABORATORIES 

OFFICE OF AEROSPACE RESEARCH, USAF 
BEDFORD, MASSACHUSETTS 

and 
AIR FORCE OFFICE OF SCIENTIFIC RESEARCH 

OFFICE OF AEROSPACE RESEARCH, USAF 
ARLINGTON, VIRGINIA 

SYSTEM 

DEVELOPMENT 

CORPORATION 

2500 COLORADO AVE. 

SANTA MONICA 

CALIFORNIA 

90406 

Distribution of this document is unlimited. 
It may be released to the Clearinghause, 
Department of Connerce, for sale to the 
general public. 

^System Developaent Corporation and 
University of Southern California 

»«University of California at Berkeley and 
Consultant, System Development Corporation 



8 January I968 3 TM-738/041/00 

DERIVATION-BOUNDED LANGUAGES* 

INTRODUCTION 

In [6J the authors studied sets generated by the imposition of certain re¬ 

strictions on the use of the rewriting rules in a phrase-structure grammar. The 

present paper is related to [6] in that again we examine sets generated by 

derivations in a phrase-structure grammar which are restricted. In particular, 

call a derivation "k-bounded" if each word in the derivation contains at most k 

occurrences of nonterminals. For a given grammar 0 and a positive integer k, let 

L,(G) denote those words in the language generated by G which have at least one 
A 

k-bounded derivation. Such sets L. (O) are called "derivation bounded" and are the 
A 

objects of study in the paper. 

A nonterminal bounded gr assoar [1] is a context-free gr asmar G for which 

there exists a positive integer k such that every derivation in G is k-bounded. 

Since such grammars define the family of ultralinear languages [5], every ultra- 

linear language is a derivation-bounded set (but not conversely). Thus the defini¬ 

tion of derivation-bounded set extends that of ultralinear language in two ways. 

Firstly, arbitrary phrase-structure grasnars (not Just context-free grasnara) are 

considered. And secondly, the set of all words generated by some k-bounded 

derivation is considered. 

The main result is that every derivation-bounded set is a context-ifree 

language. In case G is a context-free grammar, it is not surprising that 1^(3) 

is a context-free language for every k. (in fact, a simpler argument can be 

given in this case than the one given in the paper for an arbitrary phrase- 

structure grasnar.) It is somewhat unexpected, however, that for «rvery phrase- 

structure grasanar G and every integer k, the set 1^(0) is context-free. 

Research sponsored in part by the Air Force Cambridge Research Laboratories, 
Office of Aerospace Research, USAT, under contract FI96286700008, and by the 
Air Force Office of Scientific Research, Office of Aerospace Research, USAF, 
under AFOSR Grant No. AF-AFO8R-I203-67. 
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ABSTRACT 

A derivation it a phrase-structure grazrnar is said to be k-bounded if each 

ward in the derivation contains at most k occurrences of nonterminale. A set 

L is said to be derivation bounded if there exists a phrase-structure grammar 

0 and a positive integer k such that L is the set of wards in the language 

generated by 0 which have seme k-bounded derivation. The main result is that 

every derivation-bounded set is a context-free language. Various character¬ 

izations of the derivation-bounded languages are then given. ?ar example, the 

derivation-bounded languages coincide with the standard matching-choice sets 

discussed by Yntema. They also coincide with the smallest family of sets 

containing the linear context-free languages and closed under arbitrary sub¬ 

stitution. 
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Other interesting results give equivalent characterizations of the family of 

derivation-bounded languages and suggest that this is a natural family of 

languages. 

The paper is divided into four sections. In section one the family of 

derivation-bounded sets is introduced and its study reduced to the study of 

the sets generated by k-bounded derivations in a "weighted context-free 

grasmar. " (A "weighted context-free grammar" is a context-free grammar in 

which every nonterminal is assigned a positive Integer as its weight. A 

Nk-bounded derivation" in such a grammar is a derivation in each word of which 

the sum of the weights of all the occurrences of nonterminals is bounded by 

k.) 

In section two a certain family of derivations, the family of "standard 

derivations, " in a weighted context-free grammar is examined. It is shown 

that every word in the set generated by a weighted context-free grammar is 

generated by some standard derivation. Furthermore, a unique factorization 

of standard derivations as composites of "minimal" standard derivations is 

established. 

In section three notation and terminology are introduced which provide a 

description of the "weights" of various subwords of words in standard deriva¬ 

tions. The main result of the section is a technical one relating various 

weights in a standard derivation. 

In section four the technical results of the earlier sections are usad to 

construct a context-free grammar generating 1^(0). Thus the main result, 

namely that L. (G) is context free for every G and every k, is obtained. Various 
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characterizations of the family at derivation-hounded languages are then pre¬ 

sented. One of these characterizes the family as generated by "nonexpansive" 

context-free srammars, a concept introduced ilsewhere [9] in another connection. 

A consequence of this characterization is that the family is a proper subfamily 

of the family of all context-free languages. Another characterization shows 

the family as the smallest family containing all linear languages and closed 

under arbitrary substitution. As a consequence of this characterization, it 

follows that the family is a (full) AIL. This, in turn, implies that it is 

undecldable whether an arbitrary context-free language is derivation bounded. 

Section 1. Derivation-bounded sets 

In an earlier paper [5] we discussed the family of languages generated by 

nonterminal bounded granmars. Such grasnars 0 ■ (V,E,P, c) are context-free^ 

and have the property that there exists a positive integer k such that if 

# 
a » w with w. in £ , then each v. contains at most k occurrences of 

0 V t ' 1 
elements of V-E. In the present paper we extend this family of sets in two 

ways: (a) We allow a to be an arbitrary phrase-structure grammar, and (b) we 

consider those words w in £ for which there is at least one derivation as 

described above. In this section we reduce consideration of such phrase- 

structure grasnars to consideration of "weighted" context-free grasnara. 

(1) The reader is referred to [3] far all undefined terms and symbolism 
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Définition. Let G ■ (V,E,P,o) be a phrase-structure grarañar and k a positive 

integer. A derivation w^...^ is said to be k-bounded if each contains 

at most k occurrences of elements of V-E. Let L^io) be the set of those words 

w in LÍO) for which there exists a k-bounded derivation 

a - w **...°w. ■ w. 0 t 

A set IÄ is said to be derivation bounded if L - L^ÍG) for seme phrase- 

structure grammar G and some positive integer k. 

It is clear that L.(G)ÇLo(0)c..,çl(G) and that L(G) ■ U L.(G). 
12 k**l X 

Example. Let G - (V,E,P,o), where E - (a,b}, V - eU(ct}, and P - (o ^ aoa,a -b}. 

Let (wnJn^1 be the sequence of wards defined inductively by w^ - b and w^+1 ■ 

awiWi* ^ eafly 8ee for a^- n > ^ wn ^-8 in " Ln-1^* 

Therefore, L (G)4(G) for each n (and also L (g)A (G) for nrin). Additionally, 
^ n u ni 

L (G) is finite for every n^l. n 
(2) Observe that if G is nonterminal bounded,v ' then there exists k such 

that LÍO) ■ L. (G). This raises the question as to whether every derivation- 
Iv 

bounded set is ultralinear. An example is now provided to show that this is 

not so. It was noted in [5] that the context-free language LÍO) «(L^)* is 

not ultralinear, where G «(y,E,P,o), E ■ (a,b,c, ), V ■ 23J(o,l), 

P ■ (a -• lea,a -*€,§“♦ a§b, £ -• •), and h' ■ (aV/nao), Since every leftmost 

^A context-free grammar G * (V,E,P, a) is said to be nonterminal bounded [1] 
# 

if there exists a positive integer m such that for any word w ln V such that 
* 

0 =» w there exists at most m occurrences of symbols of V-E in w. A set gene¬ 

rated by some nonterminal bounded grammar is called an ultralinear language [5). 
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derivation in G is 2-bounded, L2(G) « L(g). Thus, L2(G) is a derivation-hounded 

set which is not ultralinear. 

We now introduce an auxiliary concept with which we shall be concerned. 

Definition. A weighted context-free granmar is a 5-tuple G « (V,£,P,a, p), 

where (V,£,P, 0) is a context-free grammar and p, called the weight function, 

is a mapping of V-E into the positive integers. 

The relations =5 and =» are defined for a weighted context-free grammar as 

* 

in a context-free grammar, and L(g) is defined as the set (w in £ /a * w). 

Definition. Let G » (V,E,P,a, p) be a weighted context-free grammar. Let p(a) 

* 0 for each a in £, p(e) « 0,and for each w in V , let p(w), called the 

r 

velght of w, P(x^) where w ■ x^...xr, each Xj^ in V. 

Each context-free grammar may be regarded as a weighted context-free 

grammar in which each element of V-£ has weight one. In this case, the 

weight of each word is the number of occurrences of variables in it. 

Definition. Let G « (V,£,P,o, p) be a weighted context-free grammar and k a 

positive integer. A derivation w^ *»...=* w^ in G is said to be k-bounded if 

p(w ) * k for each w.. Let L,(G) be the set of those words w in L(0) for 
1 IK 

which there exists a k-bounded derivation 0 = w =9. .=* w « w. 
0 t 

It is clear that 

L1(G) c L2(G) =...c LÍO) 

and that LÍO) ■ C 1,,(0) • Furthermore, L (G) as defined for «sighted c on text- 

k«l K K 

free grammars generalizes the previously defined Lk(G) for context-free 

grammars. 

Our interest in weighted context-free grammars is due to the following 

result. 
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1,1. Fa" every phrase-structure grammar Q and every positive integer k 

there is a weighted context-free grammar such that ^(G) = 

Proof. Let G » (V,E,P,a). For each non-e word u in (V-E) of length < k, let 

§ be a distinct symbol and let V ' - EU(§ ,/all u). Define a weight function 
u u 

0 by p(§u) - lu1 for each Let P; consist of the following productions 

(where J, (u,ui),v1> and (w^) denote arbitrary positive integers, pairs of 

non-e words in (V-E)# of length « k, non-e words in £*, and arbitrary pairs of 

words in (V-E)* such that IwjUw^ < k respectively): 

(1) If u - e is in P, let be in P,' 

(2) If u - v1 is in P, let ^v^^ be in P7. 

(3) If u - ^ is in P and 5 let ^w^w^ ^ in P 

(M If u ^^...v^v^ is in P, let 

be in P^ 

(5) If u - V2--*UJ * 2) lB in p 5 k and lujWg! « k, let 

E -• § V.§ V-.,.v.§ be in J?'. 
W1UW2 W 2 ^ 3 J UjW2 

(6) If u - is ^ ^11^^ 4 let 

I vA V I be in P'. «1^ Uj J*1 w2 

uw 
12 

(7) If u -v^Vg.-.Uj Is in P and a k, let Vu„2 " ' ' 

vJ^UjW2 be 1,1 P'- 

Then g'* (V'.E,?',o, p) is a weighted context-free grammar and, as is easily 
1c 

seen, 1^(0) - 

Note that the weighted context-free grammar G¿ has the property that there 

is a one to one correspondence between all derivations in G^ and those derivation 

in G in which each subward of variables in each word of the derivation is of , # 
length at most k. In particular, L(Gk) is the set of words in E which 
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can be derived in G (frcci a) by such derivations. This yields 

Corollary. Let G « (V,£,P, a) be a phrase-structure grammar and k a positive 

integer. The set of axl words w in £ with the following property is a 

context-free language: There exists a derivation a = w »...*» w - w such that 
O X* 

each word of (V-£) which is a subward of saoe w^ is of length at most k. 

It. seems reasonable to consider nonterminal bounded phrase-structure 

( 3) * 
grammars. If G is such a phrase-structure grammar and k is such that 0 ■* w 

in G implies w contains at most k occurrences of variables, then the grammar 

Gj^ is also nonterminal bounded and L(0) « L(GiP‘ Therefore languages gene¬ 

rated by nonterminal bounded phrase-structure grammars are ultralinear. 

Remark. One could extend the notion of a phrase-structure grammar to that 

of a weighted phrase-structure grammar in the obvious way. With this exten¬ 

sion, Lermna 1.1 would be valid if the phrase-structure grammar G in its 

statement v«re replaced by a weighted phrase-structure grammar G. The 

lemma has been stated for the case when the weights are one since our primary 

iutcxost in this paper is in phrase-structure and context-free grammars, 

not weighted phrase-structure grammars. We consider weighted context-free 

grammars only as a tool in studying phrase-structure grammars. 

(3) The definition of a phrase-structure grammar being nonterminal bounded 

is the same as for a context-free grammar. 
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Section 2. Standard derivationa 

In this section we stixly derivations in weighted context-free grammars. 

We first define the concept of a "standard derivation." Then we show that It 

is possible to rearrange the productions used in any derivation of a terminal 

word to obtain a standard derivation of that word. Furthermore, if the original 

derivation is k-bounded for seme k 2 1, then so is the rearranged one. (Thus 

the set 1^(0) consists of words derivable by some k-bounded standard derivation 

in G.) Finally, we establish a unique factorization of standard derivations as 

composites of "minimal" standard derivations. 

Let G - (V,E,P,o, p) be a weighted context-free grammar and let wq be a 

* (0) (0) 
word in V with a factorization w0 “ vi ^ v2 * * ’ vs us ''k*1'® 8 * ^ VJ is 

in £* for 1 * j * s ♦ 1, and is in V* for 1 * J * s. As in known [3], 
J 

given a derivation 

o ’ * * t . . 

there are induced factorizations w¿ « v^ v2*,,vsU8 1 Vs+1 SUCh thût ^ e&Ch 

i,0 í i « t-1, and j, 0 « J ^ s, either or uj1+1^* Thus 

for each j, the distinct words u^ forma corresponding derivation u^®. 

(t) 
UJ * 
Definition. Let w ®.,.® w be a derivation such that p(w ) < p(w ). Let w - 
.. m O X» 

# 
V ” V ...V 5 V be a factorization such that s 2 1, v. Is in £ for 1 ^ j ^ 
112 s s B+l «J ^ 

s+1, and % Is in V-E for 1 « J « a. For 0 < i * t let ^ - v^ vsU8 
J 

V , be the induced factorization. Since o(w ) < o(w ), there exist integers 
8+1 x ° 

j 1 i J < s, such that p(u,^) < o(§J. Hence there is a snallest integer 

i . 0 < i St, such that for some j . 1 < s, p(u ) < pU, ). In this 
o 0 ° 0 Jo Jo 
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(1) 
case is called the distinguished variable of in the derivation' ' 

and vi is called the cllstingulsher of wq in the derivation, 
o 
In a derivation w v , with p(w ) < p(w ), if r is an integer such 

O V b O 

that p(wr) < p(wo)í then the distinguisher of wq (under a given factorization) 

in the derivation w =...=5 w is in the subderivation w =5...0 w and is the 
o t or 

distinguisher of wq in this subderivation. Furthermore, the distinguished 

variable of w in the original derivation is also the distinguished variable 
o 

of w in the subderivation, o 

Definition. Let w_ =5...° w^.t >1, be a derivation, with PÍw^) < p(w,) for 
1 " 1 Ob b i 

each i, 0 * i < t. The derivation is said to be standard at w^ for 0 < 1 < t 

if is obtained from w^ by applying a production to the distinguished 

(5) 
variable of w. in the subderivation wj =*...13 w . The derivation is said to 

i it 

be standard if it is standard at w^ for each i, 0 < i < t. 

It follows from the definition that if w ’‘V.w., t * 2, is a 

standard derivation, then w^=*...0 w^ is a standard derivation. 

We now show how to rearrange the productions in an arbitrary derivation 

of a terminal word to obtain a standard derivation of the same word. 

Lemma 2.1. Let w =3...0 w^.t >1, be a derivation with p(w. ) < p(v.) for all "■ " .. o t 7 t 1 

i,0 £ i < t. Suppose that for sane r, 0 £ r < t, and all i, 0 £ i < r, the 

derivation is standard at w.. Suppose that p(wj a p(w ) for each 1,0 £ i £ r. 
1 i o 7 

(U) 
To be precise, we should actually say that this occurrence of §. is the 

occurrence of the distinguished variable of w in the derivation. 
o 

(5) For each i < t, w has a unique factorization in the definition of 

distinguished variable of w^. 
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Let w » u§u/, where u and u' are in V* and Ç is the distinguished variable of 

° (i) , (i) 
V . Then for each i, 0 * i < r, v « uu u for some u and the distinguished 

o i 
(r) variable of w is in u 

r 

Proof. The proof is by induction on r. If r - 0, then there is nothing to 

u; » uu 

.(r-1) 

prove. Assume that r > 0 and the result is valid for r-1. Then w1 » uu^u' 

for all i, 0 < i < r-1, and the distinguished variable of is in u 

Since the derivation is standard at w ,(r) (r-lL ». 
r-1' r 

uuv yu , where u =» u 
(r). 

It only remains to verify that the distinguished variable of v is in u' 
(r ) r / 

Assume the distinguished variable of w^ is not in u' but is in u or u . 

Let w - v-.. .v § v s > 1, each v. in E*, and each § in V-E. Let §, be 
0 11 s s s+1 ' 1 ' J K 

the distinguished variable of wo. For each i, let w^ ■ vb+1 

... .., .,, (r) (r) 
be the induced factorization. Then w_ » •••V8US vg4l with u^ - u (r)v 

, v X O. 's“s 3+1, 
and u.5, for i / k. By assumption, the distinguished variable of wf is 

/ \ 
for some m,m*k. Let w^ be the distinguisher of wr. Then PÍ^) > D(un1<1^> 

p(§j) 5 for and far ^ 

n,r < n < q, p(§m) < p(^)# p(^j) * far and P^^ 5 

Thus w is the distinguisher of w , and § , mA, is the distinguished variable of 
q 0 m 

w . This is a contradiction. 
0 

* 
P,?- Let wo*9...=> wt, w^ in E , be a derivation such that for some r, 0 

< r < t, the derivation is standard at w^ for all i, 0 * i < r. Then a deriva¬ 

tion wr» w^ =>...=> ■ wt c«m be found, using the same productions with the 

frequency as in wr »...=» w^, such that w^ ■ w¿ for 0 « i < r and the 

derivation w' =»...=» w' is standard at w for all i, 0 « i < r. Fxirthermore, 
Q t X 

if, for some k, the derivation wq =»...=» w^ is k-bounded, then the derivation 

w, w' is also k-bounded. 
0 t 
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* 

^ c- P „ with K in V-E far 1 < J s s and v in E for Proof. Let wr- vi§1.. .vs56Vb+1, witù ^ m v i. ior j 

(1) , be tbe induced 
8+1 1 £ J £ 8+1. For r < i * t, let ...v^ 

factorization. Let ^ be the distinguished variable of wr and let Wq, where 

r < q * t, be the dietinguisher of vr in wr =»...- wt. Using the productions 

occurring in vr«...* vq and with the saine frequency in the same relative order 

where possible, we obtain an integer P, r < p < q, and a derivation w^ wr' «...• 

'(1) (i) 
w' - w with the following property: For r s 1 * q let w1 - v^ 
q q 

V be the induced factorization. Then the productions are first applied to 
B+l 

sc« variable la a/'1’ far all 1, r i 1 < p, and then applied to variables in 

dj1) J ¿ far all 1, p * 1 < 1. 

Let w' - w, if i « r or i > q. Vfe shall show that bas the 
"i " "i --- u 

desired properties. To prove that the derivation w¿ -...- w^ is standard at 

w^ for all i, 0 < i « r, it suffices to verify that far each i,0 «i < r, the 

distinguished variable of w^ in the derivation v' -...- w^ is also the 

distinguished variable of vi ir the derivation w^...- wt> Thus let i be given, 

0 í i < r. L^t w1# be the distinguisher of w' in the derivation w' -...» w^ . 

o 
Several cases arise. 

(a) Suppose i < io < r. Since w' - Wj far 0 s J 4 r, w1^ obviously is 

the distinguisher of wt in Wl -...- wt, and v1 and w' have the same distinguished 

variable. 

(s) Suppose r < io < p. This case cannot occur because of the way the 

w f r < J < p, have been defined. 

(y) Suppose iQ ^ p. Since io 2 p, pÍWj) 2 p(wp far each J, i 4 J * r. 

Let w' - w « uiu,' where ç is the distinguished variable of w^ By Lemma 2.1 
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applied to the derivation ..=> w^, vr ■ uu ^ u for each J, i < J * r, 

and the distinguished variable of w is in u^r^. Fran the way the derivation 
* / \ 

v' w' was defined, it follows that w' - for sone u P . Suppose 
r p P 

i - p. Then o(u^Ph < p(5), so that Ç is the distinguished variable of w^. 

Suppose i ^ q. Since w - w' for J ^ q, w ' » w1 and § is the distinguished 
O d J 0 0 

variable in w^...- w¿. Suppose p < io < q and § is not the distinguished 

variable of w^. Then w^ - yuy', with u the distinguished variable of w^. 

Either yu is an initial subward of u or uy' is a terminal subvord of u . 

Assume the farmer, an analogous argument holding if the latter. Then w^* yvz 

far same z, and the distinguished variable §. of w is in z. Let w ■ y^l^i 
, °/ 

be the induced factorization by w^ = yuy' in the derivation w^ wt> 

Then p(y2) < p(u). From the definition of p and the fact that wq is the 

distinguisher of vr, it fold.owe that the production applied at w^ is also 

applied at w' ^ Since the productions occurring in wr =>...=> wq, with the same 

frequency and in the same relative order, are used to derive wr ...=> 

there exists some i^ r < ^ < q, such that w^» y±y2z2 fotr 8Cine Z2’ iS the 

induced factorization by wr ■ yuz. Since p(v) < p(y2)i cannot be the 

distinguisher of wr, a contradiction. 

To show that the new derivation is k-bounded if the original one is, we 

prove that for each i,0 if ^ t, there is k(i)jO i k(i) ^ t, such that p(w^) ^ 

p(w , 0. In case i i r or i > q, let k(i) - i. In case r < i < q, let k(i), 

r < k(i) < q, be the Integer such that the occurrence of the production used 

to obtain w' from w' is the occurrence of the production used to obtain 

1 (k(1)) ad , , xd 
Wk(i) wk(i)-l* ^ r < I ^ P> then u^ “ u^ and, for J Jo, u^ 
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§ . Since § Is the distinguished variable of v and v is the distinguisher 
d Jo r q 

of wr, > p(§j) - píuj^^for J^JQ. In this case, therefore, p(wp 

^ H1 P < 1 < ^ then ui whence o(uo(u 
Jo Jo Jo Jo Vi) 

U(i)) 
-J„ “j ■ '•J 

this case, and the proof is complete. 

Usi ig the previous lemma we obtain 

,(1) (k(i)) < p(u, ), euid u » u. for J^Jo. Therefore 0^) < p(wi£(1)) in 
0 

Theorem 2.1. Let w_=*...=> w^ be a derivation with in £ . Then there is a 
■.. ’ . O X/ v 

standard derivation w » wV..*» w' - w. . Furthermore, if, for some k, the crigi' 0 0 t t 

nal derivation is k-bounded, then the new derivation is k-bounded. 

Proof. By Lemma 2.2 and Induction cm r, 0 « r < t, it follows that there exists 
(r ) (1* ) 

a derivation v • wv /a*. w' '■ w^. k-bounded if w ■*.,.«» w^ is k-bounded, which 0 0 t t 0 t 

is standard at w. for each i, 0 s i < r. Then w^”1^*»...» w^-1^ is a standard i ' 0 t 

derivation satisfying the theorem. 

Given a weighted context-free grammar, the last result shows that in con¬ 

sidering derivations of terminal words, we may restrict ourselves to standard 

derivations. The next result shows that standard derivations can be composed to 

yield a standard derivation. 

Theorem 2,2. Let w_»»...0 w,. be a derivatioi. such that pCw^.) < p(wj for all J. —————— o t t j • 

0 i j < t. Let r be an integer, 0 < r < t, such that p(wr) < piw^ for all i, 

0 < i < r. Then the derivation is a standard derivation if and only if both of 

the subderivations w ^.,,=9 w and w «»...=» w. are standard derivations. o r r t 

Proof. Since p(wf) < p(w^) for each i, 0 < i < r, it follows that for each k, 

0 * k < r, tae distinguished variable of w in the derivation w =»...=3 w 

is also the distinguished variable of w^ in the subderivation w^». ..=> wr* 
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Therefore for each k, 0 < k < t, the derivation v v is standard at v 
Ou lí 

if and only if either (a) k < r and the subderivation w =>...*» v is standard 
0 r 

at wk’ ^ (b) k 2 r and the subderivation wt is standard at wk> This 

gives the result. 

Definition. A derivation v_ =>...» v,. is called a standard block if it is a 
O T> .. ... 

standard derivation such that o(w. ) > p(v ) for each i,0 £ i < t. 

Suppose vo=*. ..*» vt is a standard block. Then vt is the distinguisher of 

vo. Futhermore, for each J, 0 < J < t, since p(Wj) ^ pUo), the subderivation 

Wj ie not a standard derivation. Hence a standard block is a 

"minimal" standard derivation. 

It follows from Theorem 2.2 that a conqposite of standard derivations is 

a standard derivation. We shall prove that each standard derivation is a 

unique composite of standard blocks. 

Lemma 2.3. Let ..=* vt be a standard derivation and let be the diatin- 

guisher of vo. Then q is the unique integer such that wq =».. .=» w^ is a standard 

block. 

Proof. Since wo=»...=> vt is standard, q is the smallest integer such that 

p(Wj) < p(wo). By Theorem 2.2, wo^...=» wq is a standard derivation. Clearly 

it is a standard block. To complete the proof it suffices to show that there 

is no other standard block w «»...=» w / Thus suppose that w =>...=» w / is a 
o Si • ^ Q. 

standard block. Then p(w^/) < p(wQ), so that q £ q* by the minimality of q. 

Since p(w^) > forC £i<q, q^^q. Therefore q^ q, so there is no 

other standard block. 

Theorem 2.3. Each standard derivation is a unique composite of standard blocks. 
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Proof. Let w •...=> w be a standard derivation and let vr , w , ..., w ■ 
■■■■    0 t nil “Y 

w be defined as follows. Let w « w and for each J * 1 let be the t m o m. 0 j 

distinguisher of w . By induction, Lemma 2.3, and Theorem 2.2, it follows 
mJ-l 

that w - w. for some r, and that 
\ t 

w =>...^ w , ..., w =»...• w , 
m nu m, , m. m » ...=» w 

0 J. 'J-l “J r-1 r 

is a unique factorization of wq ■*. ..^ w^ into standard blocks. 

If we regard a standard block as a "prime" (or "irreducible") standard 

derivation, then Theorem 2.3 gives a unique factorization of any standard 

derivation into "primes". The next result concerns how "primes" multiply. 

Lemma 2.4. Let w ■ w# w". A derivation w =*...=» v. is a standard block if 
. 000 0 t 

aol only if either (a) there is a standard block w^ =*...=» w^ such that w^ 

w' w for each i, 0 < i * t, or (b) there is a standard block w" w'' i o * 7 0 t 

such that w. ■ w# w“ for each i, 0 * 1 < t. 
loi 

Proof. Let wo=»...=» w^ be a standard block and let w^» w^ w^ be the induced fact¬ 

orization for 0 * i < t. By Lemma 2.1, if the distinguished variable of wo is in 

(or in w"), then the distinguished variable of w^ for 0 < i < t is in w^ (or in 

w"). Therefore w" ■ w" (or w^ - w^) for 0 4 i < t, so that vq ^ \ (°1, 

is a standard block such that w ■ w' w" (or w - w' w") for 0 4 i s t. 

Hence either (a) or (b) holds. 

Conversely, if either (a) or (b) is satisfied, it is trivial that wq 

=>...=» w is a standard block. 

. # 
Theorem 2.4. I^t w ■ x. ,.., x. ,., where x . is in V for each J, 1 4 J 4 k. 
..... o o, 1 o, k' o, J 

A derivation w =>...=> w is a standard block if and only if there exist J, 
0 0 
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1 ! J < k,and a Bt^dard blcx:k xq j ■*...=» j such that wi “ x0^**x0> j-1 

X X , ,... X . fear each 1, 0 «1 < t, 
i,J o, J+l o,k 

Proof. Since the "if" 1b dbvioua, it Buffices to show the "only if". The 

argument is by induction on k. For k ■ 1, the "only if" is clearly true. 

Assume that k > 1 and that the "only if" is valid for k-1. Let wq ■ xo, 1 an<* 

V* - X ... X . By Lemma 2,k, either there exists a standard block 
0 o,2 o, k 

such that Wl - v" - *1 x0i2 ••• x0ik ^ tbere exl8ts a 

standard block v* =»...«» v" such that “ w0 wi “ xo,lWi* lQ thC fanner case» 

let J - 1 and X - v', thereby obtaining the result. Consider the latter 
1, 1 1 

case. By the induction hypothesis on the standard block v" =>...=> v", where w"« 

Xo 2 ••• Xo k' there eXl8t 2 < J s k» ^ a 8tandard block x0>j *•••* xt, j 

the desired properties. This completes the induction and the proof. 

Corollary. Let vo - . .vfl|ßv8+1, s i 1, each Vi in L* and e«.ch ^ in V-Z. 

The standard blocks of a standard derivation wq =»...=» w^ give rise, in the 

obvious way, to the standard blocks of the induced derivation « w^Q =»...» 

wJ,t. for each I . 

proof. Let *1 =»...» wt / be a standard block and wt - v^ ... vguB vb+1 the 

induced factorization. By Theorem 2.4, with k » 2s+l, there exist J, 1 * J * s, 

and a standard block u^ *»...=» ^such that w^ ■ v^ vj+i 

• • • v u (^v , for each q, 
s s s+1 

i s q < i'. This gives the result. 

Section 3. Control functions 

In this section we introduce notation and concepta that allow us to consider 

standard derivations starting with w ■ ... vB^BvB+i dn ^ich weights of 
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the wards derived fron each 1 s J ^ b, satisfy suitable restrictions. 

Definition. Given sal, denote by ß » (ß(l), ..*» ß(s)) ^ s-tuple of non¬ 

negative integers. Let s: be the partial order in the set of such s-tuples 

defined by ß < ß ' if ßO) < ß'(j) for each J, 1 « j « s. The weight !ß| of ß 
8 

is defined as the integer L ß(j). 

Thus |ß| a 0, and Ißl = 0 if and only if ß = (0, ..., 0). Furthermore, 

ß s ß' implies Iß! slß'l, and if ß < ß' then ßV if and only if Iß! < lß'|. 

In a weighted context-free grammar s-tuples arise in the following natural manner. 

Definition. Let G - (V,E,P,a, p) be a weighted context-free grammar. Given a 

word w in V and a factorization w * vi^l* • wbe""® 8 * vj ^ 

for 1 * J * s+l, and u is in V* for 1 < J < s, let ß(w) be the s-tuple (0(^), 
J 

..., p(Ug)). 
Note that if w » v^ ... v8uflvB+1 18 a8 above and if w *...*» w# is & 

derivation in G, then there is an induced factorization w ' ® v^ ... vgu Vg+1 

which defines ai. s-tuple ß(w') - (p(u^), ..., p(up). In particular, given a 

derivation wq »...=» w^ in G and a factorization of wq ■ v^u^ ... v6uQv8+i_ there 

is defined a sequence ß(wQ), ...,ß(wt) of s-tuples. Restrictions on the weights 

of subwords of the w^ will be expressed in terms of ß(w^) using the partial 

ordering of s-tuples. 

Definition. Given an s-tuple ß, ssl, a 6-chain D is a simply ordered sequence 

of s-tuples ßQ> ...> ßr for some riO such that ßQ - ß, ßr * (0, ...,0), and 

for each i, 1 < 1 * r, ß1_1 and differ in exactly one coordinate. 

Given ß, it is obvious that there are only finitely many ß-chains. 

If B is a ß-chain Bq, ..., ßr r+1 terms, then r « |ß| and r is at least as 
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large as the number of nonzero coordinates of 0. 

In case s = we denote the 1-tuple (a) by a and observe that !ai = a. 

Then an a-chain A is a sequence of integers a » aQ > a^ > ».. a^ = 0. We 

shall use A to denote an a-chain and B to denote a 0-chain, where 0 is an 

s-tuple, s > 1. 
# 

Définition. Let w =».,.° w^ be a standard derivation, with w, in I . Let w = 
■.. - • ..- •' 0 t t o 
« r * 

v,5 ••• v s V s^l, be a factorization with v J in £ for 1 s J « s+1 and Ç,. 
11 ss 8+1* ^ J J 

in V-£ for 1 < J < s. Let = 0 < <...< mr ® t be such that the subderi¬ 

vation w =»...» w is a standard block for each J, 1 ^ J £ r (as given in 

mJ-l mJ 
Theorem 2.3). Then the 0(w )-chain 0 , ...,0 , where 0 = 0(w ) for 0 s j < r, 

o 0 r j 

is called the 0(wo)-chain defined by the standard derivation. 

Note that if 0o> ...,0r is the 0(wo)-chain defined by a standard 

derivation w =»...=* w^., then the sequence m *0<nL<...<ra - t has the 0 t' 0 1 r 

property that for each J, m. is the smallest integer i with 0 < i < t such 
J 

that 0j “ 0(wi). 

Definition. Given an s-tuple 0, a 0-control function is an ordered pair (B,f), 

where B is a 0-chain 0=0^ ...,0r, and f is a function from B to the nonnegative 

Integers such that f(0o) = ^0O^ and f(0^) 5 whenever i i J. 

Obviously f can be regarded as the sequence of integers |0l = f(0o) 

^... ^ f (0J, ) • 

Given an s-tuple 0 and a positive integer M, there obviously are only 

a finite number of ß-control functions (B,f) such that f((0, ..., 0)) * M, 

We now use 0-control functions in conjunction with standard derivations 

in a particular way. 
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Definition. Let w_ ^. ..=> be a standard derivation with v, in 7*. Let v = ...... O t id o 
_ _ * 

Vl^l* * *vs^svs+l, s ^ be a factcrizatic«!, with in E for 1 s J ^ s+1 and 

!m in V-E for 1 £ J £ s. The derivation is said to be controlled by a a(w )- 
j ..r 1 *.r"T'" 1 o 

control function (B,f) if B is the 0(vo)-chain ...,ßr defined by the 

derivation, and if for each J, 0 « j * r, the subderivation w =>. ..^ v is 
o m. 

/ \ J f(ß j-bounded. 
J 

Since * fißj) for 1 í J s r and p(wo) = f(ßo), the derivation 

is controlled by (B,f) if and only if p(wi) i f(ßj) far ^ 1 ^ J ^ r and all 

i, 4 mj* 

Given a standard derivation w ..= w. with w and w^ as above let B 
o tot 

be the ß(wo)-chain defined by the derivation. Let (B,f) be the ß(wo)-control 

function defined by f(3j) = max {p(w1)/ 0 < i 5 nij). Then the derivation is 

controlled by (B,f), and, if it is controlled by any ß(wo)-control function 

(bV^), then B = B / and f(ß ) ^ f ^(ß.) for aJ2 J, 0 « J « r. 
J J 

Given a weighted context-free grammar G and a positive integer k, in 

the next section we shall construct a context-free grammar g' such that LÍG7) = 

Lk(G). The variables of g' will be ordered pairs (§, (A,f) ), where Ç is a 

variable of G and (A,f) is a p( Ç)-control function such that f^) < k far all i 

Corresponding to a production § ^ • .V8§svs+1 of G there will be productions 

<5, <A,f))- V, (51; .. .v8(íB, ^B}¿ehh 
B+l 

of g'. We shall introduce another auxiliary concept, the notion of "domination’ 

in order to make the relation between the sequence {(A^, f^)} an¿ 
1 s J < s 

(A,f) precise. 
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Assume that w - w =>...» v is a standard derivation, with v « in 
O 1 w 

E , and P ... v6ÇsVs+1 y ß i each v, in i* and each 'j. in V—E. 

Suppoee that , v a... =5 w are the standard blocks of the 
V Vi \ 

stemdard derivation “...= w^. If d(w^) 2 d(§), then wq » ^ * * • • > 

ra r-1 

., ^ w ere the standard blocks of wq », ..= w^. If p(w^) < p(Ç;, then 

=5.,,=9 v are the standard blocks of w^=. ..= 
lr-l "S: 

mj. 

w » W-, w, ». ..= W , 
O 1’ 1 HL' 

V . This fact will be useful and motivates the following definition. 

Definition. Let (A,f) be an a-control function, with A having r+1 elements, 

rsl. A ß-control function (B,g) ia dominated by (A,f) if either 

(1) B has r+1 elements, Iß I ^ and at and g(01) < f^) 

for all i > 0; 

or (2) B has r elements, and - a1+1 and g^) < iar ^ 

12 0. 

For a given s-tuple ß and an a-control function (A,f), there are only 

finitely many (possibly none) ß-control functions (B,g) dominated by (A,f). 

The next result shows how the concent of domination is used. 

Lemma 3.1. Let - v., ^ .. .VRÇRVfl+1 - wi be a production in a weighted 
- o # 

context-free grammar G - (V,E,P,o, o), with s>I, each vt in E , and each ^ in 

V-E. Given w in E> a dei ivation wq =* w^=>...» w^ *= w is a standard derivation 

controlled by a p(U-control function (A,f) if and only if v1 =...=> wt is a 

standard derivaticjn controlled by some ß(w^)-control function (B,g) dar.inated 

hy (A, f ). 

Proof Assim» that w » w »...» w » w is a standard derivation controlled by (A;f). 
ZZmmm . O 1 t 

Let B be the ß(w1)-chain defined by the standard derivation wl ». ..= wt. 

Thus B is the sequence of s-tuples ß . ...,ßr> where w^^ - wm V > wm 
^ ox r-1 
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= are the standard blocks of w v and 0 » ß(w ) for each j. 
r “ J nij 

Let (B,g) be the 0(w )-control function defined by g(ß ) = max {p(v )/l < i z m ). 
J i J 

As noted earlier, wx =». ..=5 wt is controlled by (B,g). To show that (B,g) is 

dominated by (A, f), we distinguish two cases. 

(a) Suppose PÍw^) ^ P(w0)« Them the standard blocks of the two standard 

derivations are equal in number, and are identiceLL except for the beginning of 

the first one. Thus Ißjl - aj and g(0j) s f(aj) for 0 < j s r, so that (B,g) 

is dominated by (A,f). 

(ß) Suppose píw^) < p(wo). Then A has r+1 terms. Furthermore, the standard 

blocks of wq =»...=5 w consist of w =» w and the standard blocks of w =*. ..=* w , 

Thus ^ = p(w1), so that Ißjl - aJ+1 and gißj) i for all J, 0 ^ j 5 r> 

so that (B,g) is dominated by (A,f). 

To see the converse, assume w]L =>...=» wt is a standard derivation controlled 

by some ß( w^-control function (B,g) dominated by some p(§)-control function 

(A,f)• Then *o » w1 =» wt iß a standard derivation whose standard blocks 

are related to the standard blocks of w^^ =5...=» wt as described in (a) and (ß) 

above. If p^) :> p(wq), then |ßj| - Sj and g(ßj) < f(afor all J, 0 < j £ r. 

Then 0(^) < p(w^) < g(ßj) < atlt^ ^^wi^ * ^ ^ 5 ^ ^ 

1 J ^ r. Thus p(w^) < ^^aj^ a^- in standard block of wq =5...=» 

wt# If p(w1) < o(wo), then Iß^l ■= a^ and g(ßjj s f^aj+l^ far a11 J, 0 s J s 

r. Thus p^) < p(wo) - f(ao) « f(&1), so that p^) < fiaj^) for all wi in the 

first standard block of wq »...=• w^. For all w^ in the j-th standard block of 

w^ =...=> vr^, 1 < J s r, thus all w^ in the j+l-st standard block of wq =5. ..=» 

wt, we have p(w1) s g(ßj) ^ f(aJ+1). Hence wq =5...=9 ^ is controlled by (A,f). 
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The preceding lenna give one neceeeary end suiflclent ccndltlon far the 

existence of a standard derivation 

’Vt-U 
controlled by ea* sl-^-ccntrol functlan. The next lenna gives another such 

s. _js +1 „n tnáiether will then be used to describe the condition. The two conditions together wi-ia. ^ 

productions in the gramnar o' vie are seeking. 

Definition, let (B,g) be a e-control function, »here B Is a e-chaln 

of s-tuples. For each 3, ] a J ^ let he the chain aj.a^ 

yjjlch consists of the distinct j-th coordinates of ..., 9r- rj- r-) 

Va ^ n < i i r let i(j) be the smallest integer such that 
For each J and each i, 0 í i ^ ±ez ^ 

,. . û \ is s For each J, 1 ^ J ^ ^ the J-th coordinate of is 8^ . r 

the function on defined by 

(6) 

Then (A^J^ f^J^) Bald t0 be determlne^ by (B*g)* 

Since le,,.), ^ g;Bl(3)), '(J)(4J)) =» 0 For l' a 1 since lV(J)> ^ 

, ) J *9 « id*- t>-t ^ J))- 
«^lij)' Si (J) @i(j) Ml ,(.1) (Jh , 
acre, ftj)(a^)-l9ol-^o(j')-^j)'a0J)- ’f > 18 ^ 

_(■»- control function. In case s-1, it Is clear that (A(1),f(1)) - (B,s). 

t.P. Leu B be the eo-=lain Bq» let “l ‘ vl5l-vs5svstl “ 

given, with 6*1, each Vl in T*, and each ^ in V-E. 

(6) Pi(j)(j/) 18 the j'-th coordinate of ßi( ^ • 

There exists a standard 
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* / \ derivation v. - w - v of a word w in E controlled by the ß(w )-control 

ft / / * 

function (B,g) if and only if w - •••VBUBVS+1 far 8Crae u8 in E 

and for each j, 1 « j < s, there exists a standard derivation w^ q =>... * 

wlti. , with t, < t-1, controlled by the o(§ )-control function (A^^, f^J^) 
j J 

determined by (B,g). 
# 

Proof. Let • ^g^g+i “ wi wt be a standard derivation of w in £ 

controlled by the ß(w]L)-control function (B, g). For each i, 1 « i * t, let 

wi “ V1U1Í^*‘* vsU8i^vs+l the induce<i factorization, with for each 

k. Let w - w =*.. .*» w , ..., w =»...=> w » w. be the standard blocks of 
1 "o “l mr-l ^ * 

w_ =>...=* w . Thus 3. » 3(w ) for each i, 0 á i ¿ r. For each J, 1 i j s s, 

let (A^^, f^^) be the control function determined by (B,g), A^^ the sequence 

a^..., a^^. We use the notation of the preceding definition. Also, let 
o, 7 r 

ft) * (t) ^...=5 w. . ■ u, be the i iduced derivation of §. *» u. . By the 
J J, ° J,tj J J J 

corollary to Theorem 2.4, the standard blocks of w^^ =»...=5 w^ give rise, in an 

obvious manner, to the standard blocks of § . *= w =5...^ w . Thus A^ is 
O 

defined by w, " . ..=3 w , and t < t-1. 
J,° J 

Let J be an integer, 1 * J < s. Given i, 0 < 1 < r j, let i ' be the 

smallest integer such that a^ ■ p(w ./). Since A^^ is defined by w 
X Jj 1 0 

^...=5 w, . , the integer i ' exists. Fran the correspondance of the standard 
J/tj 

blocks, it follows that m / v is the smallest integer n such that aj^* 

M) “KJ) 
w /) “ p(u'J') and that w / ■ u . Thuj^ for each k, u í k « i , 
J,1 n ^ J 

there exists k', 1 < k ' « mi(j)» Buch tivat wj k“ Uj * slnce < mi(j) 

and w^. ..=> wt is controllea by (B,g), it follows that p(vk') ^ Then 
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(*'K / \ , t* )- 
p(w ) + L p(u / ) ■= p(v) 5 e(ßi(j)) " ( i 

J’k j'Vj J 

+ E 

Since the derivation v -...^ «t is standard, }) 2 01(j)(J ) for J 

U)^): ' ' (t) ' 

íb controlled by f^^). 

Then o(v ) < f(j)(a5^). Hence the induced derivation ujt; = uj 
j, k i 

Consider the converse. For each j, 1 *£ J 5 s, let ^ ^ _ 

u' be a standard derivation controUed by (A^, where A^J is 
WJ,t " “J 
thl sequence a^j), ..., a^.j). We obtain a standard derivation ^ -...- wt as 

follows. For each k, 0 * k * r, there exists a unique J, 1 ^ J ^ s, and 

unique i,0 s i < rj, such that k ^ i(j). Let Wl -...- wt be the standard 

derivation such that the i(j)-th standard block, i(j) . 1, corresponds to the 

i-th standard block of the derivation - vJ>o -...- Wj^ - uj. To complete 

the proof, it suffices to show that wL -...- wt is controlled by (B,g). It 

is clear (using induction on k for B,, and the definition of the derivation 

Wi =>... ■ wk) that the ß(w1)-chain defined by the derivation is B itself. Let 

, w be the standard blocks of w -...- w 

W1 C Wm0 V Vl \ 1 

Thus 0(wm ) for each i, 0 < i < r. Let k and i ' be given, 0 ^ k ^ r 

and 1 * i' < ny By induction on k we now prove that p^,) 4 gCß^), thereby 

completing the proof. If k - 0, then ^ - 1. The induction is thus started 

since p^) = g(0o). Assume k > 0. If i ' 4 Vl, then, by induction, 

PÍW^) 4 8(0!^^) á e(ßk)- 

Suppose i' > mk_1- There exists a unique J, 1 4 j < s,^ and unique i, 0 :. i 4 

r such that k = i(j). Then *1 ' = }... V8Uß(i where Uj(i } iß 
J 
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(1/) In the i-th standard block of the derivation =»...• u|, and p(u'V') 
J J J 

for j'7j. Since the derivation =>...» uj is controlled by (A^, 

f(j)), 

Therefore 

p(w1/) « 0(^^1 ^)+ Zt ^)s g^i(i)^ “ J 
and the induction is extended. 

JVJ 

Combining Lemmas 3.1 and 3.2, we obtain the following main result of 

this section. 

Theorem 3.1. Let wq - ç "* vi^i* * ^ be a production in a weighted 

context-free grammar G « (V,£,P, a, p), with s^l, each vi in £*, and each §j in 
# 

V-£. Given w in £ there exists a standard derivation w =» w, . .=s w^ - w o 1 t 
controlled by a p( ^-control function (A,f) if and only if w - v. u/ ... v u V 

XX S S 8 » X 

/ / * for some Up ..., uß in £ and for each J, 1 * J i s, there exists a standard 

derivation ^ =>...=> uj, of length < t, controlled by (A^, f^), where 

( (A^^,f^^)/l « j á b J is determined by seme ßiw^-control function (B,g) 

dominated by (A,f). 

Section 4, Nonexpaaslve grammars 

In this section wt finally prove our main result, namely that every deriva¬ 

tion-bounded set is context free. The proof will actually show that each 

derivation-bourded set can be generated by a special type of context-free 

grammar called "nonexpanslve". From, this it will follow that the family of 
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all derivation-bounded sets is a proper subfamily of the context-free languages. 

We also give several characterizations of the family of all deriration-bounded 

sets. 

In order to prove our main result we need the following technical lemma. 

Lenma 4.1. Let G ■ (V, E,P, ^ 0) be a weighted context-free grammar and let k 

be a positive integer. Let S be the set of all pairs (§, (A,f)), where § is in 

V-E and (A,f) is a o( ^-control function with f(0) £ k. Let G; « (V',1,?o'), 

where V' » £ U S U (a'}, a' being a new symbol, and P' consists of the following 

productions. 

(i) o'-* (o, (A,f)) for each (rr, (A,f)) in S. 

(ii) (t,(A,f))- v1(51,(A(l),f(l)))...V8(5s,(A(8), f(s))) v8+1 for each 

production • •v8^8vB+i ln wb®1*6 sal, each ^ is in £ , each is in 

V-£, and the set ((A^^, f^^)/l ^ j £ s) is determined by sane [0(^)+...+ 

p(Sfl)]“Contral function dominated by (A,f). 

it 
(iii) (§,(A,f))- V for each production Ç- v in P, v in £ , and each 

(A,f) where A is the sequence aQ ■ p(§), a^ ■ 0. 

Then G' is a context-free grammar and for each (§, (A,f)) in S, the set (w in £*/ 

(5, (A,f)) w in G') coincides with the set of all w in £ for which there 

exists a standard derivation s =»...=» w in G conti oiled by (A,f). 

Proof. Obviously S is finite, so that g' is context-free. 

We first prove that for each derivation 

(5, (A,f)) = w^ wt'- w 

/ ♦ 

in G of a word v in £ there exists a standard derivation § = w v, / = w 
0 t 

in G controlled by (A,f). Suppose t « 1. Then w^ = w and (§, (A,f))- w Is in 

P '. This is possible if and only if s- w is in P and A is the sequence aQ- 
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:(^), \ = °- Since -» w is a standard derivation controlled by (A,f), the 

result is valid for t - 1. Using induction, assume t > 1 and the result valid 

for derivations of length < t. Suppose that (A,f)) “ wó ^ Wí Wt “ W 

is a derivation of length t. Then v/- is a production in P,' say 

(5,(A,r)) f(1)))...vs(v (a(6), f(s))) vs S+l 

is in P and the set with s £ 1 since t > 1. By (ii), 5 ^ v]_^* • *VB “s'g+i 

{(A^, f^)/l * j £ s} is determine^ by seme [ o( ...+d( !s) ]“Control function 

dominated by (A,f). There exist u^, ..., uj in £ such that w - • •‘W's+l 

and, for each J, 1 < J * s, (^, (A(j), f(j))) -...- uj. Since each of these 

derivations baa length < t, by induction, for each j, 1 ^ j ^ s, there exists in g 

standard derivation 3 -...- u' controlled by (A^,f^). By Theorem 3.1, 
J J 

there exists a standard derivation % « w -...- w / controlled by (A,f). Thus 
O u 

the induction is extended. 

We now prove that for each standard derivation I « v -...» w » w in G, 
O X» 

w in £, controlled by (A,f), (§, (A,f)) - w in G7. Suppose t » 1. Then Ç- w 

is in P and A is the sequence aQ » p(£), a^ ■ 0. Therefore (Ç, (A,f))-* w is in 

P 7. Using induction, assume t > 1 and the result is valid for each standard 

derivation of length < t. Let §»w «*. ,.-w «wbea standard derivation in 

G, of length t, controlled by (A,f ). Then w^^ is in P and ^ is of the form 

* 
V, L...V C V ,, where sal, each v, is in £ , and each s, is in V-£. By 
11 s s s+l' ' i ' 0 

// / f ‘Hr 

Theorem 3.1, w ■ far 8Cine ui^,,*^us ln E and far each j, 

1 i j ^ s, there exists a standard derivation ..=* u7, of length < t, 
J «J 

controlled by (A^,f^), where {(A^,f^)/ 1 * J < s) is determined by 

setae [ p(^)+...+ p( 3s) ]-control function dominated by (A,f). By induction, 
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(Çy )) » u' ln G' far each j, 1 ^ J ^ s. By (li), 

(^(A.DÎ-v^^tAÎ11,^1*))..^ (ÇB, (A(b), vstl 

iß in P . Thus 

:,(A,f))-Vn-(AÍ1)-rU)))-vB(6BJA(B>-f(8))) s+1 

J V1U1 * *,VBUSVB+1 

*= W, 

completing the induction and the lemma. 

We axe now ready for the proof of the main result. 

Theorem U.l. Every derivation-bounded set is context free, that is, L^(G) is 

a context-free language far every plu-ase-structure grammar G and every positive 

k. 

Proof. By Lemma 1.1, there exists a weighted context-free grammar g'= 

(V' P ?' n' o') such that L, (G) = LJg'). Let G" be the context-free grammar 

defined in Lemma U,1 by means of G ' and k, Fran the definition oí G , L G ) is 

* , 
the set of all wards w in E far which there exists a standard derivation ~ 

=>...» w in G' controlled by some o'(a')-control function (A,f) with f(0) ^ k. 

This set coincides with L^(G,) by Theorem 2.1, since every standard derivation 

a'-... * w which is k-bounded is controlled by some o #(a ^-control function 

(A,f) with f(0) < k. Therefore L^G) ** L(g"), so that Lk(G) is context free. 

The proof of Theorem 4.1 for the special case of context-free grammars is 

equivalent to the argument far weighted context-free grammars in which the weight 

of every variable is one. The demonstration far this special case is much 

simpler than that for the general case since it does not require the machinery 

of control functions developed in section three. 
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Observe that the family of ultralinear languages Is a subfamily of the 

family of derivation-bounded languages, ' and as noted in section one, the 

inclusion is proper. In fact, it is undecidable whether or not a derivation- 

bounded language is ultralinear. (For let U be the family of ultralinear 

languages over an alphabet Z containing at least two elements and let c be a 

new symbol. It follows fron Theorem 4.2 below that {(Lc) /L in U) is a family 

of derivation-bounded languages. By the proof of Theorem 4,2.2 in [3]> 4® 

undecidable whether or not an arbitrary' L ln U is regular. It is shown in [5] 

that for an arbitrary context-free language L £ £ ^ thus for L in U, (Lc) 

is ultralinear if and only if L is regular. Thus for L in U, it is undecidable 

whether or not (Lc) , which is derivation bounded, is ultralinear.) In the 

balance of this paper, we shall study characterizations and properties of 

derivation-bounded languages. 

We now introduce a special class of grammars which characterize the deriva¬ 

tion-bounded languages. These grammars have also been considered by Yntema [9] 

in her investigation of "standard matching-choice sets". 

Definition. A context-free grammar G » (V,E,P, o) is called nonexpansive, if, for 

# * 
every Í in V-E and w in V , § =» w implies w does not contain two occurrences 

of Ç. 

Lemma 4.2. For each derivation-bounded language L there exists a nonexpansive 

context-free grammar G' such that L - L(G;). 

(7) Since the derivation-bounded sets are now known to be context-free languages, 

we call them derivation-bounded languages. 
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Proof. Since L is derivation bounded, L - Ljj(O) for some weic^bted context-free 

gnauBr 0 • (V,E,P,o,p). Let g' - (v',L,P^o') be the context-free gcamiBX 

defined in Lenana 4.1 It suffices to proire that G' is nonexpanslve.

Let c' be the function on V'-Z defined by p'(o0 - k and p'((l,(A,f)))» 

f(0) for each (l,(A,f)) in Since f(0) > p(|) > 0, p' is a function 

from V'-Z to the positive integers. Thus (v',Z,P^a', p') is a ueig^xted context- 

free graimar. To protre g' nonexpanslve, it suffices to show that if

••...=» w/ ■ w is an arbitrary derivation in g', where §' is in v'-Z and w is in 

V'*, then w can contain no variables of wel£^ > p'(S') and at most one variable 

of wei^ p'(§'). Since the only productions involving a* are of the foam a*-*

(fT,(A,f)), tl«re is no loss in cwsvmlng a'f i.e., there is no loss in 

assuming g' is of the form (§,(A,f)). Suppose t * 1. Then the derivation is 

v^m w. Either is in Z*, in which case the result is true, or else w* » 

Vi(5j^,(A^^^,f^^^))...Vs(lg,(A^®^,f^®^)), where s>l, each v^ i» in Z* and 

{(A^^^,f^^^)/l « J < s) is determined by a control function (B,g) dominated by 

(A,f). In the latter case, g(0) s f(0) - p'(U,(A,f))). Now for each J and i, 

IsjisandOsiirj, ^ «^sts

some J . 1 < J < s, such that f^’^o^(O) ■ g(0)- Z 0 - g(0). For .

< g(0).
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Thus o"(§j « o'(?') and, for < p'U'),

Therefore the result Is true In this case. Continuing by Induction, siQ>pose 

the result Is true for all derivations of Length < t,t> 1, Consider §'■

»...*» ■ w In o'. By Induction, can contain no variable of uelj^t >

0^(1*), and at most one variable of wel^t o'(§0. Now Is dbtalned by 

applying a production u*-» to a variable v* In ^ Induction, z' cem

contain no variable of weight > p(v'), thus none of select > p'(SO > p'(v'), 

and can conted.n at most one variable of wel^t p'(u') < p'(§'). Sius ■ w 

C8U1 contedn no variable of weight > p'(l') and at most one variable of weight 

p'(^'). Hence the Induction Is extended and the proof is complete.

Remark. It was shown In [9J that there exist context-free languays generated 

by no nonexpanslve grannar. (in fact, the set L c (a,b)* of all words w with 

the following two properties is such a language; (l) The nuober of occurrences 

of a In w equals the nunber of occurrences of b In w; and (ll) For each 

Initial subwoord v* of w, the number of occurrences of a in w' Is greater than 

or equal to the nunber of occurrences of b In w'.) FTom Lenma k.2 it follows 

that the family of derivation-bounded languages Is a proper subfamily of the 

family of context-free languages.

We now present several characterizations of derivation-bounded languages.
1 *

Theorem 4.2. Given a set L c £ , the following statements are equivalent:

(1) L Is a derivation-bounded language.

(2) L ■ L(g) for some nonexpanslve context-free grammar G.

(3) L belongs to the smallest family of sets containing all
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the linear langwgee and closed under arbitrary stdbatltutlon of sets In the 

family for letters,

(4) L * L(g) « context-free gramnar G and acne

positive integer k.

Proof. By Lenmn 4.2, (l) •• (2). The ingiLication (4) » (1) la trivial.

Thus there only remain proofs of (2) =• (3) and (3)=* (4), Imt and Xj^ be the

families satisfying conditions (3) and (4) respectively.

Consider (2) « (3). We shall prove tha- L(g) is In for each nonexpanslve

context-free gramnar G «> (V,£,P,ct). To this end, siq>pose that V-E contains Just

one element, l.e.. Just a. Since G is nonexpanslve, it is linear. Thus L(G)

Is in £^. Continuing by Induction aasvmie that V-£ contains n > 1 elements

and ttet the sresult is valid for all nonexpanslve gramnars with < n variables.
(8) ^

Without loss of generality, we nay assume that G is reduced. (For otherwise, 

as noted in [2;3], there exists a reduced graamr 0 - (V,i;,P,o), with V c V and 

7 ^ P, such that L(G) - L(G). Clearly G la also nonexpanslve.) Let H ^ V-£ 

be the set of all variables § such that § =» for scbk u^ and u^ in V •

Obviously a ie in H. Let g'» (V,E',P',fr), where V-H and P' consists of all 

productions § w In P such that ^ is In H. Since G is ncnesqtansive, g' is a 

linear gramnar. (For suppose otherwise. n>en there exists a production § -

'“'A context-free gramma- G ■ (V,£,P,(7) Is said to be reduced If for each 

variable ^,(l) there exist u and v in V* such that a * u§v, and (il) there 

exists w in £* such that I * w.
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UlYlu2V2uy where % v1, and v2 are in H end 1^, u2, sind are in V. 

Since and v2 are in H and G is reduced, there exist u^, u^, 1^, 1^, u^, u^, 

— # * # _ # _ * _ ^ 
Uy, and Uy in V such that v1 “» u^ou^« u^Su^ and v2 =» u* Ug§Uy . 

Then § => contradicting G being nonexpansive.) If H»V-£, 

then G-g' is linear, so that I.(G) is in Zy Suppose H 4 V-£, so that £ c z' z‘-TJ ¢, 

and P-P^<i. For each ? in £'-£ let G,.- {z', £, P-P J Ç). Then Gr is a nonexpansive 

grammar with fewer than n variables. (Note that if u -• u^Yi^ is in P-P7 for 

* * 
borne y in H, then y => u^a far sane u^ and u^. Thus u => »^u^a u^i^, so that 

e is in H, a contradiction. Hence, each producation in P-P ' involves only 

symbols in z', so that Gf is a context-free grammar. Since G is nonexpansive 

and P-P' r~ P, G_ is nonexpansive. Since a is not in £', Gr has fewer than n 
"J* 

variables.) Therefore L(G?) is in I by induction. Since ee.ch finite set is a 
3 J 

linear language, (a) is In for each a in £. Let t be the substitution 

mapping defined by r(a) - (a) for each a in £, and t(§) - L(G^) for each Í in H. 

Obviously L(G) - t(L(g')). Thus ICG) is in so that (2) « (3). 

Consider (3) (4). Obviously it suffices to prove c 1^. Since 

contains every linear language, it therefore suffices to show that is 

closed under arbitrary substitution of sets in far letters. Assume that L 

is in Z^ and that t is a substitution of sets in for letters. Thus, for 

each a in £, r(a) c £&* i8 in 1^. Then there exists a context-free gramnar 

G - (V,£,P, ^) such that L -1(0) • 6006 Also, for each a in £, 

there exists a context-free grammar G • (V , £ , P , rr ) such that t(u) » LÍO )» 

L (G ) for some k >1. Without loss of generality, we may assume that 
KB B a 
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(V -£ ) n V “ . and (V -£ ) ^ (V,-£, ) * i far all a and b in £, a ^ b. Let h a a a a b d ' 

be tlje haraomor phi si.: an V defined by h( ■ Ç far Ç in V-£ and h(a) ■ ^ far 
ft 

a in £. Let G' - (v', r/, P-), where V' / V U U V £' - U £ , and 
a in £ a in £ a 

P' “ U Pa U ^ "* z in P^* 
a in £ 

Clearly G ' is a context-free grammar such that t(L) - L(G/). Let m - max 

{ Izl/:, “• z in Pj, m' - max (^a/a in £}, and n ■ mm/ + k. Tc complete the proof, 

it suffices to show that LÍg') » 1^(00 • 

Clearly L^G') ULÍg'). To see the reverse containment, let w' be in 

L(G/). Then there exists w in L(G) such that t(w) - w'. Since 1(g) ■ L, (G), 

there exists a derivation c =>...=» w in G which is k-bounded. Then a * b(~) 

h(w) in G ' is k-bounded. Far each a in £ , L(G ) ■ L, (G ). Thus, far a' a k a ' 
& # 

each ward u in L(G ), a in £. there exists a k -bounded derivation ^ ^ u in 

Ga, thus in G;. These derivations give rise, in the obvious manner, to a 

derivation 

(*) rr =>. . .=> W =>...=> *' 

in g/ Rearrange the application of the productions used in (*) so that whenever 

a Symbol in {oa/a in £) in introduced by some production in P ■ {s - h(z /Ç -• z in P), 

no other production of P is applied until all occurrences of elements in {rr /a in £j 
ft 

have been replaced by words in U L(0 ). This yields a new derivation a --...70 v' ft 
ft 

in g'. Each word in the new derivation can contain at most m occurrences of 

symbols in (a /a in £}, and therefore at most nan' occurrences of symbols in ft 

U (V -£ ). Since each word in the new derivation has at most k occurrences of a a a 
symbols in V'-£', the new derivation is (mm' ♦ k)-bounded. Thus L(g') ■ 

and the proof is complete. 
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Remarks, (l) The proof that the family of context-free languages is closed under 

intersection with regular sets [2;3] can be readily adopted to show that the 

family of languages generated by nonexpanslve grammars, thus the family of deri¬ 

vation-bounded languages, is closed under intersection with regular sets. Since 

this family is closed under substitution, i. follows from a result in [0] 

that it is an abstract family of languages (AFL) as defined in [U] which is 

closed under arbitrary homanorphism, i.e., is a full AFL. 

(2) It is shown in [7] that for any AFL X properly contained in the 

context-free languages, it is undecidable whether a context-free language 

belongs to X. Thus it is undecidable whether a context-free language is 

derivation bounded. 

(3) It can be shown that any AFL closed under arbitrary substitution and 

R * 
containing the context-free language L ■ (ww / w in {a,bj ) contains all 

linear, hence all derivation-bounded, langfuages. Therefore the family of 

derivation-bounded languages is the smallest AFL closed under substitution 

and containing L. 
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