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#### Abstract

In this paper, we present a formalism for derivative couplings between time-dependent density functional theory (TD-DFT) excited states within the randomphase approximation (RPA) using analytic gradient theory. Our formalism is based on a pseudo-wavefunction approach in a companion paper (DOI 10.1021/jp505767b), and can be checked against finite-difference overlaps. Our approach recovers the correct properties of derivative couplings around a conical intersection (CI), which is a crucial prerequisite for any derivative coupling expression. As an example, we study the test case of protonated formaldimine $\left(\mathrm{CH}_{2} \mathrm{NH}_{2}{ }^{+}\right)$.




## I. INTRODUCTION

The random-phase approximation (RPA) has been an extremely useful tool for calculating excited state properties and the oscillator strength of atoms and molecules since the 1960s. ${ }^{1-5}$ More recently, the application of RPA in timedependent density functional theory (TD-DFT/RPA) has played an increasingly important role in the field of theoretical chemistry for several reasons: (i) As a single-reference $a b$ initio method, TD-DFT/RPA is computationally affordable and sometimes retains relatively high accuracy. ${ }^{6,7}$ (ii) TD-DFT/ RPA is a size-consistent method which is able to give pure singlet and triplet states for closed-shell molecules. ${ }^{8}$ (iii) In contrast to TD-DFT within the Tamm-Dancoff approximation (TDA), TD-DFT/RPA maintains the Thomas-Reiche-Kuhn sum rule of the oscillator strengths by taking into account the B matrix in the TD-DFT working equation; ${ }^{9}$ as such, TD-DFT/ RPA gives improved results for transition moment calculations. ${ }^{8,10}$ For these reasons, despite its well-known triplet instability, ${ }^{8,11}$ TD-DFT/RPA is one of the most widely used approaches for modeling excited-state electronic structure. ${ }^{12-18}$

Recently, there has been a renewed interest in nonadiabatic dynamical transitions, as molecular photochemistry has gained renewed attention in the search for efficient solar energy capture. For these applications, the derivative coupling between excited states as well as the derivative coupling between the ground state and an excited state are necessary matrix elements for most theoretical approaches. To date, several researchers have investigated derivative couplings within TD-DFT and most of them have focused on the ground-excited state derivative couplings. Historically, the derivative coupling matrix elements between TD-DFT ground and excited states were first constructed by Chernyak and Mukamel. ${ }^{19}$ A similar method for real-time TD-DFT was developed by Baer and was applied to a
molecular system $\left(\mathrm{H}+\mathrm{H}_{2}\right) \cdot{ }^{20}$ Extensive calculations of TDDFT ground-excited state derivative couplings were then presented in both the plane-wave pseudopotential framework ${ }^{21-23}$ and the atomic orbital (AO) basis. ${ }^{24,25}$

The evaluation of TD-DFT derivative couplings is necessarily complicated by the fact that there are no rigorous static TD-DFT wavefunctions-TD-DFT is based on time-dependent response theories as opposed to a quantum chemistry theory based on a wavefunction ansatz. Despite this obstacle, however, TD-DFT derivative couplings should still meet certain benchmarks around a conical intersection (CI) point: (i) the magnitude of the derivative couplings should become enormous; (ii) the derivative coupling vectors should lie in the branching plane; (iii) the path integral of the derivative coupling should give Berry's phase. ${ }^{26-28} \mathrm{Hu}$ et al. have studied the behavior of the ground-excited state derivative coupling around various intersections, ${ }^{22,29-31}$ and they have found that the derivative coupling (as given by their modified linear response scheme within the TDA) recovers the correct Berry phase behavior. ${ }^{30,31}$

Looking forward, we are interested in the TD-DFT derivative couplings between excited states. Unlike the case of groundexcited state crossings, TD-DFT recovers the correct dimensionality of a CI branching plane for the case of excited-excited state crossings. ${ }^{32,33}$ A method for calculating the derivative coupling between TD-DFT excited states was proposed a few years ago by Tavernelli et al. ${ }^{34}$ based on Casida's ansatz, ${ }^{9}$ but the behavior around CIs was not fully investigated. To our

[^0]knowledge, in practice, Tavernelli et al. have focused on the TDA exclusively, rather than full TD-DFT/RPA. ${ }^{34-37}$ From the derivations that follow in section II, one can show that the Tavernelli formalism does not agree with our result, nor does the Tavernelli formalism satisfy the Chernyak-Mukamel equality. (More recently, while our article was under review, Li and Liu presented two abstract approaches for computing excited state derivative couplings which are applicable to TDDFT; the first is from a time-independent equation of motion (EOM) formalism, and the second is from time-dependent response theory. ${ }^{38}$ It can be shown that the final expression obtained in this work (eq 50) can be derived from Li and Liu using their time-independent EOM formalism to calculate particle-hole RPA derivate couplings.)

In the following sections, our goal is to derive explicit expressions for analytical derivative couplings between TD-DFT/RPA excited states and analyze the behavior of the TD-DFT/RPA derivative couplings around a CI. Analogous to the configuration interaction singles (CIS) and TD-DFT/TDA derivative couplings in our previous work, ${ }^{39,40}$ our theory for TD-DFT/ RPA derivative couplings is based upon direct differentiation. For full response TD-DFT/RPA (rather than TD-DFT/TDA), we use the pseudo-wavefunctions proposed and evaluated for the time-dependent Hartree-Fock (TD-HF) in ref 41. To justify our approach, first we will show in section V that our derivative couplings behave correctly around a CI. To our knowledge, the derivative couplings between TD-DFT/RPA excited states around a CI have not yet been investigated (nor has the corresponding Berry phase). Second, we will show in section VI that our final answer satisfies the ChernyakMukamel equality near a crossing (again drawing on the results of ref 41); thus, our results are mostly consistent with response theory.

An outline of this paper is as follows. In section II, our analytic gradient formalism for TD-DFT/RPA derivative couplings will be presented. In section III, we compare our results versus the finite-difference data. In section IV, using a simple model of four diabatic states, we analyze for TD-DFT/RPA (or TD-HF) derivative coupling vectors around a CI. In section V, we consider the specific case of protonated formaldimine and we examine the CI between the first and second excited singlet states; we show that our derivative couplings lie in the correct branching plane and recover the Berry phase exactly. In section VI, we compare our derivative coupling expression with the Chernyak-Mukamel equality and transition densities from time-dependent response theory.

Unless otherwise specified, we use lowercase latin letters to denote spin molecular orbitals (MO) ( $a, b, c, d$ for virtual orbitals, $i, j, k, l, m$ for occupied orbitals, and $p, q, r, s, w$ for arbitrary orbitals) and Greek letters $(\alpha, \beta, \gamma, \delta, \lambda, \sigma, \mu, \nu)$ to denote AOs. The RPA excited states are denoted by $\Psi$ (with uppercase latin indices $I, J$ ).

## II. ANALYTIC DERIVATION FOR TD-DFT/RPA DERIVATIVE COUPLINGS

A. TD-DFT/RPA Eigenvalue Equation. Before addressing derivative couplings between excited states, we first review the TD-DFT/RPA eigenvalue equations and establish the necessary notations. As discussed in ref 8 , the non-Hermitian eigenvalue TD-DFT/RPA equation can be written as

$$
\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{1}\\
-\mathbf{B} & -\mathbf{A}
\end{array}\right)\binom{\mathbf{X}^{I}}{\mathbf{Y}^{I}}=E_{I}\binom{\mathbf{X}^{I}}{\mathbf{Y}^{I}}
$$

for excitation amplitudes $\mathbf{X}^{I}$ and $\mathbf{Y}^{I}$, and excitation energy $E_{I}$ of TD-DFT/RPA excited state $I$. The orthogonality condition of TD-DFT/RPA excitation amplitudes for any two excited states $I$ and $J$ is

$$
\left(\begin{array}{ll}
\mathbf{X}^{I \dagger} & -\mathbf{Y}^{I \dagger} \tag{2}
\end{array}\right)\binom{\mathbf{X}^{J}}{\mathbf{Y}^{J}}=\mathbf{X}^{I \dagger} \mathbf{X}^{J}-\mathbf{Y}^{I \dagger} \mathbf{Y}^{J}=\delta_{I J}
$$

Multiplying $\left(\mathbf{X}^{\dagger \dagger}-\mathbf{Y}^{\dagger \dagger}\right.$ ) on both sides of eq 1 gives

$$
\begin{align*}
& \left(\mathbf{X}^{\dagger}-\mathbf{Y}^{\dagger \dagger}\right)\left(\begin{array}{cc}
\mathbf{A} & \mathbf{B} \\
-\mathbf{B} & -\mathbf{A}
\end{array}\right)\binom{\mathbf{X}^{I}}{\mathbf{Y}^{I}}=\mathbf{X}^{J^{\dagger} \mathbf{A X}^{I}+\mathbf{Y}^{\dagger \dagger} \mathbf{A Y}^{I}, ~\left(\mathbf{x}^{\prime}\right.}  \tag{3}\\
& +\mathbf{X}^{\dagger \dagger} \mathbf{B} \mathbf{Y}^{I}+\mathbf{Y}^{\dagger}{ }^{\dagger} \mathbf{B} \mathbf{X}^{I} \\
& =\delta_{I J} E_{I} \tag{4}
\end{align*}
$$

The matrix elements of $\mathbf{A}$ and $\mathbf{B}$ are given by

$$
\begin{align*}
A_{i a j b} & =\left\langle\Phi_{i}^{a}\right| O_{\mathrm{KS}}\left|\Phi_{j}^{b}\right\rangle  \tag{5}\\
& =\delta_{i j} F_{a b}-\delta_{a b} F_{i j}+\delta_{i j} \delta_{a b} E_{\mathrm{DFT}}+\Omega_{a j i b}  \tag{6}\\
B_{i a j b} & =\left\langle\Phi_{i j}^{a b}\right| O_{\mathrm{KS}}\left|\Phi_{\mathrm{DFT}}\right\rangle  \tag{7}\\
& =\Omega_{a b i j} \tag{8}
\end{align*}
$$

where $O_{\text {KS }}$ is the Kohn-Sham response operator. In secondquantized and antisymmetrized form (with physicists' notation for the two-electron integrals ${ }^{42}$ ), $O_{\mathrm{KS}}$ can be represented as

$$
\begin{align*}
O_{\mathrm{KS}}= & \sum_{p q} F_{p q} a_{p}^{\dagger} a_{q}+\sum_{c d k l}\left[\Omega_{c l k d} a_{c}^{\dagger} a_{k} a_{l}^{\dagger} a_{d}\right. \\
& \left.+\Omega_{c d k l}\left(a_{c}^{\dagger} a_{d}^{\dagger} a_{l} a_{k}+a_{l}^{\dagger} a_{k}^{\dagger} a_{c} a_{d}\right)\right] \tag{9}
\end{align*}
$$

where $F_{p q}$ is the Fock matrix, and $\Omega_{p q s r}$ is the two-electron effective operator in DFT:

$$
\begin{align*}
& F_{p q}=h_{p q}+\sum_{m} \Pi_{p m q m}  \tag{10}\\
& \Omega_{p q s r}=\Pi_{p q s r}+\omega_{p q s r} \tag{11}
\end{align*}
$$

The diagonal entries of the Fock matrix $F_{p p} \equiv \varepsilon_{p}$ are the usual Kohn-Sham orbital energies, $h_{p q}^{0}$ is the matrix element of the kinetic energy plus the external potential (eq 12), and $g_{p q}$ is the first derivative of the $x c$ functional $f_{x c}$ (eq 13). ${ }^{43}$ The sum of $h_{p q}^{0}$ and $g_{p q}$ gives the one-electron effective operator $h_{p q}$ (eq 14).

$$
\begin{align*}
& h_{p q}^{0} \equiv\langle p| h^{0}|q\rangle  \tag{12}\\
& g_{p q} \equiv \sum_{p q} \int \mathrm{~d} \mathbf{r} \phi_{p}(\mathbf{r}) \frac{\partial f_{x c}}{\partial \rho(\mathbf{r})} \phi_{q}(\mathbf{r})  \tag{13}\\
& h_{p q} \equiv h_{p q}^{0}+g_{p q} \tag{14}
\end{align*}
$$

$\Pi_{p q s i}$ is the Coulomb term plus whatever fraction of HartreeFock exchange is included in the DFT functional ( $c_{\mathrm{HF}}$ in eq 15), and $\omega_{p q s r}$ is the second derivative of the $x c$ functional (eq 16). The sum of $\Pi_{p q s r}$ and $\omega_{p q s r}$ gives $\Omega_{p q s r}$ (eq 11).

$$
\begin{equation*}
\Pi_{p q s r} \equiv\langle p q \mid s r\rangle-c_{\mathrm{HF}}\langle p q \mid r s\rangle \tag{15}
\end{equation*}
$$

$$
\begin{align*}
\omega_{p q s r} & \equiv\langle p q| f_{x c}^{\prime \prime}|s r\rangle \\
& =\sum_{p q s r} \int \mathrm{~d} \mathbf{r} \phi_{p}(\mathbf{r}) \phi_{q}(\mathbf{r}) \frac{\partial^{2} f_{x c}}{\partial \rho(\mathbf{r})^{2}} \phi_{r}(\mathbf{r}) \phi_{s}(\mathbf{r}) \tag{16}
\end{align*}
$$

With the definitions above, $O_{\mathrm{KS}}$ can be rewritten as

$$
\begin{align*}
O_{\mathrm{KS}}= & \sum_{p q}\left(h_{p q}^{0}+g_{p q}+\sum_{m} \Pi_{p m q m}\right) a_{p}^{\dagger} a_{q} \\
& +\sum_{c d k l}\left[\left(\Pi_{c l k d}+\omega_{c l k d}\right) a_{c}^{\dagger} a_{k} a_{l}^{\dagger} a_{d}\right. \\
& \left.+\left(\Pi_{c d k l}+\omega_{c d k l}\right)\left(a_{c}^{\dagger} a_{d}^{\dagger} a_{l} a_{k}+a_{l}^{\dagger} a_{k}^{\dagger} a_{c} a_{d}\right)\right] \tag{17}
\end{align*}
$$

B. The "Brute Force" Expression for TD-DFT/RPA Derivative Couplings. In ref 41, we defined TD-HF pseudowavefunctions and we showed that the derivative coupling between $\Psi_{I}$ and $\Psi_{J}$ obtained by direct differentiation can be written as

$$
\begin{align*}
\left\langle\Psi_{I} \mid \Psi_{J}^{[Q]}\right\rangle= & \sum_{i j a b}\left(X_{i}^{I a} X_{j}^{J b}-Y_{i}^{I a} Y_{j}^{J b}\right)\left\langle\Phi_{i}^{a} \mid \Phi_{j}^{b[Q]}\right\rangle \\
& +\sum_{i a}\left(X_{i}^{I a} X_{i}^{J a[Q]}-Y_{i}^{I a} Y_{i}^{J a[Q]}\right) \tag{18}
\end{align*}
$$

We now treat TD-DFT/RPA as a natural extension of TD-HF, and the goal of this paper is to evaluate eq 18 for TD-DFT/RPA derivative couplings. We begin with the second term in eq 18. The first step is to take the derivative on each side of eqs 3 and 4 (for $I \neq J$ )

$$
\begin{align*}
0= & \sum_{i j a b}\left\{X_{i}^{I a} A_{i a j b}^{[Q]} X_{j}^{J b}+Y_{i}^{I a} A_{i a j b}^{[Q]} Y_{j}^{J b}+X_{i}^{I a} B_{i a j b}^{[Q]} Y_{j}^{J b}\right. \\
& +Y_{i}^{I a} B_{i a j b}^{[Q]} X_{j}^{J b}+X_{i}^{I a[Q]} A_{i a j j} X_{j}^{J b}+Y_{i}^{I a[Q]} A_{i a j b} Y_{j}^{J b} \\
& +X_{i}^{I a[Q]} B_{i a j b} Y_{j}^{J b}+Y_{i}^{I a[Q]} B_{i a j b} X_{j}^{J b}+X_{i}^{I a} A_{i a j b} X_{j}^{J b[Q]} \\
& \left.+Y_{i}^{I a} A_{i a j b} Y_{j}^{J b[Q]}+X_{i}^{I a} B_{i a j b} Y_{j}^{J b[Q]}+Y_{i}^{I a} B_{i a j b} X_{j}^{J b[Q]}\right\} \tag{19}
\end{align*}
$$

From eq 1, one finds that

$$
\begin{align*}
& \sum_{i j a b} A_{i a j b} X_{j}^{I b}+B_{i a j b} b_{j}^{I b}=\sum_{i a} E_{I} X_{i}^{I a}  \tag{20}\\
& \sum_{i j a b} B_{i a j b} X_{j}^{I b}+A_{i a j b} Y_{j}^{I b}=-\sum_{i a} E_{I} Y_{i}^{I a} \tag{21}
\end{align*}
$$

Inserting eqs 20 and 21 into eq 19, one has

$$
\begin{align*}
\sum_{i a} & \left(X_{i}^{I a} X_{i}^{J a[Q]}-Y_{i}^{I a} Y_{i}^{J a[Q]}\right) \\
= & \frac{1}{E_{J}-E_{I}} \sum_{i j a b}\left\{X_{i}^{I a} A_{i a j b}^{[Q]} X_{j}^{J b}+Y_{i}^{I a} A_{i a j b}^{[Q]} Y_{j}^{J b}+X_{i}^{I a} B_{i a j b}^{[Q]} Y_{j}^{J b}\right. \\
& \left.\quad+Y_{i}^{I a} B_{i a j b}^{[Q]} X_{j}^{J b}\right\} \tag{22}
\end{align*}
$$

Now, we replace the second term of eq 18 by the result of eq 22 and the derivative coupling expression becomes

$$
\begin{align*}
\left\langle\Psi_{I} \Psi_{J}^{[Q]}\right\rangle= & \sum_{i j a b}\left(X_{i}^{I a} X_{j}^{J b}-Y_{i}^{I a} Y_{j}^{J b}\right)\left\langle\Phi_{i}^{a} \mid \Phi_{j}^{b[Q]}\right\rangle  \tag{23}\\
& +\frac{1}{E_{J}-E_{I}} \sum_{i j a b}\left\{X_{i}^{I a} A_{i a j b}^{[Q]} X_{j}^{I b}\right. \\
& +Y_{i}^{I a} A_{i a j b}^{[Q]} Y_{j}^{J b}+X_{i}^{I a} B_{i a j b}^{[Q]} Y_{j}^{J b} \\
& \left.+Y_{i}^{I a} B_{i a j b}^{[Q]} X_{j}^{J b}\right\} \\
= & \frac{1}{E_{J}-E_{I}} \sum_{i j a b}\left\{\left(X_{i}^{I a} X_{j}^{J b}+Y_{i}^{I a} Y_{j}^{J b}\right) A_{i a j b}^{[Q]}\right.  \tag{24}\\
& \left.+\left(X_{i}^{I a} Y_{j}^{J b}+Y_{i}^{I a} X_{j}^{J b}\right) B_{i a j b}^{[Q]}\right\} \\
& -\sum_{i a b}\left(X_{i}^{I a} X_{i}^{J b}-Y_{i}^{I a} Y_{i}^{J b}\right) O_{b a}^{R[Q]} \\
& -\sum_{i j a}\left(X_{i}^{I a} X_{j}^{J a}-Y_{i}^{I a} Y_{j}^{J a}\right) O_{j i}^{R[Q]}
\end{align*}
$$

where we define the "right" spin-orbital derivative overlap

$$
\begin{align*}
O_{p q}^{R[Q]} & \equiv\left\langle p \mid q^{[Q]}\right\rangle  \tag{25}\\
& =\left(\sum_{\mu} C_{\mu p}\langle\mu|\right)\left(\sum_{\nu}|\nu\rangle C_{\nu q}^{[Q]}+\sum_{\nu}\left|\nu^{[Q]}\right\rangle C_{\nu q}\right)  \tag{26}\\
& =\sum_{\mu \nu} C_{\mu p} S_{\mu \nu} C_{\nu q}^{[Q]}+\sum_{\mu \nu} C_{\mu p} S_{\mu \nu}^{R[Q]} C_{\nu q} \tag{27}
\end{align*}
$$

Here $C_{\mu p}$ denotes the MO coefficients; $S_{\mu \nu} \equiv\langle\mu \mid \nu\rangle$ is the atomic orbital overlap, and $S_{\mu \nu}^{R[Q]} \equiv\left\langle\mu \mid \nu^{[Q]}\right\rangle$ is the right derivative of the overlap. The detailed derivation of $O_{p q}^{R}[Q]$ can be found in ref 39 , which leads to

$$
\begin{align*}
O_{p q}^{R[Q]} & =\sum_{\mu \nu} C_{\mu p}\left(S_{\mu \nu}^{R[Q]}-\frac{1}{2} S_{\mu \nu}^{[Q]}\right) C_{\nu q}-\Theta_{p q}^{[Q]}  \tag{28}\\
& =\sum_{\mu \nu} C_{\mu p} S_{\mu \nu}^{A[Q]} C_{\nu q}-\Theta_{p q}^{[Q]} \tag{29}
\end{align*}
$$

where $\Theta$ is the occupied-to-virtual rotation angle matrix and $\mathbf{S}^{A[Q]}$ is defined as $\mathbf{S}^{A[Q]} \equiv \mathbf{S}^{R[Q]}-1 / 2 \mathbf{S}^{[Q]}$.

The derivatives of $\mathbf{A}$ and $\mathbf{B}$ in eq 24 can be written as

$$
\begin{align*}
& A_{i a j b}^{[Q]}=\Omega_{a j i b}^{[Q]}+\delta_{i j} F_{a b}^{[Q]}-\delta_{a b} F_{i j}^{[Q]}+\delta_{i j} \delta_{a b} E_{\mathrm{DFT}}^{[\mathrm{Q}]}  \tag{30}\\
& B_{i a j b}^{[Q]}=\Omega_{a b i j}^{[Q]} \tag{31}
\end{align*}
$$

As we did in our recent paper on TD-DFT/TDA derivative couplings, ${ }^{40}$ we make the following definitions for various types of density matrices:
(1) The general density matrices:

$$
\begin{align*}
& P_{\mu \nu}=\sum_{m} C_{\mu m} C_{\nu m}  \tag{32}\\
& \tilde{P}_{\mu \nu}=\sum_{p} C_{\mu p} C_{\nu p}=P_{\mu \nu}+\sum_{a} C_{\mu a} C_{\nu a} \tag{33}
\end{align*}
$$

Note that we may express the real-space density as $\rho(\mathbf{r})=$ $\sum_{\mu \nu} P_{\mu \nu} \phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r})$
(2) The RPA excitation-amplitude matrices:

$$
\begin{align*}
& R_{\mu \nu}^{X I}=\sum_{i a} C_{\mu a} X_{i}^{I a} C_{\nu i}  \tag{34}\\
& R_{\mu \nu}^{Y I}=\sum_{i a} C_{\mu a} Y_{i}^{I a} C_{\nu i} \tag{35}
\end{align*}
$$

(3) The generalized difference-density matrix:

$$
\begin{align*}
D_{\mu \nu}^{I J}= & \sum_{i a b} C_{\mu a}\left(X_{i}^{I a} X_{i}^{J b}+Y_{i}^{J a} Y_{i}^{I b}\right) C_{\nu b} \\
& -\sum_{i j a} C_{\mu i}\left(X_{i}^{J a} X_{j}^{I a}+Y_{i}^{I a} Y_{j}^{J a}\right) C_{\nu j} \tag{36}
\end{align*}
$$

Using the expressions for $\boldsymbol{\Omega}^{[Q]}$ and $\mathbf{F}^{[Q]}$ in refs 39 and 40, and plugging those expressions into $A_{i a j b}^{[Q]}$ and $B_{i a j j}^{[Q]}$, we find this lengthy expression for the TD-DFT/RPA derivative coupling:

$$
\begin{align*}
& \left\langle\Psi_{I} \Psi_{J}^{[\mathrm{C}]}\right\rangle=\sum_{i j a b} \frac{\left(X_{i}^{I a} X_{j}^{J b}+Y_{i}^{I a} Y_{j}^{J b}\right)}{E_{J}-E_{I}}\left\{\sum_{\mu \nu \lambda \sigma} C_{\mu a} C_{\nu j} \Omega_{\mu \nu \lambda \sigma}^{[\varrho]} C_{\lambda_{i} i} C_{\sigma b}\right. \\
& -\frac{1}{2} \sum_{\alpha \beta w} C_{\alpha w} S_{\alpha \beta}^{[Q}\left[C_{\beta a} \Omega_{w j b}+C_{\beta j} \Omega_{a w i b}+C_{\beta i} \Omega_{a j w b}\right. \\
& \left.+C_{\beta b} \Omega_{a j j w}\right]+\sum_{k} \Omega_{k j i b} \Theta_{a k}^{[Q]}+\sum_{c} \Omega_{a c i b} \Theta_{j c}^{[Q]} \\
& \left.+\sum_{c} \Omega_{a j b b} \Theta_{i c}^{[Q]}+\sum_{k} \Omega_{a j i k} \Theta_{b k}^{[Q]}\right\} \\
& +\sum_{i a b} \frac{\left(X_{i}^{I a} X_{i}^{J b}+Y_{i}^{I a} Y_{i}^{J b}\right)}{E_{J}-E_{I}} \times\left\{\sum_{\mu \nu} C_{\mu a} h_{\mu \nu}^{[Q]} C_{\nu b}\right. \\
& +\sum_{\mu \nu \lambda \sigma m} C_{\mu a} C_{\nu m} \Pi_{\mu \nu \lambda \sigma}^{[Q]} C_{\lambda b} C_{\sigma m}-\frac{1}{2}\left(\varepsilon_{a} \sum_{\alpha \beta} C_{\alpha a} S_{\alpha \beta}^{[Q]} C_{\beta b}\right. \\
& \left.+\varepsilon_{b} \sum_{\alpha \beta} C_{\alpha b} S_{\alpha \beta}^{[Q]} C_{\beta a}\right)-\frac{1}{2} \sum_{\alpha \beta m w} C_{\alpha w} S_{\alpha \beta}^{[Q]} C_{\beta m} \\
& \left.\left(\Pi_{a w b m}+\Pi_{a m b w}\right)-\sum_{m c} \Theta_{c m}^{[Q]}\left(\Pi_{a c b m}+\Pi_{a m b c}\right)\right\} \\
& -\sum_{i j a} \frac{\left(X_{i}^{I a} X_{j}^{J a}+Y_{i}^{I a} Y_{j}^{J a}\right)}{E_{J}-E_{I}}\left\{\sum_{\mu \nu} C_{\mu i} h_{\mu \nu}^{[Q]} C_{\nu j}\right. \\
& +\sum_{\mu \nu \lambda \sigma m} C_{\mu i} C_{\nu m} \Pi_{\mu \nu \lambda \sigma}^{[Q]} C_{\lambda j} C_{\sigma m}-\frac{1}{2}\left(\varepsilon_{i} \sum_{\alpha \beta} C_{\alpha i} S_{\alpha \beta}^{[Q]} C_{\beta j}\right. \\
& \left.+\varepsilon_{j} \sum_{\alpha \beta} C_{\alpha j} S_{\alpha \beta}^{[Q]} C_{\beta i}\right)-\frac{1}{2} \sum_{\alpha \beta m w} C_{\alpha w} W_{\alpha \beta}^{[Q]} C_{\beta m}\left(\Pi_{i w j m}\right. \\
& \left.\left.+\Pi_{i m j w}\right)-\sum_{m c} \Theta_{c m}^{[\varrho]}\left(\Pi_{i c i m}+\Pi_{i m j c}\right)\right\} \\
& +\sum_{i j a b} \frac{\left(X_{i}^{I a} Y_{j}^{J b}+X_{i}^{I a} Y_{j}^{J b}\right)}{E_{J}-E_{I}}\left\{\sum_{\mu \nu \lambda \sigma} C_{\mu a} C_{\nu b} \Omega_{\mu \nu \lambda \overline{ }}^{[Q]} C_{\lambda i} C_{\sigma j}\right. \\
& -\frac{1}{2} \sum_{\alpha \beta w} C_{\alpha w} S_{\alpha \beta}^{[Q}\left[C_{\beta a} \Omega_{w b i j}+C_{\beta b} \Omega_{a w i j}+C_{p i} \Omega_{a b w j}\right. \\
& \left.+C_{\beta j} \Omega_{a b i w}\right]+\sum_{k} \Omega_{k b i j} \Theta_{a k}^{[Q]}+\sum_{c} \Omega_{a b i c} \Theta_{j c}^{[Q]} \\
& \left.+\sum_{c} \Omega_{a b c} \Theta_{i c}^{[Q]}+\sum_{k} \Omega_{a k i j} \Theta_{b k}^{[Q]}\right\} \\
& -\sum_{\mu \nu} S_{\mu \nu}^{A[Q]}\left[\sum_{i a b}\left(X_{i}^{I a} X_{i}^{J b}-Y_{i}^{I a} Y_{i}^{J b}\right) C_{\mu b} C_{\nu a}\right. \\
& \left.+\sum_{i j a}\left(X_{i}^{I a} X_{j}^{J a}-Y_{i}^{I a} Y_{j}^{j a}\right) C_{\mu j} C_{\nu i}\right] \tag{37}
\end{align*}
$$

In eq 37, the terms in the first three braces come from $\mathbf{A}^{[Q]}$, the last brace comes from $\mathbf{B}^{[Q]}$, and the final line is contributed by $\mathbf{O}^{R[Q]}$. Note that the orbital rotations within the occupied and virtual subspaces $\left(\Theta_{a b}\right.$ and $\left.\Theta_{i j}\right)$ disappear and are absent in
eq 37 (just as for CIS and TD-DFT/TDA ${ }^{39,40}$ ). These terms vanish because TD-DFT is invariant to one's choice of occupied and virtual orbitals; as such, $\Theta_{a b}$ and $\Theta_{i j}$ cannot contribute to the final answer.

In order to get our final expression into the AO basis, a few more definitions are needed for the $x c$ functional derivatives; these definitions are identical with those for TD-DFT/TDA. First, the first derivative of the $x c$ functional $g^{[Q]}$ can be decomposed in the AO representation as

$$
\begin{equation*}
g_{\mu \nu}^{[Q]} \equiv \tilde{g}_{\mu \nu}^{[Q]}+g_{\mu \nu}^{Y[Q]} \tag{38}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{g}_{\mu \nu}^{[Q]} \equiv & \int \mathrm{d} \mathbf{r} \phi_{\mu}(\mathbf{r}) \frac{\partial f_{x c}}{\partial \rho(\mathbf{r})} \phi_{\nu}(\mathbf{r})+\int \mathrm{d} \mathbf{r} \frac{\partial f_{x c}}{\partial \rho(\mathbf{r})}\left(\phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r})\right)^{[Q]} \\
& +\sum_{\lambda \sigma} \int \mathrm{d} \mathbf{r} \phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r}) \frac{\partial^{2} f_{x c}}{\partial \rho(\mathbf{r})^{2}} P_{\lambda \sigma}\left(\phi_{\lambda}(\mathbf{r}) \phi_{\sigma}(\mathbf{r})\right)^{[Q]} \tag{39}
\end{align*}
$$

$$
\begin{equation*}
g_{\mu \nu}^{Y[Q]} \equiv \sum_{\lambda \sigma} P_{\lambda \sigma}^{[Q]} \omega_{\mu \nu \lambda \sigma} \tag{40}
\end{equation*}
$$

Here, the first derivative $\int^{[0]}$ represents differentiation with respect to the Becke weights in the exchange-correlation numerical quadrature. The total one-electron-integral derivative for TD-DFT can be written as

$$
\begin{align*}
h_{\mu \nu}^{[Q]} & =h_{\mu \nu}^{0[Q]}+g_{\mu \nu}^{[Q]} \\
& =h_{\mu \nu}^{0[Q]}+\tilde{g}_{\mu \nu}^{[Q]}+g_{\mu \nu}^{\mathrm{Y}[Q]} \\
& \equiv \tilde{h}_{\mu \nu}^{[Q]}+g_{\mu \nu}^{Y[Q]} \tag{41}
\end{align*}
$$

Second, analogous definitions can be made for the two-electron-integral derivatives $\omega^{[Q]}$

$$
\begin{equation*}
\omega_{\mu \nu \lambda \sigma}^{[Q]}=\tilde{\omega}_{\mu \nu \lambda \sigma}^{[Q]}+\omega_{\mu \nu \lambda \sigma}^{Y[Q]} \tag{42}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\omega}_{\mu \nu \lambda \sigma}^{[Q]} \equiv & \int^{[Q]} \mathrm{d} \mathbf{r} \phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r}) \frac{\partial^{2} f_{x c}}{\partial \rho(\mathbf{r})^{2}} \phi_{\lambda}(\mathbf{r}) \phi_{\sigma}(\mathbf{r}) \\
& +\int \mathrm{d} \mathbf{r}\left(\phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r})\right)^{[Q]} \frac{\partial^{2} f_{x c}}{\partial \rho(\mathbf{r})^{2}} \phi_{\lambda}(\mathbf{r}) \phi_{\sigma}(\mathbf{r}) \\
& +\int \mathrm{d} \mathbf{r} \phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r}) \frac{\partial^{2} f_{x c}}{\partial \rho(\mathbf{r})^{2}}\left(\phi_{\lambda}(\mathbf{r}) \phi_{\sigma}(\mathbf{r})\right)^{[Q]} \\
& +\sum_{\gamma \delta} \int \mathrm{d} \mathbf{r} \phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r}) \frac{\partial^{3} f_{x c}}{\partial \rho(\mathbf{r})^{3}} \phi_{\lambda}(\mathbf{r}) \phi_{\sigma}(\mathbf{r}) \\
& P_{\gamma \delta}\left(\phi_{\gamma}(\mathbf{r}) \phi_{\delta}(\mathbf{r})\right)^{[Q]}  \tag{43}\\
\omega_{\mu \nu \lambda \sigma}^{Y[Q]} \equiv & \sum_{\gamma \delta} P_{\gamma \delta}^{[Q]} \Xi_{\mu \nu \lambda \sigma \gamma \delta} \tag{44}
\end{align*}
$$

and $\Xi_{\mu \nu \lambda \sigma \gamma \delta}$ is the $x c$ functional third derivative

$$
\begin{equation*}
\Xi_{\mu \nu \lambda \sigma \gamma \delta} \equiv \int \mathrm{d} \mathbf{r} \phi_{\mu}(\mathbf{r}) \phi_{\nu}(\mathbf{r}) \frac{\partial^{3} f_{x c}}{\partial \rho(\mathbf{r})^{3}} \phi_{\lambda}(\mathbf{r}) \phi_{\sigma}(\mathbf{r}) \phi_{\gamma}(\mathbf{r}) \phi_{\delta}(\mathbf{r}) \tag{45}
\end{equation*}
$$

Thus, the total two-electron-integral derivatives for TD-DFT can be written as

$$
\begin{align*}
\Omega_{\mu \nu \lambda \sigma}^{[Q]} & =\Pi_{\mu \nu \lambda \sigma}^{[Q]}+\omega_{\mu \nu \lambda \sigma}^{[Q]} \\
& =\Pi_{\mu \nu \lambda \sigma}^{[Q]}+\tilde{\omega}_{\mu \nu \lambda \sigma}^{[Q]}+\omega_{\mu \nu \lambda \sigma}^{Y[Q]} \\
& \equiv \tilde{\Omega}_{\mu \nu \lambda \sigma}^{[Q]}+\omega_{\mu \nu \lambda \sigma}^{Y[Q]} \tag{46}
\end{align*}
$$

With the definitions made above, one can simplify the nonresponse and response terms of the TD-DFT/RPA derivative couplings in a fashion completely analogous to the case in TD-DFT/TDA. ${ }^{40}$ In the end, a complete expression for the TD-DFT derivative coupling is

$$
\begin{align*}
& \left\langle\Psi_{I} \mid \Psi_{J}^{[\mathrm{Q}]}\right\rangle=\frac{1}{E_{J}-E_{I}}\left\{\sum_{\mu \nu} D_{\mu \nu}^{I} \tilde{h}_{\mu \nu}^{[Q]}\right. \\
& +\sum_{\mu \nu \lambda \sigma}\left[\left(R_{\mu \lambda}^{X I} R_{\sigma \nu}^{X I}+R_{\mu \lambda}^{Y I} R_{\sigma \nu}^{Y I}+R_{\mu \lambda}^{X I} R_{\nu \sigma}^{Y I}+R_{\mu \lambda}^{Y I} R_{\nu \sigma}^{X I}\right)\right. \\
& \left.\times \tilde{\Omega}_{\mu \nu \lambda \sigma}^{[Q]}+D_{\mu \lambda}^{I J} P_{\sigma \nu} \Pi_{\mu \nu \lambda \sigma}^{[Q]}\right] \\
& -\frac{1}{2} \sum_{\alpha \beta \mu \nu} S_{\mu \nu}^{[\mathrm{Q}]} \tilde{P}_{\mu \alpha}\left(D_{\beta \nu}^{I I}+D_{\nu \beta}^{I J}\right) F_{\alpha \beta} \\
& -\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S_{\mu \nu}^{[Q} \tilde{P}_{\mu \alpha}\left(R_{\nu \gamma}^{X I} R_{\delta \beta}^{X I}+R_{\nu \gamma}^{Y I} R_{\delta \beta}^{Y I}+R_{\delta \beta}^{X I} R_{\nu \gamma}^{X I}\right. \\
& \left.+R_{\delta \beta}^{Y I} R_{\nu \gamma}^{Y I}+R_{\nu \gamma}^{X I} R_{\beta \delta}^{Y I}+R_{\nu \gamma}^{Y I} R_{\beta \delta}^{X I}+R_{\beta \delta}^{X I} R_{\nu \gamma}^{Y I}+R_{\beta \delta}^{Y I} R_{\nu \gamma}^{X I}\right) \\
& \times \Omega_{\alpha \beta \gamma \delta}-\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \alpha}\left(R_{\gamma \nu}^{X I} R_{\beta \delta}^{X I}+R_{\gamma \nu}^{Y I} R_{\beta \delta}^{Y J}\right. \\
& +R_{\beta \delta}^{X I} R_{\gamma \nu}^{X I}+R_{\beta \delta}^{Y I} R_{\gamma \nu}^{Y I}+R_{\gamma \nu}^{X I} R_{\delta \beta}^{Y I}+R_{\gamma \nu}^{Y I} R_{\delta \beta}^{X I}+R_{\delta \beta}^{X I} R_{\gamma \nu}^{Y I} \\
& \left.+R_{\delta \beta}^{\mathrm{YI}} R_{\gamma \nu}^{X J}\right) \Omega_{\alpha \beta \gamma \delta}-\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta \lambda \sigma} S_{\mu \nu}^{[\mathrm{C}]} \tilde{P}_{\mu \lambda} P_{\nu \sigma} \\
& \times\left(R_{\alpha \gamma}^{X I} R_{\delta \beta}^{X I}+R_{\alpha \gamma}^{Y I} R_{\delta \beta}^{Y I}+R_{\delta \beta}^{X I} R_{\alpha \gamma}^{X I}+R_{\delta \beta}^{Y I} R_{\alpha \gamma}^{Y I}+R_{\alpha \gamma}^{X I} R_{\beta \delta}^{Y I}\right. \\
& +R_{\alpha \gamma}^{Y I} R_{\beta \delta}^{X I}+R_{\beta \delta}^{X I} R_{\alpha \gamma}^{Y I}+R_{\beta \delta}^{Y I} R_{\alpha \gamma}^{X J} \Xi_{\alpha \beta \gamma \delta \lambda \sigma} \\
& +\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \alpha} P_{\nu \delta}\left(D_{\gamma \beta}^{I I}+D_{\beta \gamma}^{I J}\right) \Omega_{\alpha \beta \gamma \delta} \\
& \left.-\sum_{b i} L_{b i} \Theta_{b i}^{[Q]}\right\}-\sum_{\mu \nu i a b}\left(X_{i}^{I a} X_{i}^{J b}-Y_{i}^{I a} Y_{i}^{J b}\right) \\
& \times C_{\nu a} C_{\mu b} S_{\mu \nu}^{A[Q]}-\sum_{\mu \nu j a}\left(X_{i}^{I a} X_{j}^{J a}-Y_{i}^{I a} Y_{j}^{J a}\right) C_{\nu i} C_{\mu j} S_{\mu \nu}^{A[Q]} \tag{47}
\end{align*}
$$

where

$$
\begin{align*}
L_{b i}= & \sum_{\mu \nu \lambda \sigma d} C_{\mu b} C_{\lambda d}\left(R_{\nu \sigma}^{X I} X_{i}^{J d}+R_{\nu \sigma}^{Y I} Y_{i}^{I d}+X_{i}^{I d} R_{\nu \sigma}^{X I}+Y_{i}^{I d} R_{\nu \sigma}^{Y I}+R_{\sigma \nu}^{X I} Y_{i}^{I d}\right. \\
& \left.+R_{\sigma \nu}^{Y I} X_{i}^{I d}+X_{i}^{I d} R_{\sigma \nu}^{Y I}+Y_{i}^{I d} R_{\sigma \nu}^{X I}\right) \Omega_{\mu \nu \lambda \sigma} \\
& -\sum_{\mu \nu \lambda \sigma l} C_{\mu l} C_{\lambda i}\left(R_{\nu \sigma}^{X I} X_{l}^{I b}+R_{\nu \sigma}^{Y I} Y_{l}^{b b}+X_{l}^{I b} R_{\nu \sigma}^{X I}+Y_{l}^{I b} R_{\nu \sigma}^{Y J}\right. \\
& \left.+R_{\sigma \nu}^{X I} Y_{l}^{I b}+R_{\sigma L}^{Y I} X_{l}^{I b}+X_{l}^{I b} R_{\sigma \nu}^{Y I}+Y_{l}^{I b} R_{\sigma \nu}^{X I}\right) \Omega_{\mu \nu \lambda \sigma} \\
& +\sum_{\mu \nu \lambda \sigma \gamma \delta} C_{\gamma b} C_{\delta i}\left(R_{\mu \lambda}^{X I} R_{\sigma \nu}^{X I}+R_{\mu \lambda}^{Y I} R_{\sigma \nu}^{Y I}+R_{\sigma \nu}^{X I} R_{\mu \lambda}^{X I}+R_{\sigma \nu}^{Y I} R_{\mu \lambda}^{Y J}\right. \\
& \left.+R_{\mu \lambda}^{X I} R_{\nu \sigma}^{Y I}+R_{\mu \lambda}^{Y I} R_{\nu \sigma}^{X I}+R_{\nu \sigma}^{X I} R_{\mu \lambda}^{Y I}+R_{\nu \sigma}^{Y I} R_{\mu \lambda}^{X X}\right) \Xi_{\mu \nu \lambda \sigma \gamma \delta} \\
& +\sum_{\mu \nu \lambda \sigma} C_{\nu b} C_{\sigma i}\left(D_{\mu \lambda}^{I I}+D_{\lambda \mu}^{I \mu}\right) \Omega_{\mu \nu \lambda \sigma} \tag{48}
\end{align*}
$$

To evaluate the $\Theta_{b i}^{[\ell]}$ terms, one must solve the coupledperturbed Hartree-Fock (CPHF) equation ${ }^{44,45}$ by applying the " $z$-vector" method ${ }^{46}$

$$
\begin{equation*}
z_{a j}=\sum_{b i} L_{b i}\left(\frac{\partial^{2} E}{\partial \Theta_{a j} \partial \Theta_{b i}}\right)^{-1} \tag{49}
\end{equation*}
$$

Once the $z$-vector has been saved to disk, we construct the mixed derivatives for each coordinate and our final expression becomes

$$
\begin{align*}
& \left\langle\Psi_{I} \mid \Psi_{J}^{[\mathrm{Q}]}\right\rangle=\frac{1}{E_{J}-E_{I}}\left\{\sum_{\mu \nu} \bar{D}_{\mu \nu}^{I J} \tilde{h}_{\mu \nu}^{[\mathrm{Q}]}\right. \\
& +\sum_{\mu \nu \lambda \sigma}\left[\left(R_{\mu \lambda}^{X I} R_{\sigma \nu}^{X I}+R_{\mu \lambda}^{Y I} R_{\sigma \nu}^{Y J}+R_{\mu \lambda}^{X I} R_{\nu \sigma}^{Y I}\right.\right. \\
& \left.+R_{\mu \lambda}^{Y I} R_{\nu \sigma}^{X J} \tilde{\Omega}_{\mu \nu \lambda \sigma}^{[Q]}+\bar{D}_{\mu \lambda}^{I J} P_{\sigma \nu} \Pi_{\mu \nu \lambda \sigma}^{[Q]}\right] \\
& -\frac{1}{2} \sum_{\alpha \beta \mu \nu} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \alpha}\left(\bar{D}_{\beta \nu}^{I J}+\bar{D}_{\nu \beta}^{I J}\right) F_{\alpha \beta} \\
& -\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \alpha}\left(R_{\nu \gamma}^{X I} R_{\delta \beta}^{X I}+R_{\nu \gamma}^{Y I} R_{\delta \beta}^{Y J}\right. \\
& +R_{\delta \beta}^{X I} R_{\nu \gamma}^{X I}+R_{\delta \beta}^{Y I} R_{\nu \gamma}^{Y J}+R_{\nu \gamma}^{X I} R_{\beta \delta}^{Y I}+R_{\nu \gamma}^{Y I} R_{\beta \delta}^{X I} \\
& \left.+R_{\beta \delta}^{X I} R_{\nu \gamma}^{Y I}+R_{\beta \delta}^{Y I} R_{\nu \gamma}^{X I}\right) \Omega_{\alpha \beta \gamma \delta} \\
& -\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \alpha}\left(R_{\gamma \nu}^{X I} R_{\beta \delta}^{X I}+R_{\gamma \nu}^{Y I} R_{\beta \delta}^{Y J}\right. \\
& +R_{\beta \delta}^{X I} R_{\gamma \nu}^{X I}+R_{\beta \delta}^{Y I} R_{\gamma \nu}^{Y J}+R_{\gamma \nu}^{X I} R_{\delta \beta}^{Y J}+R_{\gamma \nu}^{Y I} R_{\delta \beta}^{X I} \\
& \left.+R_{\delta \beta}^{X I} R_{\gamma \nu}^{Y J}+R_{\delta \beta}^{Y I} R_{\gamma \nu}^{X I}\right) \Omega_{\alpha \beta \gamma \delta} \\
& -\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta \delta \sigma} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \lambda} P_{\nu \sigma}\left(R_{\alpha \gamma}^{X I} R_{\delta \beta}^{X J}+R_{\alpha \gamma}^{Y \mathrm{I}} R_{\delta \beta}^{Y J}\right. \\
& +R_{\delta \beta}^{X I} R_{\alpha \gamma}^{X I}+R_{\delta \beta}^{Y I} R_{\alpha \gamma}^{Y J}+R_{\alpha \gamma}^{X I} R_{\beta \delta}^{Y J}+R_{\alpha \gamma}^{Y I} R_{\beta \delta}^{X I} \\
& \left.+R_{\beta \delta}^{X I} R_{\alpha \gamma}^{Y J}+R_{\beta \delta}^{Y I} R_{\alpha \gamma}^{X J}\right) \Xi_{\alpha \beta \gamma \delta \lambda \sigma} \\
& \left.+\frac{1}{2} \sum_{\mu \nu \alpha \beta \gamma \delta} S_{\mu \nu}^{[Q]} \tilde{P}_{\mu \alpha} P_{\nu \delta}\left(\bar{D}_{\gamma \beta}^{I J}+\bar{D}_{\beta \gamma}^{I J}\right) \Omega_{\alpha \beta \gamma \delta}\right\} \\
& -\sum_{\mu \nu i a b}\left(X_{i}^{I a} X_{i}^{J b}-Y_{i}^{I a} Y_{i}^{J b}\right) C_{\nu a} C_{\mu b} S_{\mu \nu}^{A[Q]} \\
& -\sum_{\mu \nu i j a}\left(X_{i}^{I a} X_{j}^{J a}-Y_{i}^{I a} Y_{j}^{J a}\right) C_{\nu i} C_{\mu j} S_{\mu \nu}^{A[Q]} \tag{50}
\end{align*}
$$

where $\bar{D}^{I J}$ represents the relaxed difference density matrix

$$
\begin{align*}
\bar{D}_{\mu \nu}^{I J} & \equiv D_{\mu \nu}^{I J}-\sum_{a j} z_{a j}\left(C_{\mu a} C_{\nu j}+C_{\mu j} C_{\nu a}\right) \\
& =D_{\mu \nu}^{I J}-\left(z_{\mu \nu}+z_{\nu \mu}\right) \tag{51}
\end{align*}
$$

Before ending, we note that this formal expression (eq 50) can be easily transformed to the energy gradient when setting $I=J$. Also, eq 50 can be derived from a Hellmann-Feynman approach (just as for TD-HF in ref 41). See Appendix A.

## III. COMPARISON WITH FINITE-DIFFERENCE

In order to check our implementation of eqs 50 and 51 for TD-DFT/RPA derivative couplings, in Table 1, we compare the $S_{1} / S_{5}$ derivative coupling of formaldehyde calculated directly from eq 50 with the finite-difference data given by the formula below

Table 1. Derivative Couplings (in $a_{0}^{-1}$ ) between the $S_{1}$ and $S_{5}$ States of Formaldehyde (HCHO) as Computed by FiniteDifference (FD) and Analytical Theory (DC) ${ }^{a}$

| degree of freedom ( $Q$ ) | B3LYP |  | $\omega \mathrm{B} 97$ |  | $\omega$ B97X |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FD | DC | FD | DC | FD | DC |
| $\mathrm{C}_{y}$ | -0.88668 | -0.88669 | -0.84566 | -0.84567 | -0.85341 | -0.85337 |
| $\mathrm{H}_{x}$ | -0.05466 | -0.05470 | -0.04737 | -0.04739 | -0.04945 | -0.04946 |
| $\mathrm{H}_{y}$ | 0.10099 | 0.10099 | 0.09228 | 0.09224 | 0.09432 | 0.09433 |
| $\mathrm{O}_{y}$ | 0.41617 | 0.41620 | 0.39715 | 0.39715 | 0.39984 | 0.39989 |

${ }^{a}$ Note that only the components larger than $10^{-4} a_{0}^{-1}$ are listed here.

$$
\begin{align*}
& \left\langle\Psi_{I} \mid \Psi_{J}^{[Q]}\right\rangle \approx \\
& \frac{\left\langle\Psi_{I}(Q) \mid \Psi_{J}(Q+\Delta Q)\right\rangle-\left\langle\Psi_{I}(Q) \mid \Psi_{J}(Q-\Delta Q)\right\rangle}{2 \Delta Q} \tag{52}
\end{align*}
$$

where $Q$ indexes the nuclear degree of freedom. To evaluate the overlaps in eq 52 , we employ the pseudo-wavefunction ansatz in ref 41 and calculate the finite-difference results according to

$$
\begin{align*}
\left\langle\Psi_{I} \mid \Psi_{J}^{[Q]}\right\rangle \approx & \frac{\langle X(Q) \mid X(Q+\Delta Q)\rangle-\langle X(Q) \mid X(Q-\Delta Q)\rangle}{2 \Delta Q} \\
& -\frac{\langle\mathcal{Y}(Q) \mid \boldsymbol{y}(Q+\Delta Q)\rangle-\langle\boldsymbol{y}(Q) \mid \mathcal{Y}(Q-\Delta Q)\rangle}{2 \Delta Q} \tag{53}
\end{align*}
$$

where we define

$$
\begin{align*}
& \mathcal{X} \equiv \sum_{i a} X_{i}^{I a} \hat{a}_{a}^{\dagger} \hat{a}_{i}\left|\Phi_{\mathrm{DFT}}\right\rangle  \tag{54}\\
& \boldsymbol{y} \equiv \sum_{i a} Y_{i}^{I a} \hat{a}_{a}^{\dagger} \hat{a}_{i}\left|\Phi_{\mathrm{DFT}}\right\rangle \tag{55}
\end{align*}
$$

The quantum chemistry package Q-Chem ${ }^{47,48}$ was used for all calculations. Three TD-DFT xc functionals (B3LYP, ${ }^{49,50}$ $\omega \mathrm{B} 97$, and $\omega \mathrm{B} 97 \mathrm{X}^{51}$ ) were tested using the $6-31 \mathrm{G}^{*}$ basis set. As shown in Table 1, our numerical results from eq 50 match the finite-difference data with an error less than $10^{-4}$ for each $x c$ functional, which validates our implementation of the TD-DFT/RPA derivative couplings.

## IV. GEOMETRIC PHASE AND BRANCHING PLANE FOR RPA CONICAL INTERSECTIONS

The derivative couplings calculated above in eq 50 were derived under several assumptions, especially the necessity of small $\mathbf{Y}$ terms, which allowed us to ignore and/or manipulate several terms in the derivation. To further justify our theory, we will now evaluate our derivative couplings around a CI and examine whether or not we recover the correct properties, which is an essential criterion for any derivative coupling approach. In particular, for the exact eigenstates of the Hamiltonian, the
derivative couplings must satisfy two criteria around a CI: (i) the derivative couplings must be in the branching plane; (ii) the derivative couplings must obey Berry's phase.
To date, almost all examinations of Berry's phase and branching planes have focused on $2 \times 2$ Hermitian Hamiltonians. ${ }^{26,27}$ In our case, there are two slight complications because (i) the Hamiltonian is not Hermitian and (ii) the Hamiltonian eigenstates come in pairs of positive and negative energy.

Thus, whereas standard quantum chemistry considers a $2 \times 2$ Hermitian Hamiltonian for two diabatic states, we must now consider a $4 \times 4$ non-Hermitian Hamiltonian with four diabatic states. In particular, for TD-DFT/RPA, the non-Hermitian Hamiltonian

$$
\mathbf{H}=\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{56}\\
-\mathbf{B} & -\mathbf{A}
\end{array}\right)
$$

around a CI can be written as (to the first order)

$$
\mathbf{H}(\mathbf{R})=\left(\begin{array}{llll}
\varepsilon-\mathbf{g} \cdot \mathbf{R} & \mathbf{h} \cdot \mathbf{R} & \mathbf{b}_{11} \cdot \mathbf{R} & \mathbf{b}_{12} \cdot \mathbf{R}  \tag{57}\\
\mathbf{h} \cdot \mathbf{R} & \varepsilon+\mathbf{g} \cdot \mathbf{R} & \mathbf{b}_{21} \cdot \mathbf{R} & \mathbf{b}_{22} \cdot \mathbf{R} \\
-\mathbf{b}_{11} \cdot \mathbf{R} & -\mathbf{b}_{12} \cdot \mathbf{R} & -\varepsilon+\mathbf{g} \cdot \mathbf{R} & -\mathbf{h} \cdot \mathbf{R} \\
-\mathbf{b}_{21} \cdot \mathbf{R} & -\mathbf{b}_{22} \cdot \mathbf{R} & -\mathbf{h} \cdot \mathbf{R} & -\varepsilon-\mathbf{g} \cdot \mathbf{R}
\end{array}\right)
$$

Let the basis here be denoted as $\left\{\left|\Psi_{I}^{0}\right\rangle\right\}$, where $I=1,2,3,4$. In this basis, $\mathbf{g}$ and $\mathbf{h}$ are the matrix elements of $\mathbf{A}$ around the CI point, $\varepsilon$ is the (positive) energy of two TD-DFT/RPA states at the CI point, and $\mathbf{b}_{i j}$ is a matrix representation of $\mathbf{B}$. The Hamiltonian has been expanded to first order in $\mathbf{R}$.

We will now perform a series of linear transformations. Our first step is to propose a branching plane. We propose that the branching plane should be spanned by the $\mathbf{g}$ and $\mathbf{h}$ vectors. Let $\theta$ be the branching angle, $\theta=0^{\circ}$, in the $g$ direction. Second, we rescale $\mathbf{g}$ and $\mathbf{h}$ to make the norm of the gradient difference indistinguishable at every direction around the CI by taking $g=\rho \cos \theta$ and $h=\rho \sin \theta$. Third, the $\mathbf{A}$ and -A matrix blocks can be diagonalized everywhere in the branching plane and the Hamiltonian becomes

$$
\begin{align*}
\mathbf{H}\left(\rho, \theta, R^{\perp}\right) & =\left(\begin{array}{llll}
\varepsilon-\rho & 0 & \tilde{b}_{11}\left(\rho, \theta, R^{\perp}\right) & \tilde{b}_{12}\left(\rho, \theta, R^{\perp}\right) \\
0 & \varepsilon+\rho & \tilde{b}_{21}\left(\rho, \theta, R^{\perp}\right) & \tilde{b}_{22}\left(\rho, \theta, R^{\perp}\right) \\
-\tilde{b}_{11}\left(\rho, \theta, R^{\perp}\right) & -\tilde{b}_{12}\left(\rho, \theta, R^{\perp}\right) & -\varepsilon+\rho & 0 \\
-\tilde{b}_{21}\left(\rho, \theta, R^{\perp}\right) & -\tilde{b}_{22}\left(\rho, \theta, R^{\perp}\right) & 0 & -\varepsilon-\rho
\end{array}\right)  \tag{58}\\
& \equiv \mathbf{H}_{0}(\rho)+\tilde{\mathbf{B}}\left(\rho, \theta, R^{\perp}\right) \tag{59}
\end{align*}
$$

where $R^{\perp}$ denotes the coordinate perpendicular to the branching plane. By doing the linear transformation, $\tilde{b}_{i j}$ linearly depends on $\rho$ and/or $R^{\perp}$ and can be decomposed into two components: $\tilde{b}_{i j}=\boldsymbol{\rho} \cdot \mathbf{b}_{i j}^{0}+\mathbf{R}^{\perp} \cdot \mathbf{b}_{i j}^{\perp}$. Here $\mathbf{b}_{i j}^{0}$ lies in the branching plane and $\mathbf{b}_{i j}^{\perp}$ is perpendicular to the branching plane. In eq $59, \mathbf{H}_{0}$ contains only the diagonal elements (eq 60) and $\tilde{\mathbf{B}}$ contains only the off-diagonal elements of $\mathbf{H}$ (eq 61).

$$
\mathbf{H}_{0}(\rho)=\left(\begin{array}{llll}
\varepsilon-\rho & 0 & 0 & 0  \tag{60}\\
0 & \varepsilon+\rho & 0 & 0 \\
0 & 0 & -\varepsilon+\rho & 0 \\
0 & 0 & 0 & -\varepsilon-\rho
\end{array}\right)
$$

$$
\begin{align*}
& \tilde{\mathbf{B}}\left(\rho, \theta, R^{\perp}\right)= \\
& \left(\begin{array}{llll}
0 & 0 & \tilde{b}_{11}\left(\rho, \theta, R^{\perp}\right) & \tilde{b}_{12}\left(\rho, \theta, R^{\perp}\right) \\
0 & 0 & \tilde{b}_{21}\left(\rho, \theta, R^{\perp}\right) & \tilde{b}_{22}\left(\rho, \theta, R^{\perp}\right) \\
-\tilde{b}_{11}\left(\rho, \theta, R^{\perp}\right) & -\tilde{b}_{12}\left(\rho, \theta, R^{\perp}\right) & 0 & 0 \\
-\tilde{b}_{21}\left(\rho, \theta, R^{\perp}\right) & -\tilde{b}_{22}\left(\rho, \theta, R^{\perp}\right) & 0 & 0
\end{array}\right) \tag{61}
\end{align*}
$$

Note that the basis $\left\{\left|\tilde{\Psi}_{I}^{0}\right\rangle\right\}$ for eqs $58-61$ depends on $\theta$ :

$$
\begin{align*}
& \left|\tilde{\Psi}_{1}^{0}(\theta)\right\rangle=\cos \frac{\theta}{2}\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)+\sin \frac{\theta}{2}\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right)  \tag{62}\\
& \left|\tilde{\Psi}_{2}^{0}(\theta)\right\rangle=\cos \frac{\theta}{2}\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right)-\sin \frac{\theta}{2}\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)  \tag{63}\\
& \left|\tilde{\Psi}_{3}^{0}(\theta)\right\rangle=\cos \frac{\theta}{2}\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right)+\sin \frac{\theta}{2}\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right)  \tag{64}\\
& \left|\tilde{\Psi}_{4}^{0}(\theta)\right\rangle=\cos \frac{\theta}{2}\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right)-\sin \frac{\theta}{2}\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right) \tag{65}
\end{align*}
$$

It is crucial to keep in mind that, in changing coordinates, we have performed only linear transformations.

Because $\mathbf{H}$ is antisymmetric, we will need to construct the "left" and "right" eigenfunctions, $\left\langle\Psi_{I}^{\mathrm{L}}\right|$ and $\left\langle\Psi_{I}^{\mathrm{R}}\right.$, , of eq 56:

$$
\left|\Psi_{I}^{\mathrm{L}}\right\rangle \equiv\left(\begin{array}{ll}
\mathbf{x}^{I} & -\mathbf{Y}^{I} \tag{66}
\end{array}\right), \quad\left|\Psi_{I}^{\mathrm{R}}\right\rangle \equiv\binom{\mathbf{X}^{I}}{\mathbf{Y}^{I}}
$$

where

$$
\begin{align*}
\left\langle\Psi_{I}^{\mathrm{L}}\right| \mathbf{H} & =E_{I}\left\langle\Psi_{I}^{\mathrm{L}}\right|  \tag{67}\\
\mathbf{H}\left|\Psi_{I}^{\mathrm{R}}\right\rangle & =E_{I}\left|\Psi_{I}^{\mathrm{R}}\right\rangle \tag{68}
\end{align*}
$$

We now assume that the elements of $\mathbf{B}$ (or $\tilde{\mathbf{B}}$ ) are small compared with the diagonal elements of $\mathbf{A}$-this is consistent with the assumption that RPA is most accurate, the magnitude of $\mathbf{Y}$ should be small. ${ }^{8}$ In particular, we assume that $\tilde{b}_{i j} / \varepsilon \ll 1$.

Thus, we can estimate the energies (i.e., eigenvalues) of $\mathbf{H}$. Using second order perturbation theory

$$
\begin{align*}
E_{1} & =\varepsilon-\rho+\frac{\left.\left|\left\langle\tilde{\Psi}_{3}^{0}\right| \tilde{\mathbf{B}}\right| \tilde{\Psi}_{1}^{0}\right\rangle\left.\right|^{2}}{2(\varepsilon-\rho)}+\frac{\left.\left|\left\langle\tilde{\Psi}_{4}^{0}\right| \tilde{\mathbf{B}}\right| \tilde{\Psi}_{1}^{0}\right\rangle\left.\right|^{2}}{2 \varepsilon}  \tag{69}\\
& =\varepsilon-\rho+O\left(\tilde{\mathbf{B}}^{2}\right)  \tag{70}\\
E_{2} & =\varepsilon+\rho+\frac{\left.\left|\left\langle\tilde{\Psi}_{3}^{0}\right| \tilde{\mathbf{B}}\right| \tilde{\Psi}_{2}^{0}\right\rangle\left.\right|^{2}}{2 \varepsilon}+\frac{\left.\left|\left\langle\tilde{\Psi}_{4}^{0}\right| \tilde{\mathbf{B}}\right| \tilde{\Psi}_{2}^{0}\right\rangle\left.\right|^{2}}{2(\varepsilon+\rho)}  \tag{71}\\
& =\varepsilon+\rho+O\left(\tilde{\mathbf{B}}^{2}\right) \tag{72}
\end{align*}
$$

From this, we may conclude that the eigenvalues of $\mathbf{H}$ are the same as the eigenvalues of $\mathbf{H}_{0}$ through $O\left(\rho^{2}\right), O\left(\rho R^{\perp}\right)$, or $O\left(R^{\perp^{2}}\right)$ (since $\tilde{\mathbf{B}}$ linearly depends on $\rho$ and/or $R^{\perp}$ ) and thus the $\mathbf{g}-\mathbf{h}$ plane is indeed the correct branching plane.

Next, our second task is to consider the derivative couplings. We are interested in the first two eigenstates with positive energy; these pseudo-wavefunctions can be expressed as (to the first order)

$$
\begin{align*}
& \left|\Psi_{1}^{\mathrm{R}}\right\rangle=\left|\tilde{\Psi}_{1}^{0}\right\rangle+\frac{\left\langle\tilde{\Psi}_{3}^{0}\right| \tilde{\mathbf{B}}^{\prime}\left|\tilde{\Psi}_{1}^{0}\right\rangle}{2(\varepsilon-\rho)}\left|\tilde{\Psi}_{3}^{0}\right\rangle+\frac{\left\langle\tilde{\Psi}_{4}^{0}\right| \tilde{\mathbf{B}}\left|\tilde{\Psi}_{1}^{0}\right\rangle}{2 \varepsilon}\left|\tilde{\Psi}_{4}^{0}\right\rangle  \tag{73}\\
& \left|\Psi_{2}^{\mathrm{R}}\right\rangle=\left|\tilde{\Psi}_{2}^{0}\right\rangle+\frac{\left\langle\tilde{\Psi}_{3}^{0}\right| \tilde{\mathbf{B}}\left|\tilde{\Psi}_{2}^{0}\right\rangle}{2 \varepsilon}\left|\tilde{\Psi}_{3}^{0}\right\rangle+\frac{\left\langle\tilde{\Psi}_{4}^{0}\right| \tilde{\mathbf{B}}\left|\tilde{\Psi}_{2}^{0}\right\rangle}{2(\varepsilon+\rho)}\left|\tilde{\Psi}_{4}^{0}\right\rangle  \tag{74}\\
& \left\langle\Psi_{1}^{\mathrm{L}}\right|=\left\langle\tilde{\Psi}_{1}^{0}\right|-\left\langle\tilde{\Psi}_{3}^{0}\right| \frac{\left\langle\tilde{\Psi}_{3}^{0}\right| \tilde{\mathbf{B}}\left|\tilde{\Psi}_{1}^{0}\right\rangle}{2(\varepsilon-\rho)}-\left\langle\tilde{\Psi}_{4}^{0}\right| \frac{\left\langle\tilde{\Psi}_{4}^{0}\right| \tilde{\mathbf{B}}\left|\tilde{\Psi}_{1}^{0}\right\rangle}{2 \varepsilon}  \tag{75}\\
& \left\langle\Psi_{2}^{\mathrm{L}}\right|=\left\langle\tilde{\Psi}_{2}^{0}\right|-\left\langle\tilde{\Psi}_{3}^{0}\right| \frac{\left\langle\tilde{\Psi}_{3}^{0}\right| \tilde{\mathbf{B}}\left|\tilde{\Psi}_{2}^{0}\right\rangle}{2 \varepsilon}-\left\langle\tilde{\Psi}_{4}^{0}\right| \frac{\left.\tilde{\Psi}_{4}^{0}|\tilde{\mathbf{B}}| \tilde{\Psi}_{2}^{0}\right\rangle}{2(\varepsilon+\rho)} \tag{76}
\end{align*}
$$

where $\left\{\left|\tilde{\Psi}_{I}^{0}\right\rangle\right\}$ are the eigenstates of $\mathbf{H}_{0}$. Because $\left\{\left|\tilde{\Psi}_{I}^{0}\right\rangle\right\}$ depend only on $\theta$, it is clear that our derivative couplings lie in the branching plane.

Finally, our third task is to compute the exact direction of the derivative couplings. The derivative coupling between two RPA states is

$$
\begin{equation*}
\left\langle\Psi_{1}^{\mathrm{L}} \left\lvert\, \frac{\partial}{\partial Q} \Psi_{2}^{\mathrm{R}}\right.\right\rangle=\left\langle\tilde{\Psi}_{1}^{0} \left\lvert\, \frac{\partial}{\partial Q} \tilde{\Psi}_{2}^{0}\right.\right\rangle+O(\tilde{\mathbf{B}})+O\left(\tilde{\mathbf{B}}^{2}\right) \tag{77}
\end{equation*}
$$

where the latter two terms are the couplings contributed by the $\tilde{\mathbf{B}}$ matrix. Note that the $O(\tilde{\mathbf{B}})$ and $O\left(\tilde{\mathbf{B}}^{2}\right)$ terms become infinitesimal in the vicinity of a CI point so that only the first term in eq 77 gives a nonzero contribution to the derivative couplings around a CI.

$$
\begin{equation*}
\left\langle\Psi_{1}^{\mathrm{L}} \frac{\partial}{\partial Q} \Psi_{2}^{\mathrm{R}}\right\rangle \approx\left\langle\tilde{\Psi}_{1}^{0} \left\lvert\, \frac{\partial}{\partial Q} \tilde{\Psi}_{2}^{0}\right.\right\rangle \tag{78}
\end{equation*}
$$

From eqs 62, 63, and 78, we may finally conclude that, just as for CIS and TD-DFT/TDA, we can expect standard Berry phase behavior between two RPA states for a loop around the CI:

$$
\begin{equation*}
\phi=\oint_{C}\left\langle\Psi_{1}^{\mathrm{L}} \left\lvert\, \frac{\partial}{\partial Q} \Psi_{2}^{\mathrm{R}}\right.\right\rangle \mathrm{d} Q \approx \oint_{C}\left\langle\tilde{\Psi}_{1}^{0} \left\lvert\, \frac{\partial}{\partial Q} \tilde{\Psi}_{2}^{0}\right.\right\rangle \mathrm{d} Q=\pi \tag{79}
\end{equation*}
$$

We now want to emphasize that our approach for derivative couplings (in eq 18) must have the correct behavior around CIs. After all, we compute derivative couplings by looking at
the direct overlap of $\left\langle X_{i}^{I a} \Phi_{i}^{a[Q]},-Y_{i}^{I a} \Phi_{i}^{a[Q] \mid}\right.$ with $| X_{j}^{j b} \Phi_{j}^{b[Q]}$, $\left.Y_{j}^{\mathrm{j}} \Phi_{j}^{b[Q]}\right\rangle$. See, for instance, the finite-difference data in Table 1. Though there may be other approaches for derivative couplings that recover the correct physics around a CI, direct differentiation is always guaranteed to work. Thus, given that the TD-HF or TD-DFT/RPA derivative couplings should satisfy a topology and Berry's phase constraint around a CI, eq 79 is an excellent criterion by which we can judge the reasonability of TD-HF or TD-DFT/RPA derivative couplings.

## V. APPLICATION TO PROTONATED FORMALDIMINE

To convince the reader that our approach does recover the correct behavior around a CI in practice, we now provide a numerical example: we study the $S_{1} / S_{2}$ CI for protonated formaldimine $\left(\mathrm{CH}_{2} \mathrm{NH}_{2}{ }^{+}\right)$, as previously examined by Tavernelli and co-workers. ${ }^{34-37}$ The minimum crossing point between $S_{1}$ and $S_{2}$ excited singlet states was determined using the penalty function approach of Martínez et al. ${ }^{33}$ We consider both TD-HF and TD-DFT/RPA excited states and calculate their respective $\mathrm{S}_{1} / \mathrm{S}_{2}$ derivative coupling around the CI. All the calculations were carried out with the $6-31 \mathrm{G}^{* *}$ basis set.

After the minimum crossing point was located, the branching plane of the $\mathrm{S}_{1} / \mathrm{S}_{2} \mathrm{CI}$ of $\mathrm{CH}_{2} \mathrm{NH}_{2}{ }^{+}$was obtained with the approach described in ref 52 . The $\mathbf{g}$ and $\mathbf{h}$ vectors are defined as follows: (i) define $\vec{D}(\theta)$ as the energy gradient difference in the branching plane at angle $\theta$ around the CI point; (ii) $g$ is defined as $\vec{D}\left(\theta_{\text {max }}\right)$ when $\theta_{\text {max }}$ is the branching angle that maximizes $\|\vec{D}(\theta)\|$; (iii) $\mathbf{h}$ is defined as the gradient difference with the minimum norm, $\vec{D}\left(\theta_{\min }\right)$. A pair of rescaled vectors, $\mathbf{x}$ and $\mathbf{y}$, is then generated to be used as the coordinates for a loop on the branching plane (with the norm of the gradient difference identical in every direction):

$$
\begin{align*}
& \mathbf{x}=\frac{1}{\|\mathbf{g}\|} \mathbf{g}  \tag{80}\\
& \mathbf{y}=\frac{\|\mathbf{g}\|}{\|\mathbf{h}\|^{2}} \mathbf{h} \tag{81}
\end{align*}
$$

A total of 36 geometries around the CI point were chosen at the distance $r=0.001 \AA^{53}$ to perform the derivative coupling calculation:

$$
\begin{align*}
& \mathbf{R}(\theta)=\mathbf{R}_{\mathrm{CI}}+0.001(\mathbf{x} \cos \theta+\mathbf{y} \sin \theta) \\
& \theta=0^{\circ}, 10^{\circ}, 20^{\circ}, \ldots, 350^{\circ} \tag{82}
\end{align*}
$$

where $\mathbf{R}_{\mathrm{CI}}$ is the coordinate of the CI point. For a detailed explanation of the TD-HF derivative couplings, see ref 41 . The $\omega$ B97X functional was used for our TD-DFT/RPA calculations. Previous studies by Tretiak and co-workers have shown the significant contribution of orbital response for semiempirical excited state-excited state derivative couplings. ${ }^{54}$ In order to assess the importance of such orbital response terms ( $\boldsymbol{\Theta}^{[0]}$ ) for RPA derivative couplings in this work, we computed the TD-HF and TD-DFT/RPA derivative couplings with and without response:
(1) Full-DC: complete derivative couplings given by eq 50 .
(2) NR-DC: derivative couplings given by eq 47 without the $\boldsymbol{\Theta}^{[Q]}$ part.
A. Results. In Figure 1, we plot the derivative coupling vectors for each point on the loop around the CI. As Figure 1 shows, for both TD-HF and TD-DFT/RPA, the full-DC vectors


Figure 1. $\mathrm{CH}_{2} \mathrm{NH}_{2}{ }^{+} \mathrm{S}_{1} / \mathrm{S}_{2}$ derivative coupling vectors on the circular loop ( $r=0.001 \AA$ ) around the CI point in the branching plane given by TD-HF (left) and TD-DFT (right). 36 single-point calculations were performed.
lie rigorously on the branching plane for all geometries computed. By contrast, the NR-DC vectors do not reproduce the correct branching plane. The out-of-plane angle varies from 1 to $15^{\circ}$ for both TD-HF and TD-DFT/RPA. In Figure 2, we


Figure 2. Projected derivative coupling vectors on the circular loop ( $r=0.001 \AA$ ) around the CI point in the branching plane given by TD-HF (left) and TD-DFT (right).
project the derivative coupling vectors onto the branching plane to get a clearer description of their behavior around the CI point. As can be seen from Figure 2, the full-DC vectors are perpendicular to the gradient difference direction and their
magnitudes are identical for each point on the loop. The NRDC vectors, however, do not always point to the tangent direction, nor do they show the same magnitude for different points. The results indicate the overwhelming necessity of taking the orbital response terms into consideration.

Using $\theta=90^{\circ}$ as an example, we visualize the full-DC derivative coupling vectors and the gradient difference vectors for both methods in Figure 3. While the gradient difference vectors


Figure 3. Derivative coupling and gradient difference vectors for protonated formaldimine at $\theta=90^{\circ}$ given by TD-HF (left) and TDDFT (right).
at the given geometry point perpendicularly to the molecular $\left(\mathrm{CH}_{2} \mathrm{NH}_{2}{ }^{+}\right)$plane, the derivative coupling vectors lie rigorously in the $\left(\mathrm{CH}_{2} \mathrm{NH}_{2}{ }^{+}\right)$plane.

Lastly, as demonstrated in section IV, it is important to check the path integral of the derivative coupling around the CI point to see if it gives the correct Berry phase. The path integral of the derivative coupling vectors is given by

$$
\begin{equation*}
\phi=\oint_{C} \mathbf{d}_{I J}(\mathbf{R}) \cdot \mathrm{d} \mathbf{R}=\int_{0}^{2 \pi} r \mathbf{d}_{I J}(\boldsymbol{\theta}) \cdot \mathrm{d} \boldsymbol{\theta} \approx \sum_{i=1}^{36} r \mathbf{d}_{I J}\left(\boldsymbol{\theta}_{i}\right) \cdot \delta \boldsymbol{\theta}_{i} \tag{83}
\end{equation*}
$$

As shown in Table 2, both TD-HF and TD-DFT/RPA full-DC vectors reproduced the expected Berry phase perfectly.

Table 2. Circulations of Derivative Coupling Vectors around the $S_{1} / S_{2}$ CI Point of Protonated Formaldimine ${ }^{a}$

|  | magnitude (in units of $\pi$ ) |  |
| :---: | :---: | :---: |
| terms | TD-HF | TD-DFT |
| full-DC | 0.99975 | 0.99984 |
| NR-DC (projected) | 0.88373 | 0.93946 |

${ }^{a}$ Note that only the full-DC recovers the correct Berry phase for both TD-HF and TD-DFT.

The projected NR-DC vectors do not satisfy eq 83 (though the error is not enormous). Overall, our calculations highlight the reasonability of our analytic gradient theory for RPA derivative
couplings as well as the non-negligible role played by the orbital response terms.

## VI. THE CHERNYAK-MUKAMEL EXPRESSION AND THE TRANSITION DENSITY MATRIX ACCORDING TO RESPONSE THEORY

Before ending, we emphasize that the theoretical approach in this paper (leading up to eq 18) is consistent with the ChernyakMukamel (CM) equality near a crossing. The CM equality that the derivative couplings should take the form

$$
\begin{equation*}
\mathbf{d}_{I J}^{\mathrm{CM}}=\frac{1}{E_{J}-E_{I}} \sum_{p q} \nu_{p q}^{[Q]} \gamma_{p q}^{I J} \tag{84}
\end{equation*}
$$

where $\gamma_{p q}^{I J}$ is the one-electron transition density matrix. Indeed, for the case of TD-HF, ref 41 shows that our derivative coupling can be put in the form

$$
\begin{equation*}
\mathbf{d}_{I J}^{\mathrm{CB}}=\frac{1}{E_{J}-E_{I}} \sum_{p q} v_{p q}^{[Q]} \Gamma_{p q}^{I j} \tag{85}
\end{equation*}
$$

where $\Gamma_{p q}^{I J}$ is given by

$$
\begin{align*}
& \Gamma_{p q}^{I I}= \\
& \begin{cases}-\sum_{a}\left(X_{p}^{J a} X_{q}^{I a}+Y_{p}^{I a} Y_{q}^{J a}\right) & \text { for } p, q \in \text { occupied } \\
\text { orbitals } \\
\sum_{i}\left(X_{i}^{I p} X_{i}^{J q}+Y_{i}^{J p} Y_{i}^{I q}\right) & \text { for } p, q \in \text { virtual orbitals } \\
-\frac{1}{2} \sum_{b i}(A+B)_{q p i b}^{-1} L_{b i} & \text { for } p \in \text { virtual orbitals } \\
q \in \text { occupied orbitals } \\
-\frac{1}{2} \sum_{b i}(A+B)_{p q i b}^{-1} L_{b i} & \text { for } q \in \text { virtual orbitals, } \\
p \in \text { occupied orbitals }\end{cases} \tag{86}
\end{align*}
$$

and $\mathbf{L}$ is the Lagrangian for TD-HF orbital response. Near a crossing, ref 41 shows that $\Gamma_{i j}^{I J}=\gamma_{i j}^{I J}$ and $\Gamma_{a j}^{I J}+\Gamma_{j a}^{I J}=\gamma_{a j}^{(1), I I}+\gamma_{j a}^{(2), I I}$, provided that the transition density matrix $\left(\gamma^{I J}\right)$ is computed with time-dependent response theory.

For the case of TD-DFT/RPA, one finds that the same correspondence between our analytic derivative couplings and the CM expression holds. The only difference between the case of TD-HF and the case of TD-DFT is the fact that our Lagrangian is now the TD-DFT Lagrangian. In particular, for the case of TD-DFT, the $\gamma_{a j}^{(1), I J}$ and $\gamma_{j a}^{(2), I I}$ satisfy

$$
\left[\left(\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{87}\\
\mathbf{B} & \mathbf{A}
\end{array}\right)+\Delta E\left(\begin{array}{ll}
\mathbf{I} & 0 \\
0 & -\mathbf{I}
\end{array}\right)\right]\binom{(1), I J}{\gamma^{(2), I J}}=-\binom{\mathbf{L}^{(1)}}{\mathbf{L}^{(2)}}
$$

where

$$
\begin{align*}
L_{b i}^{(1)} & =\sum_{p q} \Omega_{p b i q} D_{j q}^{I I}+\sum_{j c d}\left[\left(X_{i}^{I d} X_{j}^{c c}+Y_{j}^{I c} Y_{i}^{I d}\right) \Omega_{c b j d}\right. \\
& \left.+\left(X_{i}^{I d} Y_{i}^{J c}+X_{j}^{I c} Y_{i}^{d d}\right) \Omega_{c d j j}\right]-\sum_{j l c}\left[\left(X_{l}^{I b} X_{j}^{J c}+Y_{j}^{I c} Y_{l}^{b b}\right) \Omega_{c l j i}\right. \\
& \left.+\left(X_{j}^{I b} Y_{l}^{I c}+X_{j}^{I c} Y_{l}^{J b}\right) \Omega_{c i j]}\right]+\sum_{j c d}\left[\left(X_{l}^{I d} X_{j}^{I c}+Y_{j}^{I c} Y_{l}^{I d}\right) \Xi_{c l j d b i}\right. \\
& \left.+\left(X_{l}^{I d} Y_{j}^{J c}+X_{j}^{I c} Y_{l}^{d d}\right) \Xi_{c d j l i b}\right] \tag{88}
\end{align*}
$$

$$
\begin{align*}
& L_{b i}^{(2)}=\sum_{p q} \Omega_{p b q i} D_{q p}^{I J}+\sum_{j c d}\left[\left(X_{j}^{I c} X_{i}^{J d}+Y_{i}^{I d} Y_{j}^{J c}\right) \Omega_{c b j d}\right. \\
& \left.\quad+\left(Y_{j}^{I c} X_{i}^{J d}+Y_{i}^{I d} X_{j}^{J c}\right) \Omega_{c d j b}\right]-\sum_{j l c}\left[\left(X_{j}^{I c} X_{l}^{J b}+Y_{l}^{I b} Y_{j}^{J c}\right) \Omega_{c l j i}\right. \\
& \left.\quad+\left(Y_{j}^{I c} X_{l}^{J b}+Y_{l}^{I b} X_{j}^{J c}\right) \Omega_{c i j l}\right]+\sum_{j l c d}\left[\left(X_{j}^{I c} X_{l}^{J d}+Y_{l}^{I d} Y_{j}^{J c}\right) \Xi_{c l j d b i}\right. \\
& \left.\quad+\left(Y_{j}^{I c} X_{l}^{J d}+Y_{l}^{I d} X_{j}^{J c}\right) \Xi_{c d j l b i}\right] \tag{89}
\end{align*}
$$

and $L_{b i}^{(1)}+L_{b i}^{(2)}=L_{b i \cdot}$ In the end, we conclude that, just as for the case of TDHF, ${ }^{41}$ our TD-DFT/RPA derivative couplings agree with the $C M$ equality near an excited crossing $(\Delta E \rightarrow 0)$ in the limit of an infinite atomic orbital basis.

## VII. CONCLUSION

We have developed an analytic gradient theory for the derivative couplings between TD-DFT/RPA excited states based on pseudo-wavefunctions. Our solution matches the first (timeindependent) formalism of Li and $\mathrm{Liu}^{38}$ but disagrees with the formalism of Tavernelli et al. ${ }^{34}$ Our final expressions have been implemented numerically and validated against finite-difference for the $S_{1} / S_{5}$ derivative coupling of formaldehyde. For all three types of $x c$ functionals (B3LYP, $\omega$ B97, and $\omega$ B97X) checked, the difference between our result and the finite-difference data is less than $10^{-4} a_{0}^{-1}$.

To help justify our pseudo-wavefunction theory for both TD-HF and TD-DFT/RPA, we first calculated the derivative couplings around the $S_{1} / S_{2}$ CI of protonated formaldimine. The calculations showed that (i) the full-DC vectors recover the correct branching plane as well as the right orientation for both methods and (ii) the full-DC vectors perfectly reproduce the expected Berry phase behavior for a loop around the CI . We have also emphasized that orbital response is essential to recover these two properties. Second, we have shown that our final expression is consistent with the Chernyak-Mukamel equality and time-dependent response theory near an excited crossing. Looking forward, it will be interesting to see how the derivative couplings presented here match with analytical work based exclusively on response theory, i.e., the second formalism presented by Li and Liu. ${ }^{38}$ In the meanwhile, our derivative couplings should find immediate use in nonadiabatic calculations and studies of electronic relaxation.

## APPENDIX A: HELLMANN-FEYNMAN DERIVATIVE COUPLINGS FOR TD-DFT/RPA

As illustrated in ref 41., derivative couplings for TD-HF can also be expressed in the form of a Hellmann-Feynman expression:

$$
\begin{align*}
\mathbf{d}_{I J}^{\mathrm{TDHF}[Q]}= & \frac{1}{E_{J}-E_{I}} \sum_{i j a b}\left\{\left(X_{i}^{I a} X_{j}^{J b}+Y_{i}^{I a} Y_{j}^{J b}\right)\left\langle\Phi_{i}^{a}\right| \tilde{A}^{[Q]}\left|\Phi_{j}^{b}\right\rangle\right. \\
& +\left[\left(X_{i}^{I a} Y_{j}^{J b}+Y_{i}^{I a} X_{j}^{J b}\right)\left\langle\Phi_{i j}^{a b}\right| \tilde{B}^{[Q]}\left|\Phi_{\mathrm{HF}}\right\rangle\right\} \tag{A1}
\end{align*}
$$

Here $\tilde{A}$ and $\tilde{B}$ are defined as

$$
\begin{align*}
& \tilde{A}=\mathcal{P}_{1} \hat{H} \mathcal{P}_{1}  \tag{A2}\\
& \tilde{B}=\mathcal{P}_{2} \hat{H} \mathcal{P}_{0} \tag{A3}
\end{align*}
$$

where $\hat{H}$ is the TD-HF Hamiltonian and $\mathcal{P}_{n}$ are configuration interaction projection operators:

$$
\begin{align*}
& \mathcal{P}_{0}=\left|\Phi_{\mathrm{HF}}\right\rangle\left\langle\Phi_{\mathrm{HF}}\right|  \tag{A4}\\
& \mathcal{P}_{1}=\sum_{i a}\left|\Phi_{i}^{a}\right\rangle\left\langle\Phi_{i}^{a}\right|  \tag{A5}\\
& \mathcal{P}_{2}=\frac{1}{4} \sum_{i j a b}\left|\Phi_{i j}^{a b}\right\rangle\left\langle\Phi_{i j}^{a b}\right| \tag{A6}
\end{align*}
$$

Note that TD-DFT/RPA is a natural extension of TD-HF and therefore one can construct Hellmann-Feynman derivative couplings for TD-DFT/RPA by simply replacing $\hat{H}$ in eqs A2 and A3 with the Kohn-Sham response operator $O_{\mathrm{KS}}$ (eq 17) and using the Kohn-Sham orbitals to construct the projection operators.
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