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#### Abstract

A heap ordered tree with $n$ nodes ("size $n$ ") is a planted plane tree together with a bijection from the nodes to the set $\{1, \ldots, n\}$ which is monotonically increasing when going from the root to the leaves. We consider the number of descendants of the node $j$ in a (random) heap ordered tree of size $n \geq j$. Precise expressions are derived for the probability distribution and all (factorial) moments.
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## 1. Heap ordered trees

A heap ordered tree with $n$ nodes ("size $n$ ") might be described as a planted plane tree together with a bijection from the nodes to the set $\{1, \ldots, n\}$ which is monotonically increasing when going from the root to the leaves.


Figure 1. All 15 heap ordered trees with 4 nodes

In this note, we want to concentrate on the number of descendants of the node $j$ in a (random) heap ordered tree of size $n \geq j$. By convention, we say that the node $j$ is a descendant of itself. For instance, node 1 always has $n$ descendants and node $n$ has 1 descendant.

The interest in the number of descendants stems from the Ph. D. thesis of Janice Lent [4]; compare also [5]. In [6], Conrado Martínez and myself are currently investigating this parameter (and several others) for binary search trees and some variants.

For more information about heap ordered trees the reader is referred to [1], [9], [8].
We will get explicit formulæ for all factorial moments, as well as for the probability generating functions. Finally, even the probabilities themselves can be computed explicitly.

Methodologically, we first got the results for the moments by guessing with Maple. Then the proofs of the obtained formulæ are done mechanically with Zeilberger's algorithm Eкнad, compare [2] and [7]. We assume that the reader is familiar with this very important new feature.

The enumeration of the numbers $a_{n}$ of heap ordered trees of size $n$ is easy and appears already in [10]. The recursion is

$$
\begin{equation*}
a_{n+1}=\sum_{m \geq 1} \sum_{h_{1}+\cdots+h_{m}=n}\binom{n}{h_{1}, \ldots, h_{m}} a_{h_{1}} \ldots a_{h_{m}} \quad \text { for } n \geq 1, \quad a_{1}=1 \tag{1}
\end{equation*}
$$

hence the exponential generating function $A(z):=\sum_{n \geq 0} a_{n} \frac{z^{n}}{n!}$ fulfills the differential equation

$$
A^{\prime}(z)=\frac{1}{1-A(z)} \quad \text { with } \quad A(0)=0
$$

with the solution

$$
A(z)=1-\sqrt{1-2 z},
$$

so that

$$
a_{n}=n!2^{1-n} \mathcal{C}_{n}=1 \cdot 3 \cdot 5 \ldots(2 n-3),
$$

with a (shifted) Catalan number $\mathcal{C}_{n}=\frac{1}{n}\binom{(2 n-2}{n-1}$.
This formula can be extended to the complex plane by means of Gamma functions. Then it turns out that $a_{0}=-1$ is the natural value. We will work with this redefined value in the sequel.

We want the probability that $j$ lies in a subtree of size $k$. For that purpose we first note the alternative recursion

$$
a_{n+1}=\sum_{m \geq 1} \sum_{h_{1}+\cdots+h_{m}=n} m\binom{n-1}{h_{1}-1, h_{2}, \ldots, h_{m}} a_{h_{1} \ldots a_{h_{m}} \quad \text { for } n \geq 1, \quad a_{1}=1 . . . ~}^{\text {. }} \text {. }
$$

It is obtained by forcing the node $j$ to be in the first subtree, thus restricting the generality, which is restored by introducting a factor $m$. From this we get the desired probability as

$$
\sum_{m \geq 1} \sum_{h_{2}+\cdots+h_{m}=n-k} m\binom{n-1}{k-1}\binom{n-k}{h_{2}, \ldots, h_{m}} \frac{a_{k} a_{h_{2}} \ldots a_{h_{m}}}{a_{n+1}}
$$

We can pull out the factor $\binom{n-1}{k-1} \frac{a_{k}}{a_{n+1}}$; the exponential generating function of the remaining sum is amazingly simple:

$$
\left.\frac{d}{d u} \frac{u}{1-u A(z)}\right|_{u=1}=\frac{1}{1-2 z},
$$

whence our sought probability that $j$ lies in a subtree of size $k$ turns out to be

$$
\binom{n-1}{k-1} \frac{a_{k}}{a_{n+1}} 2^{n-k}(n-k)!.
$$

## 2. Results

Now, let $F_{n, j}(v)$ be the probability generating function of the number of descendants, i.e. the coefficient of $v^{m}$ in $F_{n, j}(v)$ is the probability that node $j$ in a random heap ordered tree with $n$ nodes has $m$ descendants.

We must take care of the fact that in its subtree, ' $j$ ' does not mean ' $j$ ' any further. The numbers in the subtree are to be replaced by $1,2, \ldots$, according to their relative order. Let us compute the probability that $j$ will be $i$ after this procedure, or, what is the same, that $j$ is the $i$ th largest number in its subtree. It is

$$
\frac{\binom{j-2}{i-1}\binom{n+1-j}{k-i}}{\binom{n-1}{k-1}}
$$

since $i-1$ numbers have to be chosen from $\{2,3, \ldots, j-1\}$ and $k-i$ numbers from $\{j+1, \ldots, n+1\}$.

Hence we get our recursion for the probability generating functions.

$$
\begin{equation*}
F_{n+1, j}(v)=\sum_{k=1}^{n}\binom{n-1}{k-1} \frac{a_{k}}{a_{n+1}} 2^{n-k}(n-k)!\sum_{i=1}^{k} \frac{\binom{j-2}{i-1}\binom{n+1-j}{k-i}}{\binom{n-1}{k-1}} F_{k, i}(v) . \tag{2}
\end{equation*}
$$

This holds for $n \geq 1$ and $j \geq 2$; the initial conditions are $F_{n, 1}(v)=v^{n}$. The recursion should be self-explanatory.

After one sunday afternoon with Maple, I found this explicit form of the probability generating functions (by some sort of creative guessing).

Theorem 1. The probability generating function of the parameter number of descendants of node $j$ in a random heap ordered tree of size $n$ is given by

$$
\begin{equation*}
F_{n, j}(v)=\sum_{s=0}^{n+1-j} \frac{a_{s} a_{j}}{a_{s+j}}((2 s-1) n+j-1)(n-j) \frac{s-1}{} \frac{(v-1)^{s}}{s!}, \tag{3}
\end{equation*}
$$

where $x^{\underline{n}}=x(x-1) \ldots(x-n+1)$, which is the notation for the falling factorials from [2].

Before we go to the proof, we get expectation and variance as a corollary. The expectation is the coefficient of $(v-1)$ in $F_{n, j}$, i.e.

$$
\frac{n+j-1}{2 j-1} .
$$

The second factorial moment is twice the coefficient of $(v-1)^{2}$ in $F_{n, j}$, i.e.

$$
\frac{a_{2} a_{j}}{a_{2+j}}(3 n+j-1)(n-j)^{\underline{1}}=\frac{(3 n+j-1)(n-j)}{(2 j+1)(2 j-1)} .
$$

Theorem 2. The expectation and the variance of the parameter number of descendants of node $j$ in a random heap ordered tree of size $n$ is given by

$$
\begin{aligned}
\text { Expectation } & =\frac{n+j-1}{2 j-1}, \\
\text { Variance } & =\frac{2(j-1)(2 n-1)(n-j)}{(2 j+1)(2 j-1)^{2}} .
\end{aligned}
$$

First a quick check that the announced formula is true for $j=1$ :

$$
\begin{aligned}
F_{n, 1}(v) & =\sum_{s \geq 0} \frac{a_{s}}{a_{s+1}}(2 s-1) n(n-1) \frac{s-1}{} \frac{(v-1)^{s}}{s!} \\
& =\sum_{s \geq 0} n^{\underline{s}} \frac{(v-1)^{s}}{s!} \\
& =\sum_{s \geq 0}\binom{n}{s}(v-1)^{s}=v^{n}
\end{aligned}
$$

Now we assume $j \geq 2$, so that the recursion formula (2) is applicable. If we compare coefficients, we have to prove the following:

$$
\begin{align*}
& \frac{a_{s} a_{j}}{a_{s+j}}((2 s-1)(n+1)+j-1)(n+1-j) \underline{s-1}= \\
= & \sum_{k=1}^{n} \frac{a_{k}}{a_{n+1}} 2^{n-k}(n-k)!\sum_{i=1}^{k}\binom{j-2}{i-1}\binom{n+1-j}{k-i} \frac{a_{s} a_{i}}{a_{s+i}}((2 s-1) k+i-1)(k-i) \frac{s-1}{} . \tag{4}
\end{align*}
$$

This looks definitely frightening, but in order to go on it is natural to interchange the summation on the right hand side, viz.

$$
\begin{equation*}
\frac{a_{s}}{a_{n+1}} \sum_{i=1}^{n}\binom{j-2}{i-1} \frac{a_{i}}{a_{s+i}} \sum_{k=i}^{n} a_{k} 2^{n-k}(n-k)!\binom{n+1-j}{k-i}((2 s-1) k+i-1)(k-i)^{\frac{s-1}{}} . \tag{5}
\end{equation*}
$$

In the next section we will prove the combinatorial identity (4).

## 3. Proof of identity (4)

## Lemma 1.

$$
\begin{gathered}
\sum_{k=i}^{n} a_{k} 2^{n-k}(n-k)!\binom{n+1-j}{k-i}((2 s-1) k+i-1)(k-i) \frac{s-1}{} \\
=\frac{2^{2 j-2 i-n-1}((n+1)(2 s-1)+j-1)(2 n)!(j-i-1)!(2 i+2 s-3)!(n+1-j)!(j+s-2)!}{n!(i+s-2)!(n+2-j-s)!(2 j+2 s-3)!} .
\end{gathered}
$$

Proof. As announced earlier, we use Zeilberger's algorithm. We might note that the actual range of summation is $i+s-1 \leq k \leq n+1+i-j$. This sum, if given to Eкнад, produces a first order recursion, and is therefore expressible in closed form.

Remark. The sum can be separated naturally into two sums, according to

$$
((2 s-1) k+i-1)=((2 s-1) k)+(i-1) .
$$

Both sums are also expressible in closed form. (When I prepared the first draft of this paper, I used an older version of EKHAD that produced only a second order recursion, so my strategy was to study the two sums separately.)

With this lemma, the inner sum of (5) has been evaluated, and we can turn to the whole sum (5). Define

$$
\begin{gathered}
F(n, i):=\binom{j-2}{i-1} \frac{a_{i}}{a_{s+i}} \times \\
\times \frac{2^{2 j-2 i-n-1}((n+1)(2 s-1)+j-1)(2 n)!(j-i-1)!(2 i+2 s-3)!(n+1-j)!(j+s-2)!}{n!(i+s-2)!(n+2-j-s)!(2 j+2 s-3)!}
\end{gathered}
$$

Zeilberger's algorithm shows that it is Gosper summable, or, to be concrete, if

$$
G(n, i):=2(i-1) F(n, i)
$$

then

$$
F(n, i)=G(n, i+1)-G(n, i) .
$$

The range of summation is actually from $i=1$ to $i=j-1$, so our desired sum is $\frac{a_{s}}{a_{n+1}} G(n, j)$.

Finally, we ask Maple to simplify this minus the predicted result;

$$
\frac{a_{s}}{a_{n+1}} G(n, j)-\frac{a_{s} a_{j}}{a_{s+j}}((2 s-1)(n+1)+j-1)(n+1-j) \underline{s-1}
$$

and we get zero, so that the proof is finished.

## 4. Explicit probabilities

Now we can even get an explicit expression for the probability $p_{n, j ; m}$ that node $j$ in a random heap ordered tree of size $n$ has $m$ descendants, since this quantity is given by

$$
\left[v^{m}\right] F_{n, j}(v)=\sum_{s=m}^{n+1-j} \frac{a_{s} a_{j}}{a_{s+j}}((2 s-1) n+j-1)(n-j)^{s-1} \frac{\binom{s}{m}(-1)^{s-m}}{s!} .
$$

Giving this sum to Zeilberger's algorithm we see that we get a recursion of order one. Consequently, the sum is of closed form (or rather: can be brought into); the result is the following.
Theorem 3. The probability $p_{n, j ; m}$ that node $j \geq 2$ in a random heap ordered tree of size $n$ has $m$ descendants is given by

$$
p_{n, j ; m}=\frac{4^{n-m+1-j}(n-j)!(2 m-2)!(2 j-2)!(n-m-1)!(n-1)!}{(m-1)!^{2}(2 n-2)!(j-1)!(j-2)!(n-j-m+1)!} .
$$

For $j=1$ we have

$$
p_{n, 1 ; m}=\delta_{n, m} .
$$

The extra case $j=1$ can be considered to be a limiting case, since

$$
\lim _{\epsilon \rightarrow 0} p_{n, 1+\epsilon ; m-\epsilon}=\delta_{n, m} .
$$

The fact that probabilities sum to 1 leads to the identity

$$
\sum_{0<m<n} 4^{-m}\binom{2 m-2}{m-1}\binom{n-1-m}{j-2}=4^{-n-1+j}\binom{2 n-2}{n-1}\binom{n-1}{j-1}\binom{2 j-2}{j-1}^{-1} .
$$

This, too, is easy to prove directly by Zeilberger's algorithm.

## 5. Combinatorial derivation of the probabilities

The existence of the relatively simple formula for the probabilities as in Theorem 3 makes us optimistic to find a direct (combinatorial) proof for it. Here it is:

First, the formula

$$
a_{n+1}=a_{n}(2 n-1),
$$

can be seen like this. From each tree with $n$ nodes, we get $2 n-1$ new trees by inserting the new node $n+1$. We can attach this new node to every node, but the relative order in the plane is important, so if a certain node has $i$ outgoing branches, it gives us $i+1$ possibilities, namely to the left of all, between first and second edge, etc. Denoting by $d(k)$ the number of outgoing branches of node $k$, we have altogether

$$
\sum_{k=1}^{n}(1+d(k))=n+\text { number of edges }=2 n-1
$$

as desired.


Figure 2. A heap ordered tree with 3 nodes and the 5 trees obtained by inserting a fourth node

Now we can use this idea to count the number of descendants of node $j$. We start with a (fixed) tree of size $j$ and throw in new nodes at random. For instance, there is a probability $\frac{1}{2 j-1}$ that the subtree with root $j$ "catches" node $j+1$. It is a little bit like the cookie monster, described in [3]: the larger the monster is already, the likelier will it catch the next thrown cookie. We have collected the appropriate transition probabilities in a diagram (Figure 3) that resembles Pascal's triangle. Each node has two entries, the first one being the current total size, and the second one being the size of the subtree


Figure 3. The beginning of the Pascal like grid
with root $j$. We start in state $j \mid 1$ and can go left or right in each step. We are interested in the weight of all the paths leading to node $n \mid m$, since it means simply the probability that a random tree of size $n$ has a subtree rooted at $j$ of size $m$. That we start with a fixed tree does not matter, as can be easily seen. Now, regardless as we walk, we will "collect" a denominator

$$
(2 j-1) \cdot(2 j+1) \ldots(2 n-3)=\frac{a_{n}}{a_{j}}
$$

and a numerator

$$
(2 j-2) \cdot(2 j) \ldots(2 n-2 m-2) \cdot 1 \cdot 3 \ldots(2 m-3)=\frac{(n-m-1)!2^{n-m-j+1}}{(j-2)!} a_{m} .
$$

Having taken care of that factor, we only have to count the number of paths in question. It is easy to see that we get $\binom{n-j}{m-1}$ paths from state $j \mid 1$ to state $n \mid m$. Altogether we find

$$
p_{n, j ; m}=\frac{(n-m-1)!2^{n-m-j+1}}{(j-2)!}\binom{n-j}{m-1} \frac{a_{m} a_{j}}{a_{n}} .
$$

It is easy to see that this formula is equivalent to the previous one.

## 6. Binary trees

For the sake of completeness and comparison we briefly sketch the corresponding considerations for the instance of binary trees. They are considerably easier and we only list the results.

The recursion for the increasing binary trees is

$$
a_{n+1}=\sum_{k=0}^{n}\binom{n}{k} a_{k} a_{n-k}
$$

with the obvious solution $a_{n}=n!$. The probability that $j$ lies in a subtree of size $k$ is

$$
2\binom{n-1}{k-1} \frac{k!(n-k)!}{(n+1)!}=\frac{2 k}{n(n+1)}
$$

The recursion for the probability generating functions is

$$
F_{n+1, j}(v)=\sum_{k=1}^{n} \frac{2 k}{n(n+1)} \sum_{i=1}^{k} \frac{\binom{j-2}{i-1}\binom{n+1-j}{k-i}}{\binom{n-1}{k-1}} F_{k, i}(v) .
$$

The solution is

$$
F_{n, j}(v)=\sum_{s=0}^{n+1-j} \frac{s!j!}{(s+j)!}((s+1) n-(j-1))(n-j) \frac{s-1}{} \frac{(v-1)^{s}}{s!} .
$$

Expectation and variance are given by

$$
\begin{aligned}
\text { Expectation } & =\frac{2 n-(j-1)}{j+1} \\
\text { Variance } & =\frac{2(j-1)(n+1)(n-j)}{(j+2)(j+1)^{2}} .
\end{aligned}
$$

The probabilities are given by

$$
p_{n, j ; m}=j(j-1) m \frac{(n-m-1)!(n-j)!}{n!(n-j-m+1)!} .
$$
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