
HAL Id: hal-01934288
https://hal.archives-ouvertes.fr/hal-01934288

Submitted on 25 Nov 2018

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Descriptor-based Image Colorization and Regularization
Dmitry Kuzovkin, Christel Chamaret, Tania Pouli

To cite this version:
Dmitry Kuzovkin, Christel Chamaret, Tania Pouli. Descriptor-based Image Colorization and Regu-
larization. CCIW 2015: International Workshop on Computational Color Imaging, Mar 2015, Saint
Etienne, France. hal-01934288

https://hal.archives-ouvertes.fr/hal-01934288
https://hal.archives-ouvertes.fr


Descriptor-based Image Colorization and

Regularization

Dmitry Kuzovkin1,2, Christel Chamaret1, and Tania Pouli1

1Technicolor Research and Innovation, Rennes, France
2Jean Monnet University, Saint-Étienne, France
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Abstract. We propose a new, fully automatic method for example-
based image colorization and a robust color artifact regularization solu-
tion. To determine correspondences between the two images, we supple-
ment the PatchMatch algorithm with rich statistical image descriptors.
Based on detected matches, our method transfers colors from the ref-
erence to the target grayscale image. In addition, we propose a general
regularization scheme that can smooth artifacts typical to color manip-
ulation algorithms. Our regularization approach propagates the major
colors in image regions, as determined through superpixel-based seg-
mentation of the original image. We evaluate the effectiveness of our
colorization for a varied set of images and demonstrate our regulariza-
tion scheme for both colorization and color transfer applications.
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1 Introduction

Colorization — the process of adding color to grayscale content — is crucial
for giving a new lease of life to legacy movies or photographs. Historically, col-
orization has been a time-consuming, manual task, however in recent years,
automated solutions have emerged for colorizing content. Existing automatic
colorization solutions rely on a user-provided reference image [16], a palette
specifying the colors the image should obtain [11] or set of strokes [10] drawn
directly on the image to define colors.

Our work falls within the first category, known as example-based coloriza-

tion, and relies on a reference color image with semantically similar content
to the target grayscale image. To transfer color information from the reference
to the target, our method finds correspondences using a modified version of the
PatchMatch algorithm [2]. Although typically this algorithm considers only color
information in the image, this often does not provide enough distinguishing in-
formation when the two images are not depicting the same scene. To that end,
we supplement PatchMatch with a series of statistical descriptors that provide
a rich representation of the structure in the two images.
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In addition to our colorization method, we propose a novel regularization
scheme to remove artifacts typical to such color manipulations. In processes such
as colorization or color transfer, small discontinuities in the luminance (e.g. due
to compression artifacts) may lead to corresponding anomalies in chromaticities.
To remove such artifacts, regularization methods aim to smoothly propagate
colors within coherent regions. Our solution relies on superpixel segmentation
and subsequent merging to robustly divide the image into coherent areas. A
stroke is automatically created for each region and propagated depending on
adjacent luminance information [10].

Experiments conducted on various types of images demonstrate that our
method can provide visually appealing colorization results in different scenarios,
competitive with the state of the art, at a lower computational cost. Additionally,
we demonstrate the usefulness of our regularization approach in the context of
color modification methods. Our work offers the following contributions:

– A novel, fully automatic colorization approach
– A combination of image descriptors that allows using a wider set of images

as references in colorization
– A regularization scheme for correcting artifacts typically seen after color

processing such as colorization or color transfer

2 Related work

Given a reference color image, example-based methods aim to find correspon-
dences with the grayscale target in order to define how colors should be dis-
tributed. Earlier methods rely only on luminance information to determine cor-
respondences [16], which can often fail when corresponding areas (e.g. sky) do
not have corresponding luminance. Additionally, small irregularities in the lu-
minance can lead to spatial consistency issues.

To address some of these limitations, the higher-level context of each pixel
needs to be considered. Irony et al. [8] use a supervised classification scheme
based on image features and can provide plausible colorization results, however
it requires manual segmentation into corresponding regions, making it ill-suited
for automatic colorization. To obtain better correspondences, Charpiat et al. [4]
further exploit the idea of feature descriptors by using SURF descriptors incor-
porated into a probability estimation model. Probabilistic information is also
used by Bugeau et al. [3], where a variational energy minimization framework is
employed to simultaneously find candidate colors and regularize results.

The closest to our approach is the work of Gupta et al. [7], which relies on
a cascade feature matching scheme to find correspondences between reference
and target images. The spatial consistency of matching is improved by a voting
step, which is based on mean-shift segmentation together with k-means clus-
tering. Each segment is assigned with a color, and obtained colors are used to
produce micro-scribbles in the center of each segment. These are propagated
across the entire image using the algorithm by Levin et al. [10]. In contrast to
their approach, we use a smaller and more general set of descriptors, allowing
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us to colorize using a less restrictive selection of reference images. At the same
time, we take advantage of the robustness of the PatchMatch algorithm to obtain
correspondences, which leads to more accurate assignment of colors as will be
shown in Section 5. Finally, we ensure a better propagation of colors in our reg-
ularization scheme by creating large skeleton-based strokes that span coherent
areas in the image. The following sections will describe our colorization solution
and regularization scheme in detail.

3 Colorization

The general scheme of the proposed method is shown in Figure 1. The input is
represented by two images: a target grayscale image It to be colorized, and a
reference color image Ir. The images are smoothed using a Gaussian filter be-
fore analysis to remove small artifacts, such as noise or painterly texture, that
might influence the matching step (w = 5x5, σ = 1.0). Then, our method finds
correspondences between the intensity channels of the two images (Yt and Yr re-
spectively), using their descriptor representations. The obtained correspondences
are used to map chroma information from the reference to the target image, pro-
ducing an initial colorization result. Finally, a regularization step (Section 4) is
applied to suppress color artifacts that might be present in the initial result.

Patch-based descriptor matching

Color 

mapping

Ir

It
Pre-processing

Descriptors 

computation

Descriptor 

PatchMatch

Regularization

Superpixel-based segmentation

Color strokes creation

Levin propagation of strokes

Initial Colorization Regularization

Fig. 1: Overview of the proposed colorization framework

3.1 Descriptor Computation

Intensity information by itself is not sufficient to provide reliable matches be-
tween similar but not identical objects in images, as it has been demonstrated
since the pioneer work by Welsh et al. [16]. Even for identical objects, illumina-
tion changes or other factors might significantly affect their appearance. Image
descriptors can enrich the available intensity information and represent object
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structures and textures in a more robust way. Thus, the influence of changes in
object appearance is reduced, and more accurate matching can be achieved.

Our approach computes 38-dimensional descriptors Dt and Dr for the target
and reference images respectively by concatenating grayscale intensity, texture
gradients and histogram of oriented gradients descriptors. The descriptor vector
for a pixel p is given by:

D(p) = DHoG(p) ∪Dtg(p) ∪ Y (p), (1)

where DHoG(p) is the 31-D histogram of oriented gradients descriptor, Dtg(p) is
6-D texture gradients descriptor and Y (p) is the intensity for that pixel.

Grayscale Intensity. Although intensity information is not invariant to
global changes in illumination between the two images, it can still provide useful
information to guide matching. Therefore, in our algorithm the intensity Y (p)
of each pixel is used as an auxiliary descriptor.

Texture Gradients. Texture information around each pixel can help de-
scribe the local structure in the scene. To make use of such information we
include texture gradients in our descriptor, relying on the approach of Martin
et al. [13]. To compute this descriptor, responses for several filters are first col-
lected for each pixel and categorized according to a set of representative precom-
puted responses known as textons [12]. Textons identify the presence of image
structures, such as bars, corners or various levels of contrast. Once textons are
computed, a disc is considered around each pixel and for each half of the disc,
a texton histogram is computed. The distance between the histograms of each
half, computed for 6 different orientations, forms the 6-D vector Dtg(p).

Histogram of Oriented Gradients. The final descriptor used in our method
is the histogram of oriented gradients (HoG), denoted by DHoG, which is aimed
at representing local object appearance and shape by the distribution of inten-
sity gradients and edge directions [5]1. To compute the HoG for a given pixel p,
first, horizontal and vertical gradients are computed at that location. To com-
pute the histogram for each pixel, a cell (4x4 pixels in our case) is considered
around it, and the gradient of each pixel within the cell is allocated to one of 9
orientation bins. These responses are then locally normalized and processed into
contrast-sensitive, contrast-insensitive and texture features, which are combined
into a 31-dimensional HoG descriptor.

3.2 Descriptor PatchMatch

Once the descriptors Dr and Dt are computed for the reference and target im-
ages, correspondences can be determined between them. We rely on the Patch-
Match algorithm [2] for this task but apply it on the 38-D space spanned by our
descriptor. PatchMatch computes an approximate nearest neighbor field (NNF),
which provides dense, global correspondences between image patches. The Patch-
Match algorithm works over image patches, but the final correspondence field is

1 We use the implementation from Yamaguchi: http://www3.cs.stonybrook.edu/

~kyamagu/software/misc/dense_hog.m.

http://www3.cs.stonybrook.edu/~kyamagu/software/misc/dense_hog.m
http://www3.cs.stonybrook.edu/~kyamagu/software/misc/dense_hog.m
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created at the pixel level. Given a pixel pt in the target image, NNF provides us
the matching pixel pr in the reference image:

NNF (Dt ←→ Dr) : pt → pr (2)

Descriptor-based matching is able to provide matches not only between same ob-
jects, but also between generally similar objects. In our approach, PatchMatch
is used with a patch size of 9x9 pixels and 5 iterations, following the recommen-
dations in [2], as after 4-5 iterations the NNF typically converges.

3.3 Color Mapping

Using the correspondences determined through PatchMatch, colors can be mapped
from the reference to the target image. This is performed in the Y CbCr space
and information from the Cb and Cr channels of the reference Ir are used to
populate the corresponding channels of the target It, while intensity information
in It is left unchanged. Given the correspondences defined by Eq. (2), chromatic
information for a pixel pt is given by:

C{b|r}t(pt) = C{b|r}r(pr) (3)

After reconstructing the Cb and Cr channels of It, the image is converted back to
RGB, producing an initial colorization result Ic. Although the global assignment
of colors in Ic is correct in most cases at this stage of our algorithm, small
local artifacts can appear, due to inaccurate correspondences. To correct such
artifacts, a regularization step takes place, described in the next section.

(a) (b) (c) (d) (e)

Fig. 2: Regularization of the colorization result. (a) Initial colorization without
regularization. (b) SLIC superpixels. (c) Superpixel-based segmentation. (d) Re-
sulting color strokes. (e) Final regularized colorization after stroke propagation.

4 Regularization of Color Artifacts

To regularize color artifacts, first, the target image It is segmented using a
superpixel-based approach. Then, strokes that span each segment are created
and assigned with colors representing the color distribution of the corresponding
segments from the initial colorization result Ic. The color strokes are marked on
the It and propagated to the rest of the pixels using Levin’s approach [10]. The
results of main regularization steps are shown in Figure 2.
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4.1 Superpixel-based Segmentation

The first step of our regularization scheme segments Ic into coherent areas based
on intensity information. Using the SLIC method [1], the segmentation starts
from the computation of a set of n superpixels S = [s1, ..., sn] which span the
image, where adjacent similar pixels form coherent superpixel units.

To avoid oversegmentation of large homogeneous regions, the obtained super-
pixels are further processed, producing a coarser set of segments Sseg. To com-
pute each segment sseg,i, adjacent superpixels with similar statistics are merged
together, forming larger segments. Merging is based on the DBSCAN clustering
algorithm [6], where for each superpixel si a set of adjacent superpixels Ni is
considered. If a distance ǫ between si and an adjacent superpixel sj does not
exceed threshold T, sj is taken as a new point of a cluster. Any other superpixel
reachable from sj is taken as part of the cluster as well. For grayscale images, ǫ
is a distance based on simple statistics expressed by the mean and variance of
the intensity within considered superpixels.

sseg,i = si
⋃

j∈Ni

sj | ǫ < T, where ǫ =
√

(µsj − µsi)
2 + (σsj − σsi)

2, (4)

For the choice of parameters in this step, we use the values that provide a
reasonable trade-off between over- and undersegmentation, given the lack of
color information. The initial set of superpixels is computed using n = 250,
and the threshold T in the clustering step is set to 2.75. Higher value of n would
provide more detailed segmentation causing preservation of undesirable artifacts,
whereas higher value of T might lead to excessive merging and diffusion of colors.

4.2 Color Stroke Creation and Propagation

Each segment obtained from the previous step is used to create a continuous
stroke, which spans that segment and contains the dominant color of that area.
The created strokes serve as input to the stroke-based colorization approach
of Levin et al. [10], where colors of strokes placed on the grayscale image are
smoothly propagated to the rest of the image. Since the stroke colors are taken
from our initial colorization result Ic, this process smooths colors within coherent
areas, removing wrong local assignments that might have created artifacts before.

The color propagation method of Levin et al. [10] relies on the premise that
nearby pixels with similar intensities are likely to have the same color. Previ-
ous approaches that automatically create strokes for this process opt for micro-
strokes placed in the center of each area [7]. In practice, we have found that
larger strokes that span the area to be colorized can lead to better coverage once
propagated. Based on that, to create strokes we compute the binary skeleton of
each segment using the thinning morphological operation [9].

To determine the color of a stroke, the Cb and Cr values of each pixel within
a segment are quantized into 48 clusters using k-means clustering, and the major
chromatic component of a segment is assigned to the stroke. This clustering step
is necessary to determine a single representative color for each region. Figure
2(d) shows the color strokes for an image as colorized skeleton shapes.
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5 Colorization Evaluation

We compare results obtained from our method with the results of previous
example-based colorization methods. Figure 3 depicts the final results of our
combined colorization and regularization approach as well as results from the
methods of Gupta et al. [7], Charpiat et al. [4] and Welsh et al. [16]. Input im-
ages are taken from [7] and represent typical scenes with semantically similar
content, but demonstrating different characteristics of intensity, textures and
overall appearance.

 Target image Reference image Our method Gupta et al. Charpiat et al. Welsh et al. 

(a) 

      

(b) 

 
 

    

(c) 

      

(d) 

      

Fig. 3: Comparison with existing example-based colorization methods. Repre-
sented methods: Gupta et al. [7], Charpiat et al. [4], Welsh et al. [16]

Due to complex image content, the method by Welsh et al. [16] fails in almost
all cases since it is based only on direct intensity matching. Charpiat’s method
[4], which is based on SURF descriptors and multimodal probability distribution
estimation, is more robust to differences in intensity. It can produce successful
matches between identical or very similar objects in input images, as it can be
seen on landscape images in rows (b) and (d). However, this method can fail
when changes of visual features are more significant, as shown in examples (a)
and (c). In contrast to the previously discussed methods, our approach and the
approach by Gupta et al. [7] lead to comparable results with fewer artifacts and
a more satisfactory colorization.

Additional comparisons with Gupta et al. [7] are shown in Figure 4 to assess
the effectiveness of our descriptors. Despite the similarities in the input images,
the descriptors used in [7] cannot accurately determine correspondences for am-
biguous areas, such as the clouds seen in row (a), where our method preserves
the white of the clouds. Similarly, our method is robust to global changes as
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shown in row (b). In this case the input images vary significantly in global lumi-
nance and contrast, even though they depict the same structures. Our texture
and gradient based descriptors successfully determine correspondences in this
case. Similar observations can be made about the last example (c), where the
same objects are depicted but with changes in pose.

 Target image Reference image Our method Gupta et al. 

(a) 

    

(b) 

            

(c) 

    

Fig. 4: Additional comparisons with method by Gupta et al. [7]. The intensity of
the reference image is also shown in example (b). Our method preserves the white
of the clouds (a) and can successfully colorize images despite global luminance
and contrast changes (b) or changes in pose (c).

Our method achieves qualitative improvements and more robust performance
over the state of the art for a large selection of images, while offering a 2 to 4-fold
computational improvement against the method by Gupta et al. [7].

6 Color Artifact Removal by Regularization

Application of the proposed regularization method is not limited to coloriza-
tion. Our method can also be applied for artifact suppression in a more general
scenario of color manipulations, e.g. color transfer. In Figure 5, an image (a) is
recolored according to the reference image (b), using the color transfer method
by Pitié et al. [14]. In this case, the result (c) shows distinctive color artifacts,
which can be regularized with our approach requiring only minimal adjustments.
To regularize artifacts in this case, the original color image is considered for the
superpixel segmentation process, while the recolored result serves as input for the
computation of strokes. As the original image here contains color information,
all three channels are used for the superpixel segmentation and clustering, lead-
ing to more accurate results. Given the additional color information, we found
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that a larger number of superpixels could be used in this case: we set n = 750,
allowing the segmentation to follow image edges more closely. At the same time,
a higher threshold was used for DBSCAN (T = 5 in this case), allowing for
smaller clusters to form, therefore better respecting image detail.

After the segmentation, color strokes are automatically created and propa-
gated as described in Section 4. Note that the colors of strokes are extracted
from the result of color transfer, but the strokes are marked onto the luminance
channel of the original artifact-free image, to allow for smoother propagation.
Figure 5 shows a comparison of our regularized result as well as those of com-
peting methods [14,15]. In contrast to other solutions, we only regularize in the
chromatic domain, leaving luminance information unchanged.

(a) (b) (c)

(d) (e) (f)

Fig. 5: Regularization of color transfer artifacts. (a) Original image. (b) Reference
image. (c) Color transfer by Pitié et al. [14]. Regularization using (d) our method,
(e) regraining method [14] and (f) TMR filter [15].

7 Conclusions

We presented a new, automatic method for colorizing grayscale images. Our
method combines advantages of example-based and stroke-based techniques, re-
quiring minimal levels of user interaction. Using descriptor representations of
the input images, the matching step can provide meaningful correspondences
between images, even under global contrast and illumination changes or differ-
ences in scene structure. In addition, we proposed a robust regularization scheme
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for reducing artifacts due to color manipulations, which we demonstrated in the
context of colorization and color transfer. We applied our technique to several
image pairs with varied content and compared our results to the state of the
art, showing that the proposed colorization method is competitive with recent
methods, providing robust colorization at a lower computational time.
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14. Pitié, F., Kokaram, A.C., Dahyot, R.: Automated colour grading using colour dis-
tribution transfer. Computer Vision and Image Understanding 107(1), 123–137
(2007)

15. Rabin, J., Delon, J., Gousseau, Y.: Removing artefacts from color and contrast
modifications. Image Processing, IEEE Transactions on 20(11), 3073–3085 (2011)

16. Welsh, T., Ashikhmin, M., Mueller, K.: Transferring color to greyscale images. In:
ACM Transactions on Graphics (TOG). vol. 21, pp. 277–280. ACM (2002)


	Descriptor-based Image Colorization and Regularization
	Introduction
	Related work
	Colorization
	Descriptor Computation
	Descriptor PatchMatch
	Color Mapping

	Regularization of Color Artifacts
	Superpixel-based Segmentation
	Color Stroke Creation and Propagation

	Colorization Evaluation
	Color Artifact Removal by Regularization
	Conclusions


