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ABSTRACT

Complex systems are usually difficult to design and control. There
are several particular methods for coping with complexity, but there
is no general approach to build complex systems. In this book I pro-
pose a methodology to aid engineers in the design and control of com-
plex systems. This is based on the description of systems as self-
organizing. Starting from the agent metaphor, the methodology pro-
poses a conceptual framework and a series of steps to follow to find
proper mechanisms that will promote elements to find solutions by ac-
tively interacting among themselves. The main premise of the method-
ology claims that reducing the “friction” of interactions between el-
ements of a system will result in a higher “satisfaction” of the system,
i.e. better performance.

A general introduction to complex thinking is given, since designing
self-organizing systems requires a non-classical thought, while prac-
tical notions of complexity and self-organization are put forward. To
illustrate the methodology, I present three case studies. Self-organizing
traffic light controllers are proposed and studied with multi-agent
simulations, outperforming traditional methods. Methods for im-
proving communication within self-organizing bureaucracies are ad-
vanced, introducing a simple computational model to illustrate the
benefits of self-organization. In the last case study, requirements for
self-organizing artifacts in an ambient intelligence scenario are dis-
cussed. Philosophical implications of the conceptual framework are
also put forward.
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I appreciate the discussions, advice, help, and inspiration I received
from Maximino Aldana, Mark Bedau, Pamela Crenshaw, Kurt Dresner,
Gastón Escobar, Jochen Fromm, Peter Furth, Nagarjuna G., Alexander
Gorbulski, Stephen Guerin, David Hales, Dirk Helbing, Uri Hershberg,
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CHAPTER 1

INTRODUCTION

“Everybody’s Hive”
Carlos Gershenson

2006.
Acrylic on canvas, 65x80 cm.
Merelo Guervós collection.
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2 Motivation

Our world becomes more complex every day. To cope with it, the sys-
tems we design and control also need to become more complex, increasing
the complexity of the world. This increase in complexity is characterized
by a growth in number and diversity of elements of systems and their
interactions. Every year there are more people, more computers, more

devices, more cars, more medicines, more regulations, more problems.
Since complexity has crawled into all the aspects of our lives, its study is
very important for all disciplines. Traditional approaches are becoming
obsolete, as they were developed for a simpler world. Thus any advance-
ment in the general understanding of complex systems (Bar-Yam, 1997)
will have a potential impact in sciences, engineering, and philosophy.

“Classical” approaches are still very useful, but only in problem do-
mains that are stationary and comprehensible. An exact solution can be
found, and this solution will hold. But with an increase of complexity,
problem domains become non-stationary, requiring for dynamic solutions
that will be able to adapt to the changes in the problem domain (Ashby,
1947a).

1.1 Motivation

“Simplicity is no reason, difficulty is no excuse”
—Bruce Edmonds

One conceptual approach to build adaptive systems involves design-
ing the elements of a system to find by themselves the solution of the prob-
lem. Like this, when the problem changes, the elements are able to dynam-
ically find a new solution. We can say that such a system self-organizes.

Even when the concept of self-organization (Ashby, 1947b; Heylighen,
2003b) is very promising to solve complex problems, and has been used
for more than half a century, it remains somewhat vague, and it is not
widespread. The aim of this work is to enhance our understanding of self-
organization, and to exploit it to build systems that will be able to cope
with complex problem domains. With the experience gained by building
such systems, our understanding of them is also increased.

There is as yet no general methodology to design and control self-
organizing systems. This book is a step towards developing one, provid-
ing new insights to build systems able to solve complex problems.

The role of a control mechanism in cybernetics (Wiener, 1948) is to
regulate the variables of a system against perturbations within a viabil-
ity zone. Thus, the control forces the system into a certain region of the
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state space. For example, a thermostat controls the variable ‘temperature’

to be in a viability zone defined by the user. However, it becomes very
complicated to steer the variables of a complex system due to inherent
nonlinearities. How can such systems be steered? And how to design systems
that will be steered easily? These are main questions for my research. There
is no universal answer, but the aim is to increase our understanding of
complex systems.

1.2 Contributions

The main contributions of this book are the following:

• Notions of complexity and self-organization are put forward (Sec-
tions 2.3 and 3.5). These generalize from definitions existing in the
literature, aiming for synthesis. Thus, the notions try to be as broad
as possible, without losing practicality.

• A general Methodology to aid the design and control of
self-organizing systems is proposed. In principle, it could be
applied in any domain to help people build and then steer
complex systems (Chapter 4). The conceptual framework was
developed independently of similar approaches. The stages of the
Methodology were inspired in software engineering, but can be
applied in other domains as well.

• Three control mechanisms of self-organizing traffic lights are pro-
posed and analyzed with computer simulations. These are able to
adapt to changing traffic conditions autonomously, considerably im-
proving traffic flow over traditional control methods. (Chapter 5).
A public software laboratory (SOTL, 2005) was developed to test
the original methods. Their advantage lies not only in their perfor-
mance, but also in their simplicity, making it possible to compare
them easily with other methods.

• Using the Methodology, solutions are proposed for improving
communication within bureaucracies, sensing public satisfaction,
dynamic modification of hierarchies, and contextualization of proce-
dures (Chapter 6). The benefits of self-organization in bureaucracies
are exemplified with an original simple computational model,
“random agent networks”. Another public software laboratory was
developed to study them .
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• Properties required by protocols of self-organizing artifacts in an am-
bient intelligence scenario are discussed (Chapter 7). These were de-
veloped in collaboration with Francis Heylighen.

1.3 Outline

After this introductory chapter, Chapter 2 discusses concepts related to
complexity, noting why they require a shift from classical thinking. Sev-
eral examples are given, and a notion of complexity is put forward.

Chapter 3 discusses the concept of self-organization, proposing in Sec-
tion 3.5 a practical notion that will be useful for the rest of the book. Before
this, the inability to give a strict definition of self-organization is indicated,
showing the partial dependence on the observer to judge whether a sys-
tem is self-organizing or not.

Chapter 4 is the central part of the book, presenting a general method-
ology to design and control self-organizing systems. For this, a novel con-
ceptual framework is introduced, and the different steps of the Method-
ology are described. Three case studies are presented to illustrate the
Methodology (Chapters 5, 6, and 7). Since these are at different stages of
development, some are able to illustrate the Methodology only partially.

In Chapter 5, Self-organizing traffic lights are presented. This project
has developed concepts, abstract, and realistic simulations, almost ready
to be deployed in a real city, making this the “less incomplete” case study.
The simulations show that self-organizing methods outperform consider-
ably traditional methods, even when the former ones use very simple rules
and no direct communication. The models are interesting in themselves,
as platoons are promoted by the local algorithms, which in certain abstract
cases achieve “full synchronization”, i.e. they do not stop at all.

The self-organizing bureaucracies project described in Chapter 6 is at
an earlier stage, presenting concepts and an abstract simulation. Solutions
are proposed for improving communication within bureaucracies, sens-
ing public satisfaction, dynamic modification of hierarchies, and contex-
tualization of procedures. A novel computational model—random agent
networks—is presented, along with simulation results, to illustrate the
benefits of self-organization in abstract organizations.

Chapter 7 presents self-organizing artifacts, focusing on communica-
tion protocols. This chapter contains only concepts, as simulations would
only repeat results by de Jong (2000), which were developed in a slightly
different context. The concepts presented illustrate a scenario where de-
vices can learn to communicate, with whom to cooperate, and how to del-
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Figure 1.1: Book map. Thicker arrows indicate the suggested order of
reading, while thinner arrows indicate alternative paths.

egate and coordinate specialized tasks.
Conclusions and future work are presented in Chapter 8, together with

philosophical implications.
A map of the book can be appreciated in Figure 1.1.

1.3.1 How to Read this Book

This book is interdisciplinary, as it combines philosophy and engineering.
Different chapters can be read in isolation, if the reader has only partial
interest in the topics presented within, especially since each chapter is the
outcome of previous papers. To facilitate reading, each chapter contains
an abstract.

Chapters 2 and 3 are rather philosophical. Still, the concepts discussed
in them are useful to understand the rest of the book. Chapter 4 also dis-
cusses philosophical concepts, but it is aimed mainly at engineers. Chap-
ters 5, 6, and 7 present case studies to illustrate the Methodology, but they
can be interesting for their own domain.
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Throughout the book, different text styles were used to enhance read-
ability. Examples use sans-serif font of pine green color and notions and

definitions use italic sans-serif font of orange red color. The text is hyper-
linked (references, figures, tables, equations, chapters, sections, etc.), mak-
ing it easy to navigate through the electronic version of this document.

The Bibliography entries include references to the pages where they
are cited. Also, URLs are provided for material that is available online. A
short Glossary specifies the sense in which different terms are used across
the book. An Index may be useful to quickly find relevant topics within
the text.

1.3.2 How the Book Was Written

This book is a modified version of my doctoral dissertation (Gershenson,
2007a). It is the outcome of several years of research, which produced sev-
eral articles. Some of these articles were taken as the basis for the chapters
of the book. For reasons of presentation, the order of the Chapters does
not coincide with the chronological order in which the ideas presented
within were developed. Most of the contents of Chapters 7 and 5 were de-
veloped before Chapter 4, and actually the Methodology was abstracted
from these case studies, which here are presented to illustrate it. In other
words, these two case studies did not rely on the Methodology to be de-
veloped. Still, the Methodology is used in the book to explain a posteriori
these case studies. Similarly, other systems could be developed without
the Methodology. What I claim here is that the Methodology will facilitate
their design by providing an appropriate language for the description of
complex systems, as it did in the case study presented in Chapter 6.

Chapter 2 is based mainly on Gershenson and Heylighen (2005), but
some of the ideas were already developed in Gershenson (2002b). The
philosophical ideas of Chapter 3 were presented in Gershenson and
Heylighen (2003). Chapter 4 is the central part of the book, presenting a
Methodology to design and control self-organizing systems. It is based on
Gershenson (2006a). Elements of Sections 2.3 and 3.5 are also introduced
in that paper. The Methodology is also outlined in Gershenson (2007b).
The major part of the work presented in Chapter 5 was published in
Gershenson (2005), except for Sections 5.6 and 5.7. The results of these
were obtained by Seung Bae Cools (2006), under the supervision of Bart
D’Hooghe and myself, and are also presented in Cools, Gershenson, and
D’Hooghe (2007). Chapter 6 is based on Gershenson (2006b) and Chapter
7 on Gershenson and Heylighen (2004).
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The next chapter introduces the philosophical concepts that will be use-
ful for understanding self-organization, the proposed Methodology, and
the case studies.
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CHAPTER 2

COMPLEXITY

This chapter1 proposes some basic concepts that help us to think and speak about
complexity. We review classical thinking and its intrinsic drawbacks when deal-
ing with complexity. We then show how indeterminacy and unpredictability are
related to complexity. Finally, we argue that engineering complex systems will
require the design of systems capable of adapting by themselves to unforeseen cir-
cumstances.

1Based on Gershenson and Heylighen (2005); Gershenson (2002b, 2006a).
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10 Introduction

2.1 Introduction

In recent decades, the study of complex systems (Bar-Yam, 1997) has been
transforming the way we view our world (Morin, 2006; Heylighen, Cil-
liers, and Gershenson, 2007). As with any scientific advancement, the de-
velopment of theories and concepts related to complexity have also had
implications for philosophy (Gershenson, 2002b; Gershenson, Aerts, and
Edmonds, 2007)

In the next section, classical thinking and its drawbacks are reviewed.
In Section 2.3, concepts related to complexity are presented, several exam-
ples are given, and a recursive notion of complexity is introduced. Sections
2.4 and 2.5 review problems that classical thinking faces when dealing
with complexity, and Section 2.6 presents different ways in which systems
can cope with complexity.

2.2 Classical Thinking

The majority of scientific models—as well as much of our intuitive
understanding—implicitly rely on a “classical” or Cartesian mode of
thinking, which is expressed most explicitly in the classical or Newtonian
mechanics that dominated the scientific worldview until the beginning of
the 20th century. It is based on the following assumptions (Heylighen,
1990a):

• reductionism or analysis: to fully understand a system you should de-
compose it into its constituent elements and their fundamental prop-
erties.

• determinism: every change can be represented as a trajectory of the
system through (state) space, i.e., a sequence of states, following
fixed laws of nature. These laws completely determine the trajec-
tory towards the future (predictability) as well as towards the past
(reversibility).

• dualism: the ultimate constituents of any system are particles, i.e.,
structureless pieces of matter (materialism). Since matter is already
completely determined by mechanistic laws, leaving no freedom for
intervention or interpretation, the only way we can include human
agency in the theory is by introducing the independent category of
mind.
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• correspondence theory of knowledge: through observation, an agent can
in principle gather complete knowledge about any system, creat-
ing an internal representation whose components correspond to the
components of the external system. This establishes a single, true,
objective mapping from the realm of matter (the system) to the realm
of mind (the representation).

• rationality: given such complete knowledge, in its interaction with
the system, an agent will always choose the option that maximizes
its utility function. Thus, the actions of mind become as determined
or predictable as the movements of matter.

These different assumptions are summarized by the principle of distinc-
tion conservation (Heylighen, 1989, 1990b): classical science begins by mak-
ing as precise as possible distinctions between the different components,
properties and states of the system under observation. These distinctions
are assumed to be absolute and objective, i.e., the same for all observers.
They follow the principles of Aristotelian logic: a phenomenon belongs
either to category A, or to not A. It cannot be both, neither, in between, or
“it depends”2. The evolution of the system conserves all of these distinc-
tions, as distinct initial states are necessarily mapped onto distinct subse-
quent states, and vice versa (causality, see Heylighen (1989)). Knowledge
is nothing more than another such distinction-conserving mapping from
object to subject, while action is a mapping back from subject to object.

Certainly, we know that these assumptions represent ideal cases that
are never realized in practice. Yet, most educated people still tend to as-
sume that a complete and deterministic theory is an ideal worth striving
for, and that the scientific method will lead us inexorably to an ever closer
approximation of such objective knowledge. However, the lessons from
complexity research point in a different direction (Morin, 2006).

2.3 Complexity

What is complexity? Let us go back to the Latin root complexus, which
means “entwined” or “embraced”. This can be interpreted in the follow-
ing way: in order to have a complex you need: 1) two or more distinct
parts, 2) that are joined in such a way that it is difficult to separate them.
Here we find the basic duality between parts which are at the same time

2These principles can be neglected to comprehend paradoxes (Gershenson, 1998b,
1999).
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distinct and connected. Therefore, the analytical method alone won’t al-
low us to understand a complex, as by taking apart the components it will
destroy their connections. The elements are mutually entangled, so that a
change in one element will propagate through a tissue of interactions to
other elements, which in turn will affect even further elements, including
the one that initially started the process. This makes the global behav-
ior of the system very hard to track in terms of its elements. Unlike the
simple ‘billiard-ball-like’ systems studied by classical mechanics, complex
systems are the rule rather than the exception. Typical examples are a liv-

ing cell, a society, an economy, an ecosystem, the Internet, the weather, a

brain, and a city. These all consist of numerous elements whose interac-

tions produce a global behavior that cannot be reduced to the behavior of

their separate components (Gershenson and Heylighen, 2005) .
Complexity is itself a complex concept, as we cannot make an

unambiguous distinction between simple and complex systems. Many
measures of complexity have been proposed for different contexts, such
as computational, social, economic, biological, etc. (Edmonds, 2000).
Even more, there is no general definition of complexity, since the concept
achieves different meanings in different contexts (Edmonds, 1999). Still,
we can say that a system is complex if it consists of several interacting
elements (Simon, 1996), so that the behavior of the system will be difficult
to deduce from the behavior of the parts. This occurs when there are
many parts, and/or when there are many interactions between the parts.
For example, a cell is considered a living system, but the elements that

conform it are not alive. The properties of life arise from the complex

dynamical interactions of the components. The properties of a system
that are not present at the lower level (such as life), but are a product of
the interactions of elements, are sometimes called emergent (Anderson,
1972). Another example can be seen with gold: it has properties, such as

temperature, malleability, conductivity, and color, that emerge from the

interactions of the gold atoms, since atoms do not have these properties.

Systems become more difficult to reduce and separate as the num-
ber and complexity of their interactions increases. Since the behavior of
the system depends on the elements interactions, an integrative approach
seems more promising, as opposed to a reductionist one. Like in Conway’s

Game of Life (Berlekamp et al., 1982, Ch. 25), it is necessary to “run the
tape and see” to which state the dynamics will lead a system. As inter-
actions increase, the state of each element becomes more dependent on
the state of other elements, making it difficult to separate them. Taking a

common example of deterministic chaos, in the logistic map there is only

one variable considered, but the interaction with itself through nonlinear
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feedback causes the well studied sensitivity to initial conditions and unpre-

dictability in practice.
Even when there is no general definition or measure of complexity, a

relative notion of complexity can be useful:

Notion 2.3.1 The complexity of a system Csys scales with the number of

its elements #E, the number of interactions #I between them, the com-

plexities of the elements Ce, and the complexities of the interactions Ci

(Gershenson, 2002b):3

Csys ∼





#E

#I∑#E

j=0 Cej∑#I

k=0 Cik

(2.1)

The complexity of an interaction Ci can be measured as the number of
different possible interactions two elements can have.4 For example, ev-

erything else being equal, a firm will be more complex than another one if

it has more divisions, if its divisions have more employees, if the divisions

have more channels of interaction, and/or if its channel of interactions in-

volve more person-to-person interactions. Another example: the complex-

ity of a cellular automaton (CA) (von Neumann, 1966; Wolfram, 1986) will

be larger if it has more elements (more memory or space for computa-

tions) and/or more interactions (larger neighborhoods). Also, a Boolean

CA will tend to have less complexity than a multi-valued one (each cell is

more complex, since it can have more possible states); and the complexity

of the rules (interactions) will certainly have an effect on the complexity of

the CA.

The problem of a strict definition of complexity lies in the fact that there
is no way of drawing a line between simple and complex systems indepen-
dently of a context. For example, the dynamics of a system with a complex

structure can be simple (ordered), complex, or chaotic. Cellular automata

and random Boolean networks are a clear example of this, where more-

over, the interactions of their components are quite simple. On the other

3This can be confirmed mathematically in certain systems. As a general example,
random Boolean networks Kauffman (1969, 1993); Gershenson (2004b) show clearly that
the complexity of the network increases with the number of elements and the number of
interactions.

4Certainly, the number of possible interactions for certain elements is impossible to
enumerate or measure.
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hand, a structurally simple system can have complex and chaotic dynam-

ics, such as the damped, driven pendulum.

Nevertheless, for practical purposes, the above notion will suffice,
since it allows the comparison of the complexity of one system with
another under a common frame of reference. Notice that the notion is
recursive, so a basic level needs to be set contextually for comparing any
two systems.

While we do not really need an absolute measure of complexity, using
such relative notion may be useful to indicate when it becomes necessary
to abandon our simple, classical assumptions and try to develop a more
sophisticated model.

2.4 Indeterminacy

“Le certain n’est pas la vérite et l’incertain n’est pas l’ignorance”5.
—Ilya Prigogine, 1997

Relinquishing classical thinking means giving up the principle of dis-
tinction conservation. This implies, first, that we can no longer assume
given, invariant distinctions: a distinction made by one observer in one
context may no longer be meaningful—or even possible—for another ob-
server or in another context.

This point was made most forcefully in quantum mechanics: in some

circumstances, an electron appears like a particle, in others like a wave

(Heylighen, 1990a). Yet, according to classical thinking, particle and wave
are mutually exclusive categories. In quantum mechanics, on the other
hand, the “particle” and “wave” aspects are complementary: they are
jointly necessary to characterize the electron, but they can never be seen
together, since the observation set-up necessary to distinguish “particle-
like” properties is incompatible with the one for “wave-like” properties.
This was formulated by Heisenberg as the principle of indeterminacy: the
more precisely we distinguish the particle-like properties, the more uncer-
tain or indeterminate the wave-like properties become.

A more intuitive example of indeterminacy is the well-known ambigu-

ous figure that sometimes looks like a rabbit, sometimes like a duck (see

Figure 2.1). While both “gestalts” are equally recognizable in the draw-
ing, our perception—like a quantum observation set-up—is incapable to
see them simultaneously, and thus tends to switch back and forth between
the two interpretations. Complementary properties, like the rabbit and

5What is certain is not truth and what is uncertain is not ignorance.
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Figure 2.1: Is it a duck, a rabbit, or both?

duck gestalts, are distinct yet joined together. But while we see the one,
we cannot see the other!

Because of the correspondence assumption, classical thinking tends to
confuse what things are and how we see or know them to be. Thus, ob-
servers have engaged in controversies on “what things are”, while actu-
ally disagreeing on how to model or represent these phenomena. When
we speak about a phenomenon it is hard to specify whether we refer to the
representation or to the represented, because our language does not make
such a distinction, using the verb “to be” for both. To avoid such confu-
sion I have proposed an ontological distinction between “absolute being”
and “relative being” (Gershenson, 2002b). The absolute being (abs-being)
refers to what the thing actually is, independently of the observer (similar
to Kant’s Ding-an-sich). The relative being (rel-being) refers to the proper-
ties of the thing as distinguished by an observer within a context. Since the
observer is finite and cannot gather complete information, rel-beings are
limited, whereas abs-beings have an unlimited number of features. Since
new observers can contemplate any abs-being from new contexts, there
exists an infinity of potential rel-beings for any abs-being. We can say that
the rel-being is a model, while the abs-being is the modeled. Since we are
all limited observers, it becomes clear that we can speak about reality only
with rel-beings/models.

We can illustrate this abstract notion by imagining a sphere which is

black on one hemisphere and white on the other, as depicted in Figure 2.2.

Suppose we can observe the sphere only from one perspective. For some,

the sphere will (rel)be white, for others it will (rel)be black, for others it will
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Figure 2.2: The same black-and-white sphere seen from three different an-
gles.

(rel)be half black and half white, and so on. How can we decide which color

the sphere (abs)is? Taking an average does not suffice, since it could be

the case that more than ninety percent of people see the sphere white, and

we would conclude that it is mostly white, while it actually (abs)is half white

and half black. The best we can do is to indicate the perspective (context)

for which the sphere (rel)is of a particular color. With real systems, we
will never reach their abs-being, because there are always more properties
(dimensions) than we can be aware of. This task would be like determining

the color of an infinite-dimensional sphere when you can only see one

two-dimensional projection at a time.

With simple systems such as the 3-dimensional sphere, the number of
rel-beings is limited. However, complex systems have so many types of
components and interactions that observers can have rel-beings that are
so different that it may appear impossible to recognize them as aspects of
the same thing. For example, people in cognitive science have debated

on the “true” nature of cognition (symbolic, behavioral, neural...), when ac-

tually there are many different aspects of cognition that can be studied

using different paradigms (Gershenson, 2004a). In another example, or-

ganizations have been described using metaphors such as an organism, a

machine, a brain, a community, a market, and a political power game; and

models such as a hierarchy, a network, and a linear input-output system.

For a classically thinking executive, this constant shift in models and con-

comitant management styles is bewildering, as it seems that only one (or

none) of these approaches can be correct. Yet, an organization has both

mechanistic and organic aspects, is simultaneously a cooperative commu-
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nity and a competitive arena, a rule-bound system and an open, creative

environment, a hierarchy and a network.
There is no absolute, “best” model, as different rel-beings are appropri-

ate for different contexts, and different purposes (Beer, 1966; Heylighen,
1990b). With a classical way of thinking, we can spend all our efforts in
trying to decide what is the system. Complex thinking, on the other hand,
allows us to contemplate different representations at the same time (e.g.,

by proposing a metarepresentation (Heylighen, 1990b)), in order to have
a less-incomplete understanding of the system. To tackle concrete prob-
lems, we can then choose the representation that is most appropriate for
that specific context, being well aware that a different problem may re-
quire a radical shift in representation. For example, if we are interested in

the reasoning aspects of cognition, it might be appropriate to model it as a

knowledge-based system. But if we are interested in the adaptive aspects

of cognition, then a behavior-based system might be more appropriate. Or,

when tackling internal conflicts it may be useful to see a firm as a network

of interdependent communities; when optimizing production, as a matter-

and information-processing mechanism.
Note that, even when we will not find “absolutely true” models, expe-

rience will give us a pragmatic feedback for deciding which ones are more
useful for a specific context, i.e. we are not claiming that models are entirely
subjective.

2.5 Nonlinearity and Chaos

“Invention, it must be humbly admitted, does not consist in creating out of void,
but out of chaos” —Mary Shelley

According to classical thinking, distinctions are invariant not only over
observers, but over time. The principle of determinist causality can be for-
mulated as “equal causes have equal effects”, or equivalently as “effects
co-vary with their causes”. This is nothing more than a statement that the
distinctions between causes or initial states must necessarily carry through
to their effects, and vice-versa. While we may hold this principle to be true
at the level of absolute being, i.e., the complete things-in-themselves, it is
in general not true at the level of relative being, i.e. the coarse, finite dis-
tinctions made by an observer. In other words, determinism does not in
itself imply predictability. This can be inferred most directly from the ex-
istence of (deterministic) chaos, which follows from the nonlinearity that
characterizes complex systems.
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A system is linear if effects (outputs) are proportional to their causes
(inputs). For example, if you put twice as much ore in your furnaces, the

plant will produce roughly twice as much steel. This can be understood
through the principle of conservation of energy and matter: the amount
that comes out depends directly on the amount you put in (though there
will of course be a few losses here and there). But what happens if (part of)
the output is redirected and added back to the input? In principle, the next
output will be larger, since it uses both the input and the previous output,
and therefore no longer proportional to the input alone. The next output
will be even larger, as it uses not only the new input but the two previous
outputs. For example, a firm can reinvest some of the money it gets for

its products to increase production. Increasing production brings in more

money and thus further increases production, leading to an exponential

growth in output.

Thus, nonlinearity can be understood as the effect of a causal loop,
where effects or outputs are fed back into the causes or inputs of the pro-
cess. Complex systems are characterized by networks of such causal loops.
In a complex, the interdependencies are such that a component A will af-
fect a component B, but B will in general also affect A, directly or indirectly.
A single feedback loop can be positive or negative. A positive feedback
will amplify any variation in A, making it grow exponentially. The result
is that the tiniest, microscopic difference between initial states can grow
into macroscopically observable distinctions.

This is called sensitive dependence on initial conditions, and is a defin-
ing feature of chaos. Because the initial difference is too small to perceive,
the principle of causality cannot help us in predicting the final outcome.
A well-known example of such a difficult-to-predict, chaotic system is the

weather, as the fluttering of a butterfly in Brazil can grow into a hurricane

devastating Texas. The observation that small causes can have large effects
is obvious in social systems as well. For example, during a tense negotia-

tion the tiniest hint of a smile on the lips of a CEO may create the impres-

sion with the other party that he should not to be trusted, thus leading them

to harden their stance, and finally reject a billion-dollar merger operation.
Such a system in a sense creates distinctions, as an indistinguishably small
difference in initial states leads to macroscopically distinct outcomes.

The inverse of the amplifying effect of positive feedback is the damp-
ening effect of negative feedback. Here any variation is counteracted or
resisted, bringing the system back to its equilibrium state. As a result
large causes (variations) may have little or no effect. For example, an en-

trenched culture in an organization can be very difficult to change, as new

measures are actively or passively resisted, ignored or deflected. Such a
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system destroys distinctions, as distinct causes lead to the same outcome.
Complex systems will typically exhibit a tangle of interconnected posi-

tive and negative feedback loops, where the effects of any change in a com-
ponent cascade through an increasing number of connected components,
in part feeding back, positively and/or negatively, into the initial compo-
nent. If there is a variable time delay between these effects, it becomes in
principle impossible to make predictions, because we do not know who
will affect who first and thus whether an effect will be dampened before
it has had the chance to get amplified or not (Gershenson, Broekaert, and
Aerts, 2003). An example can be found in the stock exchange where stocks

are bought and sold depending on their price, while the price is deter-

mined by how much is bought and sold. This intrinsic feedback loop has

both negative and positive aspects. The law of supply and demand im-

plies a negative feedback, since an increase in price normally reduces the

demand, and this - after a variable delay - will reduce the price again. How-

ever, the parallel mechanism of speculation entails a positive feedback, as

an increasing price makes buyers anticipate an even higher price in the

future, thus enticing them to buy more of the stock now. The interaction

between both nonlinear effects produces the chaotic movement of stock

prices that are common in markets.
In the simpler situation where the delays are known (or can be ne-

glected), it is sometimes possible to get at least a qualitative estimate of
what can happen by identifying the signs (positive or negative) and the
strengths of the different feedback loops in the network of influences. This
method, which is often used to build computer simulations, is developed
in the discipline of system dynamics (Sterman, 2000).

2.6 Adapting to Complexity

“Tendencies tend to change...”

Given the intrinsic unpredictability of complex systems, how can we
design, build or generally deal with them? First we have to accept that
we will never be able to control or predict their behavior completely.
It is only natural that there will be surprises, errors and problems, as
there have always been. However, we can always try to cope with
unexpected events by adapting our actions to the new situation (Holland,
1975, 1995); if necessary, reconfiguring the system without destroying it.
Different principles and methods for adaptation have been investigated
in cybernetics (Heylighen and Joslyn, 2001), artificial intelligence (Russell
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and Norvig, 1995), neural networks (Rumelhart et al., 1986), multi-agent
systems (Wooldridge, 2002; Schweitzer, 2003), genetic algorithms
(Mitchell, 1996), chaos control (Chen and Yu, 2003), and many other
disciplines. Research is going on still, trying to design and build systems
that are even more adaptive.

To adapt to any change, whether anticipated or not, it suffices to com-
pensate for any perceived deviation of the actual situation from the de-
sired course. This is the basic method of feedback control: correcting
errors after the fact (Heylighen and Joslyn, 2001). If the reaction comes
quickly enough, before the problem has had the chance to grow, feedback-
based regulation can be extremely effective. The core innovation that en-
gendered the field of cybernetics was the observation that it does not mat-
ter how complicated the system of factors and interactions that affect a
variable that we wish to keep under control: as long as we have some
means of counteracting the deviation, the underlying causality is irrele-
vant (Kelly, 1994). For example, it does not matter which complicated com-

bination of social, political or technological changes causes an economy

to overheat: in general, the central bank can regulate the rate of growth by

increasing its interest rates.
Feedback control, however, still requires that we have a sufficiently

broad repertoire of counteractions at our disposal (requisite variety), and
that we know which action to execute in which circumstances (requisite
knowledge) (Heylighen and Joslyn, 2001). The cybernetic law of requisite
variety (Ashby, 1956) notes that the greater the variety of perturbations that
the system may be subjected to, the larger the variety of actions it needs to
remain in control. For example, the social brain hypothesis (Dunbar, 2003)

states that the evolution of the complex human brain was promoted by the

increasing complexity of its social environment. In other words, a complex

(variable) brain is required to cope with a complex (variable) environment.
However, in order to react quickly and appropriately, it is good to have

at least an expectation of what may happen and which reaction would be
appropriate, i.e. to anticipate (Rosen, 1985). Expectations are subjective
probabilities that we learn from experience: the more often circumstance
B appears after circumstance A, or the more successful action B is in solv-
ing problem A, the stronger the association A → B becomes. The next time
we encounter A (or a circumstance similar to A), we will be prepared, and
more likely to react adequately. The simple ordering of options according
to the probability that they would be relevant immensely decreases the
complexity of decision-making (Kaelbling et al., 1996; Heylighen, 1994),
since we would only need to pay attention to the most relevant circum-
stances. Thus, we do not need deterministic models or predictions: hav-
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ing realistic default expectations with the possibility to correct for errors or
exceptions after they have appeared works pretty well in practice. More-
over, we can tackle as yet unencountered combinations of circumstances
by aggregating the recommendations made by different learned associa-
tions in proportion to their strength, e.g. using the method of spreading

activation (Heylighen, 1999).
That is how our brains deal everyday with other complex systems: col-

leagues, children, pets, computers, etc. However, much to our dismay
and frustration, most designed systems still lack this characteristic. For

example, computers programmed according to rigid rules cannot recover

on their own when something goes wrong (Heylighen and Gershenson,

2003).
To be able to adapt and anticipate, a system should also be robust (von

Neumann, 1956; Jen, 2005). If a system is fragile, it will “break” (Ashby,
1947a) before it is able to counteract a perturbation. Thus, we can say that
a system is robust if it continues to function in the face of perturbations

(Wagner, 2005). This can be achieved with modularity (Simon, 1996; Wat-
son, 2002), degeneracy (Fernández and Solé, 2004), distributed robustness
(Wagner, 2004), or redundancy (Gershenson, Kauffman, and Shmulevich,
2006).

Complex systems will combine adaptation, anticipation, and robust-
ness to cope with their unpredictable environment. In the remaining
chapters we will see how we can—as engineers—use self-organization to
achieve this.

2.7 Conclusions

“Life is a constant adaptation”

We still do not understand complexity very well, and there is much
to be done and explored in this direction. Our culture now is immersed
and surrounded by complexity. But facing this complexity forces us to
change our ways of thinking (Heylighen, 1991). This chapter argued how
classical thinking, with its emphasis on analysis, predictability and ob-
jectivity, breaks down when confronted with complex systems. The core
problem is that classical philosophy assumes invariant, conserved distinc-
tions, whereas complex systems are entangled in such a way that their
components and properties can no longer be separated or distinguished
absolutely. Moreover, because of the inherent nonlinearity of the system,
they tend to change in a chaotic, unpredictable way. At best, we can make
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context-dependent distinctions and use them to build a partial model, use-
ful for a particular purpose. But such model will never be able to capture
all essential properties of the system, and a novel context will in general
require a different model.

This chapter did not so much propose specific tools and techniques for
dealing with complex systems, as this would require a much more exten-
sive discussion. Moreover, introductions to and reviews of existing con-
cepts are available elsewhere, e.g. Kelly (1994); Heylighen (1997, 2003b);
Battram (2002). Instead we have brought forth a number of ideas that al-
low us to better understand and speak about complex systems that will
be necessary in the following chapters. First, we must be aware that real
complex systems are not completely predictable, even if we know how
they function. We should be prepared to deal with the unexpected events
that complexity most certainly will bring forth, by as quickly as possible
correcting any deviation from our planned course of action. To achieve
this kind of error-based regulation we should not try to predict or deter-
mine the behavior of a complex system, but to expect the most probable
possibilities. This will make it easier for us to adapt when things go off-
course. Because then we are ready to expect the unexpected.

In the next chapter, we discuss the concept of self-organization, which
will be useful for designing and controlling complex systems able to cope
with an unpredictable environment.



CHAPTER 3

SELF-ORGANIZATION

This chapter1 presents a philosophical exploration of the conditions under which
we can model a system as self-organizing. These involve the dynamics of entropy
and the purpose, aspects, and description level chosen by an observer. We show
how, changing the level or “graining” of description, the same system can appear
self-organizing or self-disorganizing. We discuss ontological issues we face when
studying self-organizing systems, and defend that self-organization is a way of
observing systems, not an absolute class of systems. Aside from the philosophical
debate, we present a practical notion of self-organization that will be useful in the
next chapters for engineering self-organizing systems.

1Based on Gershenson and Heylighen (2003); Gershenson (2006a).
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3.1 Introduction

“It is as though a puzzle could be put together simply by shaking its pieces.”
—Christian De Duve, Life Evolving, p. 22.

The term self-organization has been used in different areas with differ-
ent meanings, as in cybernetics (von Foerster, 1960; Ashby, 1962; Hey-
lighen and Joslyn, 2001), thermodynamics (Nicolis and Prigogine, 1977),
biology (Camazine et al., 2003; Feltz et al., 2006), mathematics (Lendaris,
1964), computer science (Heylighen and Gershenson, 2003; Mamei et al.,
2006; Kohonen, 2000), complexity (Schweitzer, 1997), information theory
(Shalizi, 2001), evolution of language (de Boer, 1999; Steels, 2003), syn-
ergetics (Haken, 1981), and others (Skår and Coveney, 2003) (for a gen-
eral overview, see (Heylighen, 2003b)). Many people use the term “self-
organization”, but it has no generally accepted meaning, as the abundance
of definitions suggests. Also, proposing such a definition faces the philo-
sophical problem of defining “self”, the cybernetic problem of defining
“system”, and the universal problem of defining “organization”. We will
not attempt to propose yet another definition of self-organizing systems.
Nevertheless, in order to try to understand these systems better, we will
explore the following question: which are the conditions necessary to call
a system “self-organizing”? We do so by combining insights from different
contexts where self-organizing systems have been studied.

In the following section we explore the role of dynamics in
self-organizing systems. We provide examples of systems that are
self-organizing at one level but not at another one. In Section 3.3 we note
the relevance of the observer for perceiving self-organization. We discuss
some deeper conceptual problems for understanding self-organizing
systems in Section 3.4. In Section 3.5 we present a practical notion to
describe self-organizing systems that will be useful in the remainder of
the book.

3.2 The Representation-Dependent Dynamics

of Entropy

A property frequently used to characterize self-organization is an increase
of order which is not imposed by an external agent (not excluding en-
vironmental interactions) (Heylighen, 2003b). The most common way to
formalize the intuitive notion of “order” is to identify it with the negative
of entropy. The second law of thermodynamics states that in an isolated
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system, entropy can only increase, not decrease. Such systems evolve to
their state of maximum entropy, or thermodynamic equilibrium. There-
fore, physical self-organizing systems cannot be isolated: they require a
constant input of matter or energy with low entropy, getting rid of the
internally generated entropy through the output of heat (“dissipation”).
This allows them to produce “dissipative structures” which maintain far
from thermodynamic equilibrium (Nicolis and Prigogine, 1977). Life is a

clear example of order far from thermodynamic equilibrium.
However, the thermodynamical concept of entropy as the dissipation

of heat is not very useful if we want to understand information-based sys-
tems2. For that, we need the more general concept of statistical entropy (H)
which is applicable to any system for which a state space can be defined.
It expresses the degree of uncertainty we have about the state s of the
system, in terms of the probability distribution P (s).

H(P ) = −
∑

s∈S

P (s) log P (s) (3.1)

In this formulation, the second law of thermodynamics can be
expressed as “every system tends to its most probable state” (Beer, 1966).
This is in a sense a tautological law of nature, since the probabilities of the
states are determined by us according to the tendencies of systems. At a
molecular level, the most probable state of an isolated system is that of
maximum entropy or thermodynamic equilibrium, where the molecules
are distributed homogeneously, erasing any structure or differentiation.
But does this apply as well to open complex systems embedded in
dynamic environments?

We have to be aware that probabilities are relative to a level of obser-
vation, and that what is most probable at one level is not necessarily so at
another. Moreover, a state is defined by an observer, being the conjunction
of the values for all the variables or attributes that the observer consid-
ers relevant for the phenomenon being modeled. Therefore, we can have
different degrees of order or “entropies” for different models or levels of
observation of the same entity.

Let us illustrate this with the following, very simple example. Con-

sider a system with four possible “microstates”, a1, a2, b1, and b2, at the

lowest, most detailed level of description. At the higher, more abstract

level of description, we aggregate the microstates two by two, defining two

macrostates: A = {a1, a2} and B = {b1, b2}. This means that the system is

2Among other reasons—unlike matter and energy—information is not a conserved
quantity, i.e. it can be created or destroyed
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in macrostate A if it is either in microstate a1 or in microstate a2. The prob-

abilities of the macrostates are simply the sum of the probabilities of their

sub-states. Let us suppose that we start from an initial probability distribu-

tion P1 so that P (a1) = P (b1) = 0.1 and P (a2) = P (b2) = 0.4. This implies

P (A) = P (B) = 0.5. We can calculate the statistical entropy H(P ) using

Equation 3.1, obtaining Hl(P ) ≈ 1.72 at the lower level, and Hh(P ) = 1 at

the higher level.

Now consider a second distribution P2, P (a1) = P (a2) = 0.2 while

P (b1) = P (b2) = 0.3. Therefore, P (A) = 0.4 and P (B) = 0.6. Now we have

Hl(P ) ≈ 1.97 at the lower and Hh(P ) ≈ 0.97 at the higher level. Subtract-

ing the initial H from the second, we have ∆Hl = Hl(P2) − Hl(P1) ≈ 0.24
at a lower level and ∆Hh = Hh(P2) − Hh(P1) ≈ −0.029 at the higher

level. We have a change of distribution where entropy is decreased at the

higher level (“self-organization”), and increased at the lower level (“self-

disorganization”). To get the inverse change, we can just assume the final

states to be the initial ones and vice versa. We would then have self-

organization at the lower level and self-disorganization at the higher level.

This can be represented graphically in Figure 3.1, where tones of gray

represent the probabilities of the states (darker color = lower value). The

macrostates provide a coarse-grained (Hobbs, 1985) representation of the

system, while the microstates provide a fine-grained one. We can visual-

ize entropy as homogeneity of colors/probabilities. At the lower level, the

distribution becomes more homogeneous, and entropy increases. At the

higher level, the distribution becomes more differentiated.

Entropy not only depends on higher or lower levels of abstraction, but
also on how we set the boundaries between states. Let us define alterna-

tive macrostates: A′, which has a1 and b1 as sub-states, and B′, with a2

and b2 as sub-states. Using the same values as above for the probabili-

ties, we see that for the alternative macrostates the initial Hh′(P ) ≈ 0.72
and the final Hh′(P ) = 1. So we have that ∆Hh′ ≈ 0.27, which means

that the statistical entropy increases in this macrorepresentation, while it

decreases in the previous one. The system appears to be self-organizing

or disorganizing, depending not only on the level at which we observe it,

but also on how we do the “coarse-graining” of the system, that is to say,

which variables we select to define the states.

The variables defined by the values (A, B), respectively (A′, B′), repre-
sent two aspects of the same system, where the observer has focused on
different, independent properties. For example, a particle’s state includes

both its position in space and its momentum or velocity. A subsystem is
defined as a physical part of a system, limited to some of its components.
Similarly, an aspect system can be defined as a functional part of a system,
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Figure 3.1: Entropy, seen as homogeneity, increases at lower level, while
it might increase or decrease at the higher level, depending on how we
divide the states.

limited to some of its properties or aspects (Ten Haaf et al., 2002, Ch. 3).

Let us illustrate this with swarming behavior. Groups of agents can

be seen as subsystems of the swarm. The positions of all agents define

one aspect system, while their velocities define another aspect system.

Assume we start with non-moving agents scattered all over the simulated

space. The position aspect is characterized by maximum entropy (agents

can be anywhere in space), while the velocity aspect has minimum en-

tropy (all have the same zero velocity). According to typical swarming

rules, the agents will start to move with varying speeds towards the center

of the swarm while mutually adjusting their velocities so as not to bump

into each other. This means that their states become more concentrated

in position space, but more diffuse in velocity space, until they converge

to a stable configuration. In other words, while the swarm is in a transition

phase, entropy decreases for the positions, while increasing for the veloc-

ities. Depending on the aspect we consider, the swarm self-organizes or

self-disorganizes!

This example may appear too specific to support our argument. Let
us therefore show that dynamical processes in general exhibit this kind
of aspect-dependent or level-dependent behavior, either increasing or de-
creasing entropy. A dynamical system, where every state is mapped de-
terministically onto a single next state, can be seen as special case of a
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Markov process, where a state si is mapped stochastically onto any num-
ber of other states sj with a fixed transition probability P (si → sj). To turn
a deterministic dynamics into a stochastic one, it suffices to apply coarse-
graining, aggregating a number of microstates into a single macrostate.
Transitions from this macrostate can now go to any other macrostate that
includes one of the microstates that were the initial destinations of its mi-
crostates.

It can be proved that the statistical entropy of a distribution cannot de-
crease if and only if the Markov process that describes the mapping from
initial to final distribution is doubly stochastic (Koopman, 1978). This means
that for the matrix of transition probabilities between states, the sum over
a row and the sum over a column must be one. The sum over a row (prob-
ability of a given state ending in any state of the state space) is necessarily
one, by definition of probability. However, the sum over a column is not a
probability but can be seen as a measure of the “attractiveness” or “fitness”
F of a state si:

F (si) =
∑

j

P (sj → si) (3.2)

High fitness (F > 1) of a state s means that on average more tran-
sitions enter s than leave s (the sum of all transition probabilities leav-
ing s can never be >1). Thus, while the process runs, high fitness states
become more probable, and low fitness states less probable, increasing
their differentiation, as would be expected from a process undergoing self-
organization.

A doubly stochastic process is defined by the requirement that F (si) =
1,∀si. This corresponds to the entropy increasing processes studied in tra-
ditional thermodynamics. In a more general process, probability even-
tually concentrates in the high fitness states, decreasing overall entropy
if the initial distribution is more homogeneous, increasing it if it is more
“peaked”. Therefore, a necessary and sufficient condition for a Markov
process to allow self-organization is that it has a non-trivial fitness func-
tion, i.e. there exist states such that F (s) 6= 1. The sum of all probabili-
ties must be 1. Therefore, if ∃F (s) > 1 ⇔ ∃F (s′) < 1. This condition is
equivalent to saying that the dynamics has a differential “preference” for
certain states s over other states s′. Any dynamics that allows attractors
has such an inbuilt preference for attractor states over basin states (Hey-
lighen, 2003b). This is the most general case, and the one typically found
in complex systems.

For any initial and final distribution of probabilities, such as the ones
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in the examples we discussed, it is possible to determine a matrix of tran-
sition probabilities that maps the one onto the other. This matrix will in
general not be doubly stochastic, and therefore allow self-organization as
well as disorganization. Therefore, the same system, described in differ-
ent aspects or levels of abstraction can be modeled as self-organizing in
the one case, as self-disorganizing in another. Thus, it will depend par-
tially on the observer, who decides on the granularity and aspects of the
system to be observed, whether a system will be called self-organizing or
not.

3.3 The Role of the Observer

“The question is not whether something is wrong with subjectivity. We are
embedded in it, so we can only deal with it, or be blind and attempt to ignore it”

We have to be aware that even in mathematical and physical models of
self-organizing systems, it is the observer who ascribes properties, aspects,
states, and probabilities; and therefore entropy or order to the system. But
organization is more than low entropy: it is structure that has a function
or purpose (Heylighen and Gershenson, 2003). Stafford Beer (1966) noted
a subtle but very important issue: what under some circumstances can
be seen as organization, under others can be seen as disorder, depending
on the purpose of the system. He illustrates this idea with the following
example: When ice cream is taken from a freezer, and put at room tem-

perature, we can say that the ice cream disorganizes, since it loses its

purpose of having an icy consistency. But from a physical point of view, it

becomes more ordered by achieving equilibrium with the room, as it had

done with the freezer.3 Again, the purpose of the system is not an objective
property of the system, but something set by an observer.

W. Ross Ashby noted decades ago the importance of the role of the
observer in relation to self-organizing systems:

“A substantial part of the theory of organization will be con-
cerned with properties that are not intrinsic to the thing but are
relational between observer and thing” (Ashby, 1962, p. 258, em-
phasis in original).

Certainly there should be a correlate in the world to the observations.
By generalizing the second law of thermodynamics, we can see that the

3Thermodynamic entropy can be seen as order or disorder in different situations (e.g.
(Beer, 1966; Nicolis and Prigogine, 1977).
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system through time will reach a more “probable” or “stable” configu-
ration. We can say that it will reach an equilibrium or attractor4. The
observer then needs to focus his/her viewpoint, in order to set the pur-
pose of the system so that we can see the attractor as an “organized” state
and to see it at the right level and aspect, and then self-organization will
be observed. We can see that this is much more common than what in-
tuition tells us. Not only lasers, magnets, Bénard rolls, ant colonies, or

economies can be said to be self-organizing. Even an ideal gas can be
said to be self-organizing, if we say (contrary to thermodynamics) that the
equilibrium state where the gas homogeneously fills its container, is “or-
dered” (Beer, 1966; Nicolis and Prigogine, 1977). Most dynamical systems
can be said to be self-organizing (Ashby, 1962). Self-organization is a way
of modeling systems, not a class of systems. This does not mean that there
is no self-organization independently of the observer, but rather that self-
organization is everywhere.

Of course, not all systems are usefully described as self-organizing.
Most natural systems can be easily fit into the class “self-organizing”,
unlike the simple mechanisms we find in physics textbooks. Most
artificial systems are hard to see as self-organizing. Many are not
dynamic, others involve only one element, and most of the rest follow
sequences of rules that can be easily understood. Therefore there is
no need to explain their functioning with the problematic concept of
“self-organization”.

We have said that any dynamical system, if observed “properly”, can
be seen as self-organizing. But if we set a different purpose or description
level, then almost any dynamical system can be called self-disorganizing,
i.e. if we decide to call the attractors of a system “disorganized”. An

economy will not be seen as self-organizing if we look only at a short

timescale, or if we look at the scale of only one small business. An ant

colony will not be self-organizing if we describe only the global behavior

of the colony (e.g. as an element of an ecosystem), or if we only list the

behaviors of individual ants. We have to remember that the description of
self-organization is partially, but strongly, dependent on the observer.

3.4 Ontological Issues

“Objects do not depend on the concepts we have of them”

4 In some chaotic systems, this can take practically infinite time. But as systems ap-
proach an attractor, we can say that they follow this principle. Also, the state space must
be finite.
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One of the most common problems when discussing self-organizing
systems is the meaning of emergence. Self-organizing systems typically
have higher level properties that cannot be observed at the level of the
elements, and that can be seen as a product of their interactions (more
than the sum of the parts). Some people call these properties emergent.
The problem we face is ontological. According to classical thought, there
is only one “true” description of reality. In this case, a system cannot be
at the same time a set of elements and a whole with emergent properties.
But by introducing the ontological distinction between “absolute being”
and “relative being” (Gershenson, 2002b)(discussed in Section 2.4), we can
clarify the issue.

We can observe any abs-being from an infinity of perspectives and de-
scribe an infinity of potential properties or aspects. Nevertheless, most
rel-beings and contexts are similar, since they are inspired by the same abs-
being seen by similar observers from a similar point of view. This enables
us to share knowledge, but it is because of the different nuances in the
different rel-beings and contexts that we fail to agree in every situation.

We can then say that the observation of a system at different abstraction
levels or in different aspects is merely a difference in the perspective, and
therefore the system rel-is different (only for the observers). But the system
abs-is the same thing itself, independently of how we describe it. We can

observe a cell as rel-being a bunch of molecules or as rel-being a living
structure. But it abs-is both and even more. Rel-beings can be seen as
different models or metaphors for describing the same thing. A change
in the metaphor does not change the thing. If we define emergence as
a process that requires a change of the model (Rosen, 1985) in order to
better understand and predict the system (Shalizi, 2001), then it becomes
clear that there is no magic. Any dynamical system abs-is self-organizing
and self-disorganizing at the same time, in the sense that it can potentially
rel-be both.

Another confusion may arise when people describe systems as the
lower level causing change in the emergent properties of the same system.
Vice versa, downward causation is the idea that higher level properties
constrain or control components at the lower level (Campbell, 1974).
Speaking about causality between abstraction levels is not accurate
(Gershenson, 2002b), because actually they abs-are the same thing. What
we could say is that when we observe certain conditions in the lower
level, we can expect to observe certain properties at a higher level, and
vice versa. There is correlation, but not actual causation.

This leads us to what is probably the most fundamental problem. If we
can describe a system using different levels, aspects, or representations,
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which is the one we should choose? As Prem (1993) suggests, the level
should be the one where the prediction of the behavior of the system is
easiest; in other words, where we need least information to make predic-
tions5 (Shalizi, 2001). Certainly, this will also depend on which aspects of
a system we are interested in predicting. We can speculate that this pre-
diction is possible because of regularities in the system at that particular
level, and that this is what leads people to try to describe how the simple
properties cause the not so simple ones, either upward or downward.

We should note that neither objective nor subjective descriptions alone
are sufficient to describe self-organizing systems. This is because self-
organization is described by an observer embedded within a context, but
it needs to be contrasted with an objective system. We can call this ap-
proach a contextual description (Gershenson, 2002c; Edmonds, 2001), since
the same description of an object can be accurate in some contexts and not
in others.

3.5 Self-organization: A Practical Notion

“Natural processes should be judged different from mechanical ones because they
are self-organizing” —Immanuel Kant

In the previous sections we saw that it is problematic to give a precise
definition of a self-organizing system, since any dynamical system can be
said to be self-organizing or not, depending partly on the observer (Ger-
shenson and Heylighen, 2003; Ashby, 1962): If we decide to call a “pre-
ferred” state or set of states (i.e. attractor) of a system “organized”, then
the dynamics will lead to a self-organization of the system. We face similar
circumstances with the definitions of cognition (Gershenson, 2004a), intel-
ligence (Gershenson, 2001), life (Krakauer and Zanotto, 2006), and com-
plexity (Gershenson, 2002b): there is no sharp boundary to distinguish
systems that belong to the category and those which do not and they are
partially determined by the observer describing the system and its pur-
pose.

However, it is not necessary to enter into a philosophical debate on
the theoretical aspects of self-organization to work with it, so a practical
notion will suffice for the purposes of this book:

Notion 3.5.1 A system described as self-organizing is one in which ele-

ments interact in order to achieve dynamically a global function or behav-

ior. (Gershenson, 2006a)

5 This argument could be also followed to decide which “graining” to choose.
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This function or behavior is not imposed by one single or a few ele-
ments, nor determined hierarchically. It is achieved autonomously as the
elements interact with one another. These interactions produce feedbacks
that regulate the system. All the examples of complex systems mentioned
in Chapter 2 fulfill this notion of self-organization. More precisely, instead
of searching for the necessary conditions for a self-organizing system—
since any system can fulfill the most general conditions—the question
can be formulated as follows: when is it useful to describe a system as self-
organizing? This will be when the system or environment is very dynamic
and/or unpredictable. If we want the system to solve a problem, it is use-
ful to describe a complex system as self-organizing when the “solution” is
not known beforehand and/or is changing constantly. Then, the solution
is dynamically striven for by the elements of the system. In this way, sys-
tems can adapt quickly to unforeseen changes as elements interact locally.
In theory, a centralized approach could also solve the problem, but in prac-
tice such an approach may require too much time to compute the solution
and would not be able to keep the pace with the unpredictable changes in
the system and its environment. This would occur when the system or
its environment changes in less time than the one required to calculate a
solution. For example, if it takes one week with a supercomputer to cal-

culate the solution of a problem, and this problem changes once a year,

a centralized approach can suffice. But if the problem changes every day,

by the time a solution is found, i.e. after one week, this might not be the

best one for the actual problem.

3.5.1 Artificial self-organizing systems

In engineering, a self-organizing system would be one in which elements

are designed to dynamically and autonomously solve a problem or perform

a function at the system level. In other words, the engineer will not build
a system to perform a function explicitly, but elements will be engineered
in such a way that their behaviour and interactions will lead to the sys-
tem function. Thus, the elements need to divide, but also to integrate, the
problem. This description will be useful when the function of the system is
not easily reducible to the function of its elements. For example, the parts

of a car are designed to perform a function at the system level: to drive.

However, the parts of a (normal) car do not change their behavior in time,

so it might be redundant to call a car self-organizing. On the other hand,
a swarm of robots (Dorigo et al., 2004) will be conveniently described as

self-organizing, since each element of the swarm can change its behavior
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depending on the current situation. It should be noted that all engineered
self-organizing systems are to a certain degree autonomous, since at least a
part of their actual behavior will not be determined by a designer.

Certainly self-organization is not the only approach for designing and
controlling systems, and in many cases it is not appropriate. But it can
be very useful in complex systems where the observer cannot a priori con-
ceive of all possible configurations, purposes, or problems that the system
may be confronted with. Examples of these are organizations (corpora-

tions, governments, communities), traffic control, proteomics, distributed

robotics, allocation of ecologic resources, self-assembling nanotubes, and

complex software systems (Heylighen and Gershenson, 2003), such as

the Internet.

3.5.2 Levels of abstraction

In order to understand self-organizing systems, two or more levels of ab-
straction (Gershenson, 2002b) should be considered: elements (lower level)
organize in a system (higher level), which can in turn organize with other
systems to form a larger system (even higher level). The understanding
of the system’s behavior will come from the relations observed between
the descriptions at different levels. Note that the levels, and therefore also
the terminology, can change according to the interests of the observer. For

example, in some circumstances, it might be useful to refer to cells as

elements (e.g. bacterial colonies); in others, as systems (e.g. genetic reg-

ulation); and in others still, as systems coordinating with other systems

(e.g. morphogenesis).

3.5.3 Coping with the unknown

As we saw in Section 2.6, a complex system can cope with an unpre-
dictable environment autonomously using different but closely related ap-
proaches:

• Adaptation (learning, evolution) (Holland, 1995). The system
changes to cope with the change.

• Anticipation (cognition) (Rosen, 1985). The system predicts a
change to cope with, and adjusts accordingly. This is a special case
of adaptation, where the system does not require to experience a
situation before responding to it.
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• Robustness (von Neumann, 1956; Jen, 2005). A system is robust
if it continues to function in the face of perturbations (Wagner,
2005). This can be achieved with modularity (Simon, 1996;
Watson, 2002), degeneracy (Fernández and Solé, 2004), distributed
robustness (Wagner, 2004), or redundancy (Gershenson, Kauffman,
and Shmulevich, 2006). Modules can be useful to prevent the
propagation of damage in a system. Degeneracy is the ability
of elements that are structurally different to perform the same
function. Distributed robustness occurs when the function of the
system is performed by different components, so that they can
compensate effects of perturbations. Redundancy is given when
there are several copies of a type of element, so that if one fails,
others can take its role.

Successful self-organizing systems will use combinations of these
approaches to maintain their integrity in a changing and unexpected
environment. Adaptation will enable the system to modify itself to “fit”
better within the environment. Robustness will allow the system to
withstand perturbations without losing its function or purpose, and thus
giving it the possibility to adapt. Anticipation will prepare the system
for changes before these occur, adapting the system without it being
perturbed. Adaptation and anticipation are active, in the sense that they
produce changes in the system. This is not achieved by robustness, which
is rather passive. Using the cybernetics terminology (Heylighen and
Joslyn, 2001), adaptation is analogous to feedback control, anticipation
to feedforward control, and robustness to buffering. We can see that all
of them should be taken into account while engineering self-organizing
systems.

3.6 Conclusions

This chapter showed that self-organizing systems, rather than a type of
systems, are a perspective for studying, understanding, designing, control-
ling, and building systems. This perspective has advantages and disad-
vantages, and there are systems that benefit from this approach, and oth-
ers for which it is redundant. But even in the general case when the sys-
tems dynamics allows self-organization in the sense of entropy decrease,
a crucial factor is the observer, who has to describe the process at an appro-
priate level(s) and aspects, and to define the purpose of the system. All these
“make” the system to be self-organizing. In that sense, self-organization
can be everywhere: it just needs to be observed.
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Independently of the philosophical discussion, a practical notion of
self-organization was introduced, a perspective which will be used in the
rest of the book to design systems able to cope with an unpredictable en-
vironment.



CHAPTER 4

A GENERAL METHODOLOGY

This chapter1 presents a conceptual framework for speaking about self-organizing
systems. The aim is to provide a methodology useful for designing and controlling
systems developed to solve complex problems. Starting from the agent metaphor,
a novel conceptual framework is presented. This provides formal ways of speaking
about “satisfaction” of elements and systems. The main premise of the method-
ology claims that reducing the “friction” of interactions between elements of a
system will result in a higher “satisfaction” of the system, i.e. better performance.
Different ways in which this can be achieved are discussed.

1Based on Gershenson (2006a).
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4.1 Introduction

“Expect the unexpected”

Over the last half a century, much research in different areas has
employed self-organizing systems to solve complex problems, e.g. Ashby
(1956); Beer (1966); Bonabeau et al. (1999); Di Marzo Serugendo et al.
(2004); Zambonelli and Rana (2005). Recently, particular methodologies
using the concepts of self-organization have been proposed in different
areas, such as software engineering (Wooldridge et al., 2000; Zambonelli
et al., 2003), electrical engineering (Ramamoorthy et al., 1993), and
collaborative support (Jones et al., 1994). However, there is as yet no
general framework for constructing self-organizing systems. Different
vocabularies are used in different areas, and with different goals. In
this chapter, I develop a general methodology useful for designing and
controlling complex systems (Bar-Yam, 1997). The proposed methodology,
as with any methodology, does not provide ready-made solutions to
problems. Rather, it provides a conceptual framework, a language, to assist
the solution of problems. Also, many current problem solutions can
be described as proposed. I am not suggesting new solutions, but an
alternative way of thinking about them.

As an example, many standardization efforts have been advanced in

recent years, such as ontologies required for the Semantic Web (Berners-

Lee et al., 2001), or FIPA standards. I am not insinuating that standards
are not necessary. Without them, engineering would be chaos. But as
they are now, they cannot predict future requirements. They are devel-
oped with a static frame of mind. They are not adaptive. What this work
suggests is a way of introducing the expectation of change into the de-
velopment process. The intention of this is to be able to cope with the
unexpected beforehand, in problem domains where this is desired.

In the next section, concepts necessary to implement the Methodology
are introduced. The Methodology itself is presented in Section 4.3, fol-
lowed by Discussion and Conclusions.

4.2 The Conceptual Framework

“Nothing is free of its own limits”

By “conceptual framework”, I mean a set of concepts that should be
useful to describe self-organizing systems. The usefulness of the concepts
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presented in this section is shown in the case studies presented in the fol-
lowing chapters, but certainly this does not imply that the Methodology
will be useful universally.

Elements of a complex system interact with each other. The actions
of one element therefore affect other elements, directly or indirectly. For

example, an animal can kill another animal directly, or indirectly cause its

starvation by consuming its resources. These interactions can have nega-
tive, neutral, or positive effects on the system (Heylighen and Campbell,
1995).

Now, intuitively thinking, it may be that the “smoothing” of local
interactions, i.e. the minimization of “interferences” or “friction” will
lead to global improvement (Helbing and Vicsek, 1999). But is this
always the case? To answer this question, the terminology of multi-agent
systems (Maes, 1994; Wooldridge and Jennings, 1995; Wooldridge, 2002;
Schweitzer, 2003) can be used. We can say that:

Notion 4.2.1 An agent is a description of an entity that acts on its environ-

ment.

Examples of this can be a trader acting on a market, a school of fish

acting on a coral reef, or a computer acting on a network. Thus, every
element, and every system, can be seen as agents with goals and behav-
iors aiming to reach those goals. The behavior of agents can affect (posi-
tively, negatively, or neutrally) the fulfillment of the goals of other agents,
thereby establishing a relation. The satisfaction or fulfillment of the goals
of an agent can be represented using a variable σ ∈ [0, 1].2 Relating this
to the higher level, the satisfaction of a system σsys can be recursively rep-
resented as a function f : R

2n+1 → [0, 1] of the satisfaction σi of the n

elements constituting it:

σsys = f (σ1, σ2, ..., σn, w0, w1, w2, ..., wn) (4.1)

where w0 is a bias and the other weights determine the importance given
to each σi. If the system is homogeneous and the components have linear
interactions, then f will be the weighted sum of σi, wi = 1

n
∀i 6= 0, w0 = 0.

Note that this would be very similar to the activation function used in many

artificial neural networks (Rojas, 1996). For heterogeneous systems, f may
be a nonlinear function. Nevertheless, the weights wi’s are determined

2In some cases, σ could be seen as a “fitness” (Heylighen and Campbell, 1995). How-
ever, in most genetic algorithms (Mitchell, 1996) a fitness function is imposed from the
outside, whereas σ is a property of the agents, that can change with time.
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tautologically by the importance of the σi of each element to the satisfac-
tion of the system σsys. If several elements decrease σsys as they increase
their σi, we would not consider them as part of the system. It is impor-
tant to note that this is independent of the potential nonlinearity of f . An

example can be seen with the immune system. It categorizes molecules

and micro-organisms as akin or alien (Vaz and Varela, 1978). If they are

considered as alien, they are attacked. Auto-immune diseases arise when

this categorization is erroneous, and the immune system attacks vital el-

ements of the organism. On the other hand, if pathogens are considered

as part of the body, they are not attacked. Another example is provided by

cancer. Carcinogenic cells can be seen as “rebel”, and no longer part of

the body, since their goals differ from the goal of the organism. Healthy

cells are described easily as part of an organism. But when they turn car-

cinogenic, they can better be described as parasitic. The tautology is also
useful because it gives a general mathematical representation for system
satisfaction, which is independent of a particular system.

A reductionist approach would assume that maximizing the satisfac-
tion of the elements of a system would also maximize the satisfaction of
the system. However, this is not always the case, since some elements can
“take advantage” of other elements, for example in the prisoner’s dilemma

(Axelrod, 1984). Thus, we need to concentrate also on the interactions of
the elements.

If the model of a system considers more than two levels, then the σ

of higher levels will be recursively determined by the σ’s of lower levels.
However, the f ’s most probably will be very different on each level.

Certainly, an important question remains: how do we determine the
function f and the weights wi’s? To this question there is no complete an-
swer. One option would be to approximate f numerically (De Wolf et al.,
2005). An explicit f may be difficult to find, but an approximation can
be very useful. Another method consists of lesioning the system3: remov-
ing or altering elements of the system, and observing the effect on σsys.
Through analyzing the effects of different lesions, the function f can be
reconstructed and the weights wi’s obtained. If a small change ∆σi in any
σi produces a change |∆σsys| ≥ |∆σi|, the system can be said to be fragile.

What could then be done to maximize σsys? How can we relate the
σi’s and avoid conflicts between elements? This is not an obvious task,
for it implies bounding the agents’ behaviors that reduce other σi’s, while
preserving their functionality. Not only should the interference or friction

3This method has been used widely to detect functions in complex systems such as
genetic regulatory networks and nervous systems, e.g. Beer (1990).



A General Methodology 41

between elements be minimized, but the synergy (Haken, 1981; Corning,
2003) or “positive interference” should also be promoted. Dealing with
complex systems, it is not feasible to tell each element what to do or how
to do it, but their behaviors need to be constrained or modified so that
their goals will be reached, blocking the goals of other elements as little
as possible. These constraints can be called mediators (Michod, 2003; Hey-
lighen, 2003a). They can be imposed from the top down, developed from
the bottom up, be part of the environment, or be embedded as an aspect
(Ten Haaf et al., 2002, Ch. 3) of the system. Mediators are determined
by an observer, and can be internal or external to the system (depending
on where the observer sets the boundaries of the system). An example

can be found in city traffic: traffic lights, signals and rules mediate among

drivers, trying to minimize their conflicts, which result from the competition

for limited resources, i.e. space to drive through. The precise rules and

conventions may change from country to country, e.g. side of the street

to drive or behavior at intersections. Nevertheless, they are successful as

long as everybody adheres to them. Another example of a mediator can

be seen with crowd dynamics: columns near exits of crowded areas help

mediate between people and facilitate their departure, reducing the proba-

bility of accidents caused by panicking crowds (Escobar and De La Rosa,

2003). The notion of mediator can be seen as a generalization of “slaving
constraints” (Haken, 1988).

Notion 4.2.2 A mediator arbitrates among the elements of a system, to

minimize conflict, interferences and frictions; and to maximize cooperation

and synergy.

Therefore, the efficiency of the mediator can be measured directly us-
ing σsys. Individually, we can measure the “friction” φi ∈ [−1, 1] that agent
i causes in the rest of the system, relating the change in satisfaction ∆σi of
element i and the change in satisfaction of the system ∆σsys:

φi =
−∆σi − ∆σsys (n − 1)

n
. (4.2)

Friction occurs when the increase of satisfaction of one element causes
a decrease in the satisfaction of some other elements that is greater than
the increase. Decreasing friction will lead to higher σsys because that is
precisely how friction is defined in Equation 4.2, that is, as the difference
in change of satisfaction of an element proportional to the change of satis-
faction of the system. If φi > 0, it is because there was a noticeable decrease
in σsys, or a disproportional decrease in σi. If φi < 0, then most probably it
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is due to an increase of σsys, or at least a noticeable in increase in σi with a
negligible cost to the system. Note that φi = 0 does not imply an absence
of conflict, since one agent can “get” the satisfaction proportionally to the
“loss” of satisfaction of (an)other agent(s). Negative friction would imply
synergy, e.g. when ∆σi ≥ 0 while other elements also increase their σ. The
role of a mediator would be to maximize σsys by minimizing φi’s. With this
approach, friction can be seen as a type of interaction between elements. 4

Thus, the problem can be put in a different way: how can we find
/ develop / evolve efficient mediators for a given system? One answer
to this question is this Methodology. The answer will not be complete,
since we cannot have in practice precise knowledge of f for large evolving
complex systems. This is because the evolution of the system may change
its own f (Kauffman, 2000), and the relationships among different σi’s.
Therefore, predictions cannot be complete. However, the Methodology
proposes to follow steps to increase the understanding (and potentially
the control) of the system and the relations between its elements. The goal
is to identify conflicts and diminish them without creating new ones. This
will increase the σi’s and thus σsys. The precision of f is not so relevant if
this is achieved.

It should be noted that the timescale chosen for measuring ∆σi is very
important, since at short timescales the satisfaction can decrease, while on
the long run it will increase. In other words, there can be a short term “sac-
rifice” to harvest a long term “reward”. If the timescale is too small, a sys-
tem might get stuck in a “local optimum”, since all possible actions would
decrease its satisfaction on the short term. But in some cases the long term
benefit should be considered for maximization. This will also depend on
the timescale at which the problem to be solved evolves, i.e. how fast
the problem domain changes. A way of measuring the slow change of σi

would be with its integral over time for a certain interval ∆t:

∫ t+∆t

t

σidt. (4.3)

Another way of dealing with local optima is to use neutral changes
to explore alternative solutions (Kimura, 1983). Neutral changes are those
that do not affect the performance (or “fitness”) of a system (σsys), but they
allow the exploration of alternative solutions and escaping local optima.

Before going into further detail, it is worth noting that this is not a
reductionist approach. Smoothing out local interactions will not provide

4Using the terminology of game theory, interactions can be seen as games, satisfac-
tions as payoffs, friction as negative-sums, and synergy as positive-sums.
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straightforward clues as to what will occur at the higher level. Therefore,
the system should be observed at both levels: making local and global
changes, observing local and global behaviors, and analyzing how one
affects the other.

Concurrently, the dependence ǫ ∈ [−1, 1] of an element to the system
can be measured by calculating the difference of the satisfaction σi when
the element interacts within the system and its satisfaction σ̃i when the
element is isolated.

ǫ = σi − σ̃i. (4.4)

In this way, full dependence is given when the satisfaction of the el-
ement within the system σi is maximal and its satisfaction σ̃i is minimal
when the element is isolated. A negative ǫ would imply that the element
would be more satisfied on its own and is actually “enslaved” by the sys-
tem. Now we can use the dependencies of the elements to a system to
measure the integration τ ∈ [−1, 1] of a system, which can be seen also as a
gradual measure of a meta-system transition (MST) (Turchin, 1977).

τ =
1

n

n∑

i=1

ǫi. (4.5)

A MST is a gradual process, but it will be complete when elements are
not able to reach their goals on their own, i.e. σ̃i → 0. Examples include

cells in multi-cellular organisms and mitochondria in eukaryotes.

In an evolutionary process, natural (multilevel (Michod, 1997;
Lenaerts, 2003)) selection will tend to increase τ because this implies
higher satisfaction both for the system and its elements (systems with
a negative τ are not viable). Relations and mediators that contribute
to this process will be selected, since higher σ’s imply more chances of
survival and reproduction. Human designers and engineers also select
relations and mediators that increase the σ’s of elements and systems.
Therefore, we can see that evolution will tend, in the long run, towards
synergistic relationships (Corning, 2003), even if resources are scarce.
Or, alternatively, returning to the tautology mentioned above, observers
characterize systems that have evolved with a high τ . Still, we can see
that this tautology will be useful to describe artificial systems that fulfill
our expectations as designers by having a high τ .

In the next section, the steps suggested for developing a self-organizing
system are presented, using the concepts described in this section.
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Figure 4.1: Diagram relating different stages of Methodology.

4.3 The Methodology

The proposed Methodology receives the requirements of a system, i.e.
what the system should do, and enables the designer to produce a sys-
tem that fulfills the requirements. The methodology includes the follow-
ing steps: Representation, Modeling, Simulation, Application, and Eval-
uation, which will be exposed in the following subsections. Figure 4.1
presents these steps. These steps should not necessarily be followed one
by one, since the stages merge with each other. There is also backtracking,
when the designer needs to return to an earlier stage for reconsideration
before finishing a cycle/iteration.

This methodology should not be seen as a recipe that provides ready-
made solutions, but rather as a guideline to direct the search for them.
The stages proposed are not new, and similar to those proposed by it-
erative and incremental development methodologies. Still, it should be
noted that the active feedback between stages within each iteration can
help in the design of systems ready to face uncertainties in complex prob-
lem domains. The novelty of the methodology lies in the vocabulary used
to describe self-organizing systems.

4.3.1 Representation

The goal of this step is to develop a specification (which might be tentative)
of the components of the system.
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The designer should always remember the distinction between model
and modeled. A model is an abstraction/description of a “real” system.
Still, there can be several descriptions of the same system (Gershenson,
2002b; Gershenson and Heylighen, 2005), and we cannot say that one is
better than another independently of a context.

There are many possible representations of a system. According to
the constraints and requirements, which may be incomplete, the designer
should choose an appropriate vocabulary (metaphors to speak about the
system), abstraction levels, granularity, variables, and interactions that
need to be taken into account. Certainly, these will also depend on the
experience of the designer. The choice between different approaches can
depend more on the expertise of the designer than on the benefits of the
approaches.

Even when there is a wide diversity of possible systems, a general
approach for developing a Representation can be abstracted. The
designer should try to divide a system into elements by identifying
semi-independent modules, with internal goals and dynamics, and with
few interactions with their environment. Since interactions in a model
will increase the complexity of the model, we should group “clusters” of
interacting variables into elements, and then study a minimal number
of interactions between elements. The first constraints that help us are
space and time. It is useful to group variables that are close to each other
(i.e. interacting constantly) and consider them as elements that relate to
other elements in occasional interactions. Multiscale analysis (Bar-Yam,
2005) is a promising method for identifying levels and variables useful in
a Representation. Since the proposed methodology considers elements as
agents, another useful criterion for delimiting them is the identification
of goals. These will be useful in the Modeling to measure the satisfaction
σ of the elements. We can look at genes as an example: groups of

nucleotides co-occur and interact with other groups and with proteins.

Genes are identified by observing nucleotides that keep close together

and act together to perform a function. The fulfillment of this function can

be seen as a goal of the gene. Dividing the system into modules also
divides the problem it needs to solve, so a complex task will be able to
be processed in parallel by different modules. Certainly, the integration
of the “solutions” given by each module arises as a new problem.
Nevertheless, modularity in a system also increases its robustness and
adaptability (Simon, 1996; Watson, 2002; Fernández and Solé, 2004).

The representation should consider at least two levels of abstraction,
but if there are many variables and interactions in the system, more levels
can be contemplated. Since elements and systems can be seen as agents,
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we can refer to all of them as x-agents, where x denotes the level of ab-
straction relative to the simplest elements. For example, a three-layered
abstraction would contemplate elements (0-agents) forming systems that
are elements (subsystems, 1-agents) of a greater system (supersystem, 2-
agents). If we are interested in modeling research institutes, 0-agents

would be researchers, 1-agents would be research groups, and the re-

search institute would be a 2-agent. A university containing several re-

search institutes would be a 3-agent.. Each of these have goals and satis-
factions (σx) that can be described and interrelated. For engineering pur-
poses, the satisfaction of the highest level, i.e. the satisfaction of the system
that is being designed, will be determined by the tasks expected from it. If
these are fulfilled, then it can be said that the system is “satisfied”. Thus,
the designer should concentrate on engineering elements that will strive
to reach this satisfaction.

If there are few elements or interactions in the Representation, most
probably the system will be predictable and understandable, i.e. its state
space can be exhaustively analyzed and there will be low complexity. The
system might be better described using traditional approaches, since this
Methodology might prove redundant. A large variety of elements and/or
interactions might imply a complexity too high to be managed. If this is
the case, the Representation should be revised before entering the Model-
ing stage.

4.3.2 Modeling

“Modeling, it should be clear, is an art form. It depends on the experience and
taste of the modeler. In this it is much like cartooning, especially political

cartooning. The modeler (cartoonist) must decide which features to make salient
(exaggerate), and which features to eliminate (avoid), in order to answer the
questions (make the political point)” —John Holland, Hidden Order, p. 11.

In science, models should ideally be as simple as possible, and predict
as much as possible (Shalizi, 2001). Following Occam’s razor, these models
will provide a better understanding of a phenomenon than complicated
models. Therefore, a good model requires a good Representation. The
“elegance” of the model will depend very much on the metaphors we use
to speak about the system. If the model turns out to be cumbersome, the
Representation should be revised.

The Modeling should specify a Control mechanism that will ensure
that the system does what it is required to do. Since we are interested in
self-organizing systems, the Control will be internal and distributed. If the
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problem is too complex, it can be divided into different subproblems. The
Modeling should also consider different trade-offs for the system.

Control mechanism

“We shouldn’t see ourselves as ‘controllers’ of the world,
but as ‘actors’ in the world”

The Control mechanism can be seen as a mediator (Michod, 2003; Hey-
lighen, 2003a), ensuring the proper interaction between elements of a sys-
tem, and one that should produce the desired performance. However,
one cannot have a strict control over a self-organizing system. Rather,
the system should be steered (Wiener, 1948). In a sense, self-organizing

systems are like teenagers: they cannot be tightly controlled since they

have their own goals. We can only attempt to steer their actions, trying to
keep their internal variables within certain boundaries, so that the systems
(teenagers) do not “break” (in Ashby’s (1947a) sense).

To develop a Control, the designer should find aspect systems, subsys-
tems, or constraints that will prevent the negative interferences between
elements (friction) and promote positive interferences (synergy). In other
words, the designer should search for ways of minimizing frictions φi’s
that will result in maximization of the global satisfaction σsys. The perfor-
mance of different mediators can be measured using equation (4.1)5.

The Control mechanism should be adaptive. Since the system is
dynamic and there are several interactions within the system and with
its environment, the Control mechanism should be able to cope with the
changes within and outside the system, in other words, be robust. An
adaptive Control will be efficient in more contexts than a rigid one. In
other words, the Control should be active in the search of solutions. A
rigid Control will not be able to cope with the complexity of the system.
There are several methods for developing an adaptive Control, e.g. Sastry
and Bodson (1994). But these should be applied in a distributed way, in
an attempt to reduce friction and promote synergy.

Different methods for reducing friction in a system can be identified.
In the following cases, an agent A negatively affected by the behavior of
an agent B will be considered6:

5This is similar to mechanism design (Dash et al., 2003). However, the present ap-
proach is intended for non-stationary problem domains, whereas mechanism design has
been applied mainly in stationary problem domains where there are many agents with
conflicting goals

6Even when equation 4.2 relates the satisfaction of an element to the satisfaction of the
system, it can also be used for the relation between satisfactions of two elements.
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• Tolerance. This can be seen as the acceptance of others and their
goals. A can tolerate B by modifying itself to reduce the friction
caused by B, and therefore increase σA. This can be done by mov-
ing to another location, finding more resources, or making internal
changes. In an ecosystem, an animal can allow a new creature into

its territory, or even give up its own territory, to prevent conflict.

• Courtesy. This would be the opposite case to Tolerance. B should
modify its behavior not to reduce σA. In the same ecosystem, the

new animal could opt to search for another territory to avoid conflict.

• Compromise. A combination of Courtesy and Tolerance: both
agents A and B should modify their behaviors to reduce the friction.
This is a good alternative when both elements cause friction to
each other. This will be common when A and B are similar, as in
homogeneous systems. Two animals could share the same territory.

If resources are sufficient, tolerating each other is less problematic

than fighting one another.

• Imposition. This could be seen as forced Courtesy. The behavior of
B could be changed by force. The Control could achieve this by con-
straining B or imposing internal changes. In some primate societies,

α-males “police” over the members of their group to prevent conflicts

(Flack et al., 2006).

• Eradication. As a special case of Imposition, B can be eradicated.
This certainly would decrease σB, but can be an alternative when ei-
ther σB does not contribute much to σsys, or when the friction caused
by B in the rest of the system is very high. Immune systems eliminate

some cells that are not necessary for the organism.

• Apoptosis. B can “commit suicide”. This would be a special case
of Courtesy, where B would destroy itself for the sake of the system.
“Programmed death” in cells occurs when they are no longer needed

for an organism.

The difference between Compromise / Apoptosis and Imposition /
Eradication is that in the former cases, change is triggered by the agent
itself, whereas in the latter the change is imposed by a mediator. Toler-
ance and Compromise could be generated by an agent or by a mediator.

Different methods for reducing friction can be used for different prob-
lems. A good Control will select those in which other σ’s are not reduced
more than the gain in σ’s. The choice of the method will also depend on
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the importance of different elements for the system. Since more important
elements contribute more to σsys, these elements can be given preference
by the Control in some cases.

Different methods for increasing synergy can also be identified. These
will consist of taking measures to increase σsys, even if some σ’s are re-
duced:

• Cooperation. Two or more agents adapt their behavior for the ben-
efit of the whole. This might or might not reduce some σ’s. For ex-

ample, group hunting enables animals to hunt for prey that a single

individual would not be able to bring down.

• Individualism. An agent can choose to increase its σ if it increases
σsys. A mediator should prevent increases in σ’s if these reduce σsys,
i.e. friction. For example, the success of a company is useful for the

economy of a country, since it provides a source of employment and

resources via taxes.

• Altruism. An agent can choose to sacrifice an increase of its σ or to
reduce its σ in order to increase σsys. This would make sense only
if the relative increase of σsys is greater than the decrease of the σ

of the altruistic agent. A mediator should prevent wasted altruism.
Philanthropists sacrify part of their fortunes for the benefit of society.

• Exploitation. This would be forced Altruism: an agent is driven to
reduce its σ to increase σsys. Slavery and colonialism have profited

imperialist nations, independently of the low satisfaction of the slaves

/ colonies.

A common way of reducing friction is to enable agents to learn via
reinforcement (Kaelbling et al., 1996). With this method, agents tend to
repeat actions that bring them satisfaction and avoid the ones that reduce
it. Evolutionary approaches, such as genetic algorithms (Mitchell, 1996),
can also reduce friction and promote synergy. However, these tend to be
“blind”, in the sense that variations are made randomly, and only their
effects are evaluated. With the criteria presented above, the search for
solutions can be guided with a certain aim. However, if the relationship
between the satisfaction of the elements and the satisfaction of the system
is too obscure, “blind” methods remain a good alternative.

An example of friction reduction can be seen in social systems

across different cultures with social norms, which act as mediators

between people. Religions have prevented—with different degrees
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of success—friction between members of a community, by means of

Tolerance, Courtesy, Compromise, Imposition, or Eradication, reaching

a degree of social satisfaction that would be impossible without them

(Wilson, 2003). In our globalized era, social norms have a similar effect.

For example, in societies with high diversity it is considered immoral to

discriminate minorities, preventing conflicts, minimizing potential friction,

and increasing the satisfaction at the individual and social levels.

An example of synergy promotion can be given with ant colony opti-

mization (Dorigo and Stützle, 2004). Every simulated ant tries to find the

shortest path in a graph to a goal, with a probability of following pheromone

trails left by other ants. The pheromones evaporate, so short paths are re-

inforced. We can say that the satisfaction of an ant is inversely proportional

to the length of the path it traverses. There is no real friction between ants,

since they do not compete for resources. But their pheromones promote

their collective problem solving, since good solutions will be selected more

often by other ants, reinforcing them and finally leading all the population

to a near optimal solution, which is adaptable to changes in the graph. This

promotes synergy by Individualism, since each ant searches to increase

its own satisfaction, which linearly integrated for all ants leads to an over-

all system satisfaction (all ants satisfied means that the solution has been

found). The mediator between the ants would be the pheromones, that

promote short paths by evaporating more on longer paths, successfully

integrating the efforts of single ants into a global solution.

A more complicated example can be seen with Google’s PageRank

(Brin and Page, 1998). To find the relevance of webpages, PageRank re-

cursively assigns a value to each page depending on the PageRank of

the webpages that have hyperlinks to it. The satisfaction of a webpage

would be determined by its PageRank, assuming that all webpages would

like to have the highest possible visibility. The satisfaction of the search

engine would be determined by the users, i.e. if the engine returns useful

results. Thus, there is a competition between webpages to have a higher

PageRank. Still, Cooperation can arise e.g. with reciprocal links between

webpages. Also, Altruism can be promoted by PageRank, since webpages

will usually link to other pages that their authors deem useful. Neverthe-

less, this can enhance the value of the altruistic webpage, if it is found to

be useful by other users. The key is that with PageRank as a mediator

webpages cannot increase their own PageRank value, nor decrease the

values of other webpages. Thus, the webpages are bounded, and can-

not be individualistic nor generate friction. They only can be altruistic or

cooperative. Nevertheless, a webmaster could try to cheat by generating

several useless webpages that link to one that the webmaster would like
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its PageRank increased. However, when Google detects such behavior it

simply eradicates the cheating pages.

In general, the Control should explore different alternatives, trying to
constantly increase σsys by minimizing friction and maximizing synergy.
This is a constant process, since a self-organizing system is in a dynamic
environment, producing “solutions” for the current situation. Note that
a mediator will not necessarily maximize the satisfaction of the agents.
However, it should try to do so for the system.

A mediator can also act on a system by bounding or promoting ran-
domness, noise, and variability, taking it to the “edge of chaos” (Kauffman,
1993), where the stability and dynamics of the system are well balanced
to explore good solutions without losing functionality. From the notion of
complexity presented in Chapter 2 (Equation 2.1), we can see that adding
more interactions or elements into a system will make it more complex. A
system that is too complex is difficult to control, and a system not com-
plex enough will not be able to perform a desired function. Limiting or
promoting sources of complexity will enable us to have a system capable
of performing its function.

Dividing the problem

If the system is to deal with many parameters, then it can be seen as a
cognitive system (Gershenson, 2004a). It must “know” or “anticipate” what
to do according to the current situation and previous history. Thus, the
main problem, i.e. what the elements should do, could be divided into the
problems of communication, cooperation, and coordination (Gershenson
and Heylighen, 2004)7.

For a system to self-organize, its elements need to communicate: they
need to “understand” what other elements, or mediators, “want” to tell
them. This is easy if the interactions are simple: sensors can give meaning
to the behaviors of other elements. But as interactions become more com-
plex, the cognition (Gershenson, 2004a) required by the elements should
also be increased, since they need to process more information. New
meanings can be learned (Steels, 1998; de Jong, 2000) to adapt to the chang-
ing conditions. These can be represented as “concepts” (Gärdenfors, 2000),
or encoded, e.g. in the weights of a learning neural network (Rojas, 1996).
The precise implementation and philosophical interpretations are not rel-
evant for an engineer if the outcome is the desired one.

The problem of cooperation has been widely studied using game theory

7These subproblems are described in more detail in Chapter 7.
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(Axelrod, 1984). There are several ways of promoting cooperation, espe-
cially if the system is designed. To mention only two of them: the use of
tags (Riolo et al., 2001; Hales and Edmonds, 2003) and multiple levels of
selection (Michod, 1997; Lenaerts, 2003) have proven to yield cooperative
behavior. This will certainly reduce friction and therefore increase σsys.

Elements of a system should coordinate while reducing friction, not to
obstruct each other. An important aspect of coordination is the division
of labor. This can promote synergy, since different elements can special-
ize in what they are good at and trust8 others to do what they are good
at (Gaines, 1994; Di Marzo Serugendo, 2004). This process will yield a
higher σsys compared to the case when every element is meant to perform
all functions independently of how well each element performs each func-
tion. A good Control will promote division of labor by mediating a balance
between specialization and integration: elements should devote more time
doing what they are best at, but should still take into account the rest of
the system. Another aspect of coordination is the workflow : if some tasks
are prerequisites of other tasks, a mediator should synchronize the agents
to minimize waiting times.

Trade-offs

A system needs to be able to cope with the complexity of its domain to
achieve its goals. There are several trade-offs that can be identified to reach
a balance and cope better with this complexity:

• Complexity of Elements/Interactions. The complexity of the system
required to cope with the complexity of its domain can be tackled at
one end of the spectrum by complex elements with few/simple inter-
actions, and at the other by simple elements with several/complex
interactions.

• Quality/Quantity. A system can consist at one extreme of a few com-
plex elements, and at the other of several simple elements.

• Economy/Redundancy. Solving a problem with as few elements as
possible is economical. But a minimal system is very fragile. Re-
dundancy is one way of favoring the robustness of the system (von
Neumann, 1966; Fernández and Solé, 2004; Wagner, 2004; Gershen-
son, Kauffman, and Shmulevich, 2006). Still, too much redundancy
can also reduce the speed of adaptation and increase costs for main-
taining the system.

8Trust is also important for communication and cooperation.
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• Homogeneity/Heterogeneity. A homogeneous system will be eas-
ier to understand and control. A heterogeneous system will be able
to cope with more complexity with less elements, and will be able
to adapt more quickly to sudden changes. If there is a system of

ten agents each able to solve ten tasks, a homogeneous system will

be able to solve ten tasks robustly (if we do not consider combina-

tions as new tasks). A fully heterogeneous system would be able

to solve a hundred tasks, but it would be fragile if one agent failed.
Heterogeneity also brings diversity, that can accelerate the speed of
exploration, adaptation, and evolution, since different solutions can
be sought in parallel. The diversity is also related to the amount of
variety of perturbations that the system can cope with (Ashby, 1956).

• System/Context. The processing and storage of information can be
carried out internally by the system, or the system can exploit its
environment “throwing” complexity into it, i.e. allowing it to store
or process information (Gershenson, Broekaert, and Aerts, 2003). For

example, a navigating robot can use an internal map to guide itself

though a labyrinth, or it can simply follow walls for exploration. In the

first case the task is solved by the internal processing of the robot,

while in the second the robot actively interacts with its environment,

using the information provided by it.

• Ability/Clarity. A powerful system will solve a number of complex
problems, but it will not be very useful if the functioning of the sys-
tem cannot be understood. Designers should be able to understand
the system in order to be able to control it (Schweitzer, 2003).

• Generality/Particularity. An abstract Modeling will enable the de-
signer to apply the Modeling in different contexts. However, partic-
ular details should be considered to make the implementation feasi-
ble.

There are only very relative ways of measuring the above mentioned
trade-offs. However, they should be kept in mind during the development
of the system.

While developing a particular system, the trade-offs will become
clearer once the Simulation is underway. They can then be reconsidered
and the Modeling updated.
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4.3.3 Simulation

The aim of this stage is to build computer simulation(s) that implement
the model(s) developed in the Modeling stage, and test different scenarios
and mediator strategies. This is a key stage, since the precise behaviors of
a complex system cannot be easily deduced from the Modeling, i.e. they
are not reducible. In other words, a model needs to “run” before it can be
understood.

The Simulation development should proceed in stages: from abstract
to particular. First, an abstract scenario should be used to test the main
concepts developed during the Modeling. Only when these are tested and
refined, should details be included in the Simulation. This is because par-
ticular details take time to develop, and there is no sense in investing be-
fore knowing whether the Modeling is on the right track. Details can also
influence the result of the Simulation, so they should be put off until a time
when the main mechanisms are understood.

The Simulation should compare the proposed solutions with
traditional approaches. This is to be sure that applying self-organization
in the system brings any benefit. Ideally, the designer should develop
more than one Control to test in the simulation. A rock-scissors-paper
situation could arise, where no Control is best in all situations (also
considering classic controls). The designer can then adjust or combine the
Controls, and then compare again in the Simulation.

Experiments conducted with the aid of the Simulation should go from
simple to extensive. Simple experiments will show proof of concepts, and
their results can be used to improve the Modeling. Once this is robust,
extensive studies should be made to be certain of the performance of the
system under different conditions.

Based on the Simulation results and insights, the Modeling and Repre-
sentation can be improved. A Simulation should be mature before taking
the implementation into the real world.

4.3.4 Application

The role of this stage is basically to use the developed and tested model(s)
in a real system. If this is a software system, the transition will not be
so difficult, since the software would have been already developed in the
Simulation stage. On the other hand, the transition to a real system can
expose artifacts of a naı̈ve Simulation. A useful way to develop robust
Simulations consists in adding some noise into the system (Jakobi, 1997).
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Like this, the Simulation will already need to deal with unexpected situa-
tions generated by the noise.

Good theoretical solutions can be very difficult / expensive / impossi-
ble to implement (e.g. if they involve instantaneous access to information,
mind reading, teleportation, etc.). The feasibility of the Application should
be taken into account during the whole design process. In other words, the
designer should have an implementation bias in all the Methodology stages.
If the proposed system turned out to be too expensive or complicated, all
the designer’s efforts would be fruitless. If the system is developed for
a client, there should be feedback between developers and clients during
the whole process (Cotton, 1996) to avoid client dissatisfaction once the
system is implemented. The legacy of previous systems should also be
considered for the design (Valckenaers et al., 2003): if the current imple-
mentation is to be modified but not completely replaced, the designer is
limited by the capabilities of the old system.

Constraints permitting, a pilot study should be made before engaging
in a full Application, to detect incongruences and unexpected issues be-
tween the Simulation or Modeling stages and the Application. With the
results of this pilot study, the Simulation, Modeling, and Representation
can be fine-tuned.

4.3.5 Evaluation

Once the Application is underway, the performance of the new system
should be measured and compared with the performances of the previous
system(s).

Constraints permitting, efforts should be continued to try to improve
the system, since the requirements it has to meet will certainly change with
time (e.g. changes of demand, capacity, etc.). The system will be more
adaptive if it does not consider its solution as the best once and for all,
and is able to change itself according to its performance and the changing
requirements.

4.3.6 Notes on the Methodology

• All returning arrows in the Figure 4.1 are given because it is not
possible to predict the outcome of strategies before they have been
tried out. All information and eventualities cannot be abstracted,
nor emergent properties predicted before they have been observed.
Emergent properties are a posteriori.
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• The proposed Methodology will be useful for unpredictable and/or
non-stationary problem domains, where all the possible system’s sit-
uations cannot be considered beforehand. It could also be useful for
creative tasks, where a self-organizing system can explore the design
space in an alternative way. The Methodology in principle is appli-
cable to describe any system, but it would be redundant in simple or
stationary problem domains, i.e. with a fixed solution, where adap-
tation is not required.

• For certain systems, some σ’s might be difficult to define or mea-
sure. Still, following the Methodology can aid in the definition of
these variables after an initial Modeling or Simulation. As with the
function f and the weights wi’s, the Methodology does not require a
precise definition of satisfactions to start exploring solutions. These
come in many cases a posteriori.

• Most methodologies in the literature apply to software systems, e.g.
Jacobson et al. (1999); Jennings (2000). This one is more general, since
it is domain independent. The principles presented are such that
they can be applied to any domain for developing a functioning self-
organizing system: any system can be modeled as a group of agents,
with satisfactions depending on their goals. The question is when it
is useful to use this Methodology. Only application of the Method-
ology will provide an answer to this question. It should be noted
that similar approaches have been proposed in parallel. For exam-
ple, Capera et al. (2003) propose the avoidance of “non-cooperative”
situations. This Methodology considers cooperation as only one way
to reduce friction or improve synergy, as discussed in Section 4.3.2.
De Wolf and Holvoet (2005) also suggest the use of self-organization
(and emergence), but their proposal is limited to software multi-
agent systems . As the present work, they are part of the ongoing
effort by the research community to understand self-organizing sys-
tems.

• The proposed Methodology is not quite a spiral design model
(Boehm, 1988), because the last stage does not need to be reached
to return to the first. That is, there is no need to deploy a working
version (finish a cycle/iteration) before revisiting a previous stage,
as for example in extreme programming. Rather, the Methodology
is a “backtracking design model”, where the designer can always
return to previous stages (not necessarily the immediate previous
one).
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• If the system has multiple designers, these should agree on the goals
of the system, in order to measure its satisfaction and performance.
Still, in many systems, e.g. a country, different actors can suggest
different goals, e.g. economy, health, or environment. This is indeed
a problem, which is present independently of the methodology used
to design such systems. Nevertheless, the present Methodology can
aid in the exploration of possible outcomes, to help the stakeholders
agree (or at least reach a compromise) on the system’s goals.

• It is not necessary to understand a solution before testing it. In many
cases understanding can come only after testing, i.e., the global be-
havior of the system is irreducible. Certainly, understanding the
causes of a phenomenon will allow the modelers to have a greater
control over it.

A detailed diagram of the different substeps of the Methodology can
be appreciated in Figure 4.2.

4.4 Discussion

“Problems are unavoidable. We can only adapt to the ones we couldn’t predict.”

The backtracking between different steps in the Methodology is nec-
essary because the behavior of the system cannot be predicted from the
Modeling, i.e. it is not reducible. It might be possible to reason about all
possible outcomes of simple systems, and then to implement the solution.
But when complexity needs to be dealt with, a mutual feedback between
experience and reasoning needs to be established, since reasoning alone
cannot process all the information required to predict the behavior of a
complex system (Edmonds, 2005).

For this same reason, it would be preferable for the Control to be dis-
tributed. Even when a central supercomputer could possibly solve a prob-
lem in real time, the information delay caused by data transmission and
integration can reduce the efficiency of the system. Also, a distributed
Control will be more robust, in as much as if a module malfunctions, the
rest of the system can still provide reliable solutions. If a central Control
fails, the whole system will stop working.

When the elements of a system are simple, bringing goals and satisfac-
tions into the picture might complicate matters without having any bene-
fit. This is a disadvantage of generality. Not that the methodology could
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Figure 4.2: Detailed diagram of Methodology.
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not be used, only that it would be redundant. The same would be for sta-
tionary or comprehensible problem domains, where an exact solution can
be calculated and no adaptation is required. The proposed Methodology
is aimed at being useful in complex, unpredictable problem domains.

The Simulation and Experiments are strictly necessary in the design
of self-organizing systems (Edmonds, 2005). This is because their per-
formance cannot be evaluated by purely formal methods (Edmonds and
Bryson, 2004). Still, formal methods are necessary in the first stages of the
Methodology. I am not suggesting a trial-and-error search. But since the
behavior of a complex system in a complex environment cannot be pre-
dicted completely, the models need to be contrasted with experimentation
before they can be validated. This Methodology suggests one possible
path for finding solutions. The lack of predictability does not come only
from chaotic processes. It might come also from new information gener-
ated by the interactions, so that the system behavior cannot be predicted
from the behavior of the elements. Thus, one is forced to “let the system
run and then see”, as with cellular automata (Wolfram, 1986).

Now the reader might wonder whether the proposed Methodology is
a top-down or a bottom-up approach. Well, it is both and neither, since (at
least) higher and lower levels of abstraction need to be considered simul-
taneously. The approach tests different local behaviors, and observes local
and global (and meso) performances, for local and global (and meso) re-
quirements. Thus, the Methodology can be seen as a multi-level approach.

Since “conflicts” between agents need to be solved at more than
one level, the Control strategies should be carefully chosen and tested.
A suboptimal (Machol, 1965, pp. 1–8) situation as in the prisoner’s

dilemma (Axelrod, 1984) might easily arise, when the “best” solution on
one level/timescale is not the best solution on another level/timescale
(Heylighen, 1992).

Many frictions between agents are due to faulty communication, espe-
cially in social and political relations. If agents do not “know” the goals of
others, it will be much more difficult to coordinate and increase σsys. For

example, in a social system, knowing what people or corporations need

to fulfill their goals is not so obvious. Still, with emerging technologies,

social systems perform better in this respect. Already in the early 1970s,

the project Cybersyn in Chile followed this path (Miller Medina, 2005): it

kept a daily log of productions and requirements from all over the country

(e.g. mines, factories, etc.), in order to distribute products where they were

needed most; and as quickly as possible. Another step towards providing
faster response to the needs of both individuals and social systems can be
found in e-government (Layne and Lee, 2001). A company should also fol-
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low these principles to be able to adapt as quickly as possible. It needs to

develop ”sensors” to perceive the satisfactions and conflicts of agents at

different levels of abstraction, and needs to develop fast ways of adapting

to emerging conflicts, as well as to changing economic environment. A
tempting solution might be to develop a homogeneous system since, for
example, homogeneous societies have fewer conflicts (Durkheim, 1893).
This is because all the elements of a homogeneous system pursue the same
goals. Thus, less diversity is easier to control. However, less diversity will
be less able to adapt to sudden changes. Nevertheless, societies cannot be
made homogeneous without generating conflicts since people are already
diverse, and therefore already have a diversity of goals. The legacy (Valck-
enaers et al., 2003) of social systems gives less freedom to a designer, since
diverse individual goals may be already present in the system. A social
Control/mediator needs to satisfy these individual goals while trying to
satisfy those of the social system.

4.5 Conclusions

“Philosophers get paid for posing interesting questions; scientists for answering
them. Thus, one cannot live without the other...”

This chapter presented a conceptual framework and a general method-
ology for designing and controlling self-organizing systems. The Method-
ology proposes the exploration for proper Control mechanisms / media-
tors / constraints that will reduce frictions and promote synergy so that
elements will dynamically reach a robust and efficient solution. The pro-
posed Methodology is general not because it is the best in all contexts, but
because it is applicable in a wide range of domains. Certainly, it is not the
only way to describe self-organizing systems.

Even if this work is aimed mainly at engineers, it is rather philosoph-
ical. The chapter presented no concrete results (encouraging practical re-
sults will be presented in the following chapters), but ideas that can be
exploited to produce them. Certainly, these ideas have their roots in cur-
rent practices, and many of them are not novel. Still, the aim of this work
is not for novelty but for synthesis.

The Methodology strives to build artificial systems. Nevertheless,
these could be used to understand natural systems using the synthetic
method (Steels, 1993). 9 Therefore, the ideas presented here are potentially
useful not only for engineering, but also for science.

9The synthetic method builds up theories of a system attempting to construct an ar-
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The backtracking ideology is also applicable to this Methodology: it
will be improved once applied, through learning from experience. This
Methodology is not final, but evolving. The more this Methodology is
used, and in a wider variety of areas, the more potentially useful its ab-
stractions will be. For example, would it be a good strategy to minimize
the standard deviation of σ’s? This might possibly increase stability and
reduce the probability of conflict, but this strategy, as any other, needs to
be tested before it can be properly understood.

In the next chapters, this Methodology is applied to different domains
to develop self-organizing systems with practical applications.

tificial system that exhibits the same capabilities of the natural system. This is different
from the more traditional inductive method, which tests a theory of a system by matching
predicted facts against observed facts (Steels, 1993).
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CHAPTER 5

SELF-ORGANIZING TRAFFIC

LIGHTS

In this chapter1, the Methodology presented in the previous chapter is applied
to self-organizing traffic lights. A multi-agent Simulation is used to study three
novel self-organizing methods, which are able to outperform traditional rigid and
adaptive methods. Using simple rules and no direct communication, traffic lights
are able to self-organize and adapt to changing traffic conditions, reducing waiting
times, number of stopped cars, and increasing average speeds. A more realistic
simulation was developed to model a Brussels avenue (Cools, 2006), where the
self-organizing methods also outperform the current “green wave” method.

1Based on Gershenson (2005); Cools et al. (2007).
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5.1 Introduction

Anyone living in a populated area suffers from traffic congestion. Traffic is
time, energy, and patience consuming. This has motivated people to reg-
ulate traffic flow in order to reduce the congestion. The idea is simple: if
vehicles are allowed to go in any direction, there will be a high probability
that one will obstruct another. To avoid this, rules have been introduced to
mediate (Heylighen, 2003a) between the conflicting vehicles, by restricting
or bounding their behavior. People have agreed on which side of the street
they will drive (left or right); traffic lanes prevent cars from taking more
space than necessary; traffic signals and codes prompt an appropriate be-
havior; and traffic lights regulate the crossing of intersections.

There is no solution to the traffic congestion problem when the car den-
sity saturates the streets, but there are many ways in which the car flow
can be constrained in order to improve traffic. Traffic lights are not the
only component to take into account, but they are an important factor. We
can say that a traffic light system will be more efficient if, for a given car
density, it increases the average speeds of vehicles. This is reflected in less
time that cars will wait behind red lights, with the outcome of less energy
spent and thus less pollution produced (assuming comparable accelera-
tion rates, since a car will spend more energy accelerating and breaking
constantly compared to one with a constant speed).

For decades, people have been using mathematical and computational
methods that find appropriate periods and phases (i.e., cycles) of traffic
lights, so that the variables considered will be optimized. This is good
because certain synchronization is better than having no correlation of
phases. However, many methods applied today do not consider the cur-
rent state of the traffic. If cars are too slow for the expected average speed,
this might result in the loss of the phases dictated by the traffic lights. If
they go too fast, they will have to wait until the green light phase reaches
every intersection. The optimizing methods are blind to “abnormal” situa-
tions, such as many vehicles arriving or leaving a certain place at the same
time, such as a stadium after a match, a financial district before check-

in time, or a university on a Friday evening. In most cases, traffic agents
need to override the traffic lights and personally regulate the traffic. Nev-
ertheless, traffic modeling has improved greatly our understanding of this
complex phenomenon, especially during the past decade (Prigogine and
Herman, 1971; Wolf et al., 1996; Schreckenberg and Wolf, 1998; Helbing
et al., 2000; Helbing, 1997; Helbing and Huberman, 1998), suggesting dif-
ferent improvements to the traffic infrastructure.

I defend that traffic light control is not so much an optimization prob-
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lem, but rather an adaptation problem, since traffic flows and densities
change constantly. Optimization gives the best possible solution for a
given configuration. For example, in wing design, optimization offers good

solutions, since the aerodynamic demands for an airplane are constant,

i.e. for a certain speed, weight, etc. But since the configuration is chang-
ing constantly in real traffic, it seems that we would do better with an
adaptive mechanism than with a mechanism that is optimal sometimes,
and creates havoc at other times. Indeed, modern “intelligent” advanced
traffic management systems (ATMS) use learning methods to adapt phases
of traffic lights, normally using a central computer (Federal Highway Ad-
ministration, 1998; Hunt et al., 1981).2 Another reason for preferring an
adaptive method is that optimization can be computationally expensive.
Trying to find all possible optimal solutions of a city is not feasible, since
the configuration space is too huge, uncertain, and changes constantly.

In this Chapter, recent work on self-organizing traffic lights (Gershen-
son, 2005; Cools, 2006) will be used to illustrate the flow through the differ-
ent steps of the Methodology. These traffic lights are called self-organizing
because the global performance is given by the local rules followed by
each traffic light: they are unaware of the state of other intersections and
still manage to achieve global coordination. In the following sections,
steps proposed by the Methodology are alternated with results from ex-
periments carried out in computer simulations, followed by Discussion
and Conclusions of the chapter.

5.2 Applying the Methodology I

Requirements. The goal is to develop a feasible and efficient traffic light
control system.

Representation. The traffic light system can be modeled on two levels:
the vehicle level and the city level. These are easy to identify because ve-
hicles are objects that move through the city, establishing clear spatiotem-
poral distinctions. The goal of the vehicles is to flow as fast as possible, so
their “satisfaction” σ can be measured in terms of their average speed and
average waiting time at a red light. Cars will have a maximum σ if they
go as fast as they are allowed, and do not stop at intersections. σ would be
zero if a car stops indefinitely. The goal of the traffic light system on the

2A drawback of ATMS is their high cost and complexity that requires maintenance
by specialists. There is yet no standard, and usually companies are hired to develop
particular solutions for different cities. The private nature of ATMS also makes them
difficult to study and compare with alternative methods.
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city level is to enable vehicles to flow as fast as possible, while mediating
their conflicts for space and time at intersections. This would minimize
fuel consumption, noise, pollution, and stress in the population. The sat-
isfaction of the city can be measured in terms of the average speeds and
average waiting times of all vehicles (i.e. average of σi, ∀i), and with the
average percentage of stationary cars. σsys will be maximum if all cars go
as fast as possible, and are able to flow through the city without stopping.
If a traffic jam occurs and all the vehicles stop indefinitely, then σsys would
be minimal.

Modeling. Now the problem for the Control can be formulated: find
a mechanism that will coordinate traffic lights so that these will mediate
between vehicles to reduce their friction (i.e. try to prevent them from ar-
riving at the same time at crossings).3 This will maximize the satisfactions
of the vehicles and of the city (σi’s and σsys). Since all vehicles contribute
equally to σsys, ideally the Control should minimize frictions via Compro-
mise.

Simulation. Several traffic simulations use cellular automata to model
traffic effectively (Faieta and Huberman, 1993; Biham et al., 1992; Nagel
and Schreckenberg, 1992; Chowdhury and Schadschneider, 1999), since
they are computationally cheap. However, the increase of computing
power in the past few years has allowed the development of multi-agent
simulations to create more realistic traffic simulations (Nagel, 2004;
Wiering et al., 2004; Miramontes Hercog, 2004; Roozemond and Rogier,
2000). Thus, a simple simulation was developed in NetLogo (Wilensky,
1999), a multi-agent modeling environment. The “Gridlock” model
(Wilensky and Stroup, 2002) was extended to implement different traffic
control strategies. It consists of an abstract traffic grid with intersections
between cyclic single-lane arteries of two types: vertical or horizontal
(similar to the scenarios of Biham et al. (1992) and Brockfeld et al. (2001)).
Cars only flow in a straight line, either eastbound or southbound. Each
crossroad has traffic lights that allow traffic flow in only one of the
intersecting arteries with a green light. Yellow or red lights stop the
traffic. The light sequence for a given artery is green-yellow-red-green.
Cars simply try to go at a maximum speed of 1 “patch” per timestep,
but stop when a car or a red or yellow light is in front of them. Time is
discrete, but not space. Cars use an acceleration of 0.099 to speed up or
slow down. A “patch” is a square of the environment the size of a car.

3As it was mentioned in Section 1.3.2, the self-organizing traffic light controllers were
developed before the Methodology. Still, the concept of friction is used here to under-
stand better the mechanisms and to illustrate the Methodology.
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Figure 5.1: Screenshot of a part of the traffic grid. Green lights south-
bound, red lights eastbound.

A screenshot of a part of the environment can be seen in Figure 5.1. The
user can change different parameters, such as the number of arteries or
number of cars. Different statistics are shown: the number of stopped
cars, the average speed of cars, and the average waiting times of cars. The
reader is invited to test the simulation (source code included), with the
aid of a Java-enabled Internet browser, at SOTL (2005).

At first, a tentative model was implemented. The idea was unsuccess-
ful. However, after refining the model, an efficient method was discov-
ered, named sotl-request.

Modeling. In the sotl-request method, each traffic light keeps a count κi

of the number of cars times time steps (c∗ts) approaching only the red light,
independently of the status or speed of the cars (i.e. moving or stopped),
from a distance ρ. κi can be seen as the integral of waiting/approaching
cars over time. When κi reaches a threshold θ, the opposing green light
turns yellow, and the following time step it turns red with κi = 0 , while
the red light which counted turns green. In this way, if there are more
cars approaching or waiting before a red light, the light will turn green
faster than if there are only few cars. This simple mechanism, described
formally by Algorithm 1, achieves self-organization as follows: if there is
a single or just a few cars, these will be made to stop for a longer period
before a red light. This gives time for other cars to join them. As more cars
join the group, cars will be made to wait shorter periods before a red light.
Once there are enough cars, the red light will turn green even before the
oncoming cars reach the intersection, thereby generating “green waves”
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on demand. Having “platoons” or “convoys” of cars moving together im-
proves traffic flow, compared to a homogeneous distribution of cars, since
there are large empty areas between platoons, which can be used by cross-
ing platoons with few interferences. The sotl-request method has no phase
or internal clock. Traffic lights change only when the above conditions are
met. If no cars are approaching a red light, the complementary light can
remain green.

foreach (timestep) do1

κi += carsapproachingRed in ρ;2

if (κi ≥ θ) then3

switchlighti();4

κi = 05

end6

end7

Algorithm 1: Sotl-request method.

Representation. It becomes clear now that it would be useful to con-
sider traffic lights as agents as well. Their goal is to “get rid” of cars as
quickly as possible. To do so, they should avoid having green lights on
empty streets and red lights on streets with high traffic density. Since
the satisfactions of the traffic lights and vehicles are complementary, they
should interact via Cooperation to achieve synergy. Also, σsys could be
formulated in terms of the satisfactions of traffic lights, vehicles, or both.

Modeling. Two classic methods were implemented to compare their
performance with sotl-request: marching and optim.

Marching is a very simple method. All traffic lights “march in step”:
all green lights are either southbound or eastbound, synchronized in time.
Intersections have a phase ϕi, which counts time steps. ϕi is reset to zero
when the phase reaches a period value p. When ϕi == 0, red lights turn
green, and yellow lights turn red. Green lights turn yellow one time step
earlier, i.e. when ϕ == p − 1. A full cycle of an intersection consists of 2p
time steps. “Marching” intersections are such that ϕi == ϕj,∀i, j.

The optim method is implemented trying to set phases ϕi of traffic lights
so that, as soon as a red light turns green, a car that was made to stop
would find the following traffic lights green. In other words, a fixed solu-
tion is obtained so that green waves flow to the southeast. The simulation
environment has a radius of r square patches, so that these can be identi-
fied with coordinates (xi, yi), xi, yi ∈ [−r, r]. Therefore, each artery consists
of 2r + 1 patches. In order to synchronize all the intersections, red lights
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should turn green and yellow lights should turn red when

ϕi == round(
2r + xi − yi

4
) (5.1)

and green lights should turn to yellow the previous time step. The
period should be p = r + 3. The three is added as an extra margin for the
reaction and acceleration times of cars (found to be best, for low densities,
by trial and error).

These two methods are non-adaptive, in the sense that their behavior is
dictated beforehand, and they do not consider the actual state of the traffic.
Therefore, there cannot be Cooperation between vehicles and traffic lights,
since the latter ones have fixed behaviors. On the other hand, traffic lights
under the sotl-request method are sensitive to the current traffic condition,
and can therefore respond to the needs of the incoming vehicles.

Simulation. Preliminary experiments showed that sotl-request, com-
pared with the two traditional methods, achieves very good results for
low traffic densities, but very poor results for high traffic densities. This is
because depending on the value of θ, high traffic densities can cause the
traffic lights to change instantly. This obstructs traffic flow. A new model
was developed, taking this factor into account.

Modeling. The sotl-phase method takes sotl-request and only adds the
following constraint: a traffic light will not be changed if the time passed
since the last light change is less than a minimum phase, i.e. ϕi < ϕmin.
Once ϕi ≥ ϕmin, the lights will change if/when κi ≥ θ. This prevents the
fast changing of lights4. Sotl-phase is described by Algorithm 2.

foreach (timestep) do1

κi += carsapproachingRed in ρ;2

if (ϕi ≥ ϕmin) then3

if (κi ≥ θ) then4

switchlighti();5

κi = 06

end7

end8

end9

Algorithm 2: Sotl-phase method.

Simulation. Sotl-phase performed a bit less effectively than sotl-request
for very low traffic densities, but still much better than the classic methods.

4A similar method has been used successfully in the United Kingdom for some time,
but for isolated intersections (Vincent and Young, 1986).
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However, sotl-phase outperformed them also for high densities. An unex-
pected phenomenon was observed: for certain traffic densities, sotl-phase
achieved full synchronization, in the sense that no car stopped. Therefore,
speeds were maximal and there were no waiting times nor stopped cars.
Thus, satisfaction was maximal for vehicles, traffic lights, and the city. This
is an interesting but unrealistic situation, because full synchronization is
achieved due to the toroidal topology of the simulation environment. The
full synchronization is achieved because platoons are promoted by the
traffic lights, and platoons can move faster through the city modulating
traffic lights. If two platoons are approaching an intersection, sotl-phase
will stop one of them, and allow the other to pass without stopping. The
latter platoon keeps its phase as it goes around the torus, and the former
adjusts its speed until it finds a phase that does not cause a conflict with
another platoon.

Modeling. Understanding the behavior of the platoons, it can be seen
that there is a favorable system/context trade-off. There is no need of di-
rect communication between traffic lights, since information can actually
be sent via platoons of vehicles. The traffic lights communicate stigmer-
gically (Theraulaz and Bonabeau, 1999), i.e. via their environment, where
the vehicles are conceptualized as the environment of traffic lights.

Another method was developed, sotl-platoon, adding two restrictions
to sotl-phase for regulating the size of platoons. Before changing a red
light to green, sotl-platoon checks if a platoon is not crossing through,
not to break it. More precisely, a red light is not changed to green if on
the crossing street there is at least one car approaching at ω patches from
the intersection. This keeps platoons together by preventing the “tails” of
platoons from being separated from the rest. For high densities, this re-
striction alone would cause havoc, since large platoons would block the
traffic flow of intersecting streets. To avoid this, a second restriction is in-
troduced. The first restriction is not taken into account if there are more
than µ cars approaching the intersection. Like this, long platoons can be
broken, and the restriction only comes into place if a platoon will soon be
through an intersection. This is formally described by Algorithm 3.

The cut-off method was implemented, wanting to compare the self-
organizing methods with a traditional traffic responsive method, that has
proven to be better than rigid methods at single intersections (Fouladvand
et al., 2004b). The idea of the cut-off method is simple: a traffic light will
remain green until a queue of stopped waiting cars reaches a length of λ

cars. At this moment, the green light turns yellow, and at the next time
step, red, while the opposing light turns green. The advantage of this
method is that it can adapt to changing traffic demands. The disadvantage
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foreach (timestep) do1

κi += carsapproachingRed in ρ;2

if (ϕi ≥ ϕmin) then3

if not (0 < carsapproachingGreen in ω < µ) then4

if (κi ≥ θ) then5

switchlighti();6

κi = 07

end8

end9

end10

end11

Algorithm 3: Sotl-platoon method.

is that cars need to stop at an intersection before it changes. Recall that sotl
methods keep a count of approaching cars, independently of their speed.
Therefore, cars do not need to stop in order to change a traffic light.

To have an idea of the benefit of the different control methods, they
were also compared with a non-correlated scheme no-corr: each traffic
light is assigned a phase ϕi at random, and its value does not change dur-
ing a simulation run. They all have the same period p. Thus, there is no
correlation between different intersections.

5.3 Experiments: First Results

“Echando a perder se aprende”5 —Hispanic proverb

Simulations were performed to obtain average statistics on the perfor-
mance of the different control methods. These were namely speed,6 per-
centage of stopped cars, and waiting time. The results shown in Figures
5.2 and 5.3 were obtained from runs of 10,000 time steps with random
initial conditions in a grid of 10 × 10 arteries of r = 80 (therefore 3120
available patches, which represents the theoretical maximum carrying ca-
pacity7), with p = 83, θ = 41, ρ = 8, ϕmin = 20, ω = 4, µ = 3, and λ = 3 (See
Table 5.1 for a concise description of the parameters). These parameters
were found to be the best for each method by a trial-and-error exploration
of the parameter space. For each method one run was made varying the

5“One learns by spoiling”
6The cruise speed is 1 patch/time step, that is, the speed at which cars go without

obstructions.
7This carrying capacity—which is reached when all the patches are occupied by a

car—is theoretical, because in practice cars need space in front of them to move.
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number of cars (shown on the x axis) from 20 to 2000, in steps of 20 (101
runs in total), with the same parameters. The results were extracted from
NetLogo using a small Java program developed to automate simulation
runs.8 The curious reader is invited to repeat these and other experiments
with the developed software laboratory SOTL (2005) and to analyze its
source code.

Variable Explanation Used by

r Radius (in patches) of simula-
tion. Environment has patches of
coordinates (x, y) ∈ [−r, r].

Environment.

p Period of fixed cycle methods. marching, optim, and
no-corr.

θ Threshold of κi counter. All sotl methods.
ρ Distance (in patches) from red

light at which cars are counted.
All sotl methods.

ϕmin Minimum green phase. Sotl-phase and sotl-
platoon.

µ Maximum size of platoon “tail”. Sotl-platoon.
ω Distance (in patches) from green

light at which “tails” are sensed.
Sotl-platoon.

λ Number of cars waiting in queue
to trigger light switch.

Cut-off.

Table 5.1: Parameters of NetLogo simulations.

We can see that the marching method is not very efficient for low traf-
fic densities, that is, when there are roughly less than three cars between
intersections. Since half of the arteries (all eastbound or all southbound)
have red lights, this causes almost half of the cars to be stopped at any
time, reducing the average speed of cars. On the other hand, its perfor-
mance degrades slowly as the traffic densities reach certain levels, and
performs the best for very high densities, that is, when more than eight
cars are encountered between intersections, and traffic jam formation is
probable. This is because it keeps a strict division of space occupied by
cars, and interferences are less probable. Still, when there are too many
cars, “deadlocks” are formed, that is, all cars are stopped.

8The precise figures were taken from the total averages for each variable (black lines
in the NetLogo simulation plots).
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Figure 5.2: Results for standard methods as car density increases. (i) Av-
erage speeds of cars. (ii) Percentage of stopped cars. (iii) Average waiting
times. Very high waiting times (out of graph) indicate deadlocks.
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Figure 5.3: Results for self-organizing methods as car density increases.
(i) Average speeds of cars. (ii) Percentage of stopped cars. (iii) Average
waiting times. Very high waiting times (out of graph) indicate deadlocks.
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For low densities, the optim method performs acceptably. However,
for high densities cars can enter a deadlock much faster than with other
methods. This is because cars waiting behind other cars at red lights do not
reach green waves, reducing their speed and the speed of the cars which
go behind them. Also, even when there will be some cars that do not stop,
flowing through green waves, there will be an equivalent number of cars
waiting to enter a green wave, losing the time gained by cars in green
waves. Therefore, the performance cannot be much better than marching.
Such a method could be useful only when the traffic flow distribution is
highly skewed, e.g. 90% of cars flowing in one direction.

Sotl-request gives the best performance for low traffic densities because
platoons can quickly change red lights into green, in most cases before ac-
tually reaching the intersections. Since the traffic density is low, this does
not obstruct many cars approaching the intersection in the corresponding
artery. However, for high densities this method is extremely inefficient,
since there is a constant switching of lights due to the fact that θ is reached
very fast. This reduces the speed of cars, since they stop on yellow lights,
but also breaks platoons, so that the few cars that pass will have a higher
probability of waiting more time at the next intersection.

Sotl-phase does not perform as good as sotl-request for low densities be-
cause in many cases cars need to wait behind red lights as κi reaches ϕmin,
with no cars coming in the corresponding artery. The performance of sotl
methods could be improved for low densities by reducing θ, since small
platoons might need to wait too long at red lights. As the traffic density
reaches a medium scale, platoons effectively exploit their size to accel-
erate their intersection crossing. With the considered parameters, in the
region around 160 cars, and again at around 320, sotl-phase can achieve
full synchronization in space, in the sense that no platoon has to stop, so all
cars can go at a maximum speed. (In the graphs, the average speed re-
flects the average time it takes to achieve full synchronization, i.e., closer
to one is faster.) This is not a realistic situation, because synchronization is
achieved due to the toroidal topology of the simulation environment. Still,
it is interesting to understand the process by which the full synchrony
is reached. Platoons are formed, as described above, of observed sizes
3 ≤ cars ≤ 15. One or two platoons flow per street. Remember that
platoons can change red lights to green before they reach an intersection,
if ϕi ≥ ϕmin. If a platoon moving in an artery is obstructed, this will be
because still ϕi < ϕmin, and because a platoon is crossing, or crossed the
intersection recently in the complementary artery. The waiting of the pla-
toon will change its phase compared to other flowing platoons. However,
if no platoon crossed recently, a platoon will keep its phase relative to other
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platoons. This induces platoons not to interfere with each other, until all of
them go at maximum speed, i.e. with minimum friction. We can test that
this condition is robust by resetting the traffic light periods and κi. Each
reset can be seen in the spikes of the graphs shown in Figure 5.4. Never-
theless, the precise time at which full synchronization is reached can vary.
For some initial conditions, full synchronization is not achieved, but it is
approached nevertheless. One of this initial conditions arises when there
are too many randomly assigned cars in one street, so that they cannot
leave enough space for crossing platoons to cross without some car briefly
stopping.

The phenomenon of full synchronization shows us how self-organizing
traffic lights form platoons, which in turn modulate traffic lights. This
feedback is such that it maximizes average speeds and minimizes wait-
ing times and stopped cars (and thus friction) in a robust way. The self-
organizing traffic lights are efficient without “knowing” beforehand the
locations or densities of cars.

When there is a very high traffic density, optim and sotl-request reach
deadlocks frequently, where all traffic is stopped. Sotl-phase behaves simi-
lar to marching, since traffic lights change as soon as κi ≥ ϕmin, because in
most cases κi ≥ θ by then. This also reduces the sizes of platoons, which
if very long can generate deadlocks. However, when the traffic density
is too high, deadlocks will be inevitable, though marching generates less
deadlocks than sotl-phase. This is because with the marching method whole
arteries are either stopped or advancing. This reduces the probability of
having a green light where cars cannot cross (e.g., due to a red light ahead,
and a line of cars waiting to cross it), which would block the crossing
artery at the next phase.9

Sotl-platoon manages to keep platoons together, achieving full synchro-
nization commonly for a wide density range, more effectively than sotl-
phase. This is because the restrictions of this method prevent platoons
from leaving a few cars behind, with a small time cost for waiting vehi-
cles. Still, this cost is much lower than breaking a platoon and waiting for
separated vehicles to join back again. A platoon is divided only if µ = 3,
and a platoon of size three will manage to switch traffic lights without
stopping for the simulation parameters used. However, for high traffic
densities platoons aggregate too much, making traffic jams more proba-
ble. The sotl-platoon method fails when a platoon waiting to cross a street

9Deadlocks could be avoided by restricting all cars to cross intersections only if there
is at least one free space after it. However, it is unrealistic to expect human drivers to
behave in this way.
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Figure 5.4: Resets of traffic lights as sotl-phase achieves full synchronization
(80 cars in 5 × 5 grid, r = 40).
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is long enough to reach the previous intersection, but not long enough to
cut its tail. This will prevent waiting cars from advancing, until more cars
join the long platoon. This failure could probably be avoided by introduc-
ing further restrictions in the method.

Cut-off performs better than the rigid methods, as it responds to the
current traffic state (except for very low densities, when cars in streets
may never reach the cut-off length λ). However, it is not as efficient as sotl
methods, since cars need to stop before being able to switch a red light
to green. Still, for high densities its performance is comparable to that of
sotl-phase, performing better than the other two sotl methods.

With no-corr, we can observe that all the methods have an improvement
over random phase assignation. Nevertheless, the difference between no-
corr and rigid methods is less than the one between rigid and adaptive
methods. This suggests that, for low traffic densities, adaptation is more
important than “blind” correlation. For high traffic densities, the opposite
seems to be the case. Still, sotl methods make their own correlation.

Tests with “faulty”, i.e. non-correlated intersections, were performed.
All methods are robust to failure of synchronization of individual traf-
fic lights, and the global performance degrades gracefully as more traffic
lights become faulty.

5.4 Applying the Methodology II

Simulation. With encouraging results, changes were made to the Simula-
tion to make it more realistic. Thus, a scenario similar to the one of Faieta
and Huberman (1993) was developed. Traffic flow in four directions was
introduced, alternating streets. This is, arteries still consist of one lane, but
the directions alternate: southbound-northbound on vertical roads, and
eastbound-westbound on horizontal roads. Also, the possibility of having
more cars flowing in particular directions was introduced. Peak hour traf-
fic can be simulated like this, regulating the percentages of cars that will
flow in different roads.10.

An option to switch off the torus in the simulation was added. Cars
that exit the simulation are removed from it. For creating new cars, gates
are chosen randomly, with a probability proportional to the parameters
that represent car percentages at vertical, eastbound, and southbound

10%horizontal = 100 − %vertical; %westbound = 100 − %eastbound; %northbound =
100 − %southbound.
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roads. Then, at chosen gates, a car will be created with a probability

Pnewc = 1 −
c

cmax

(5.2)

where c is the current number of cars, and cmax is the maximum number
of cars. Note that without a torus, traffic jams are less probable, since
new cars cannot be fed into the system until there is space, and also the
probability of creating new cars reduces as their number approaches cmax.
Therefore, the actual number of cars will be less than cmax.

Finally, a probability of turning at an intersection Pturn was included.
Therefore, when a car reaches an intersection, it will have a probability
Pturn of reducing its speed and turning in the direction of the crossing
street. This can cause cars to leave platoons, which are more stable when
Pturn = 0.

5.5 Experiments: Second Results

Similar sets of experiments as those presented in Section 5.3 were per-
formed, with runs of 10,000 time steps with random initial conditions in a
grid of 10 × 10 arteries of r = 80, with p = 83, θ = 41, ϕmin = 20, ρ = 8,
ω = 4, µ = 3, and λ = 3 (Again, see Table 5.1 for a concise description
of the parameters). The percentage of cars in horizontal streets was the
same as in vertical (50%), but of those, 60% in vertical roads were south-
bound (40% northbound) and 75% in horizontal streets were eastbound
(25% westbound). Pturn = 0.1 was used. Since each street crosses 10 other
streets, on average each car should turn more than once. Results of single
runs, increasing the number of initial cars (cmax in Equation (5.2)) from 20
to 2000 in steps of 20, can be appreciated in Figures 5.5 and 5.6. It should
be noted that the average number of cars is reduced as the initial density
increases, since cars cannot enter the simulation until there is space for
them. This reduces considerably the probability of deadlocks. A plot com-
paring the initial and average number of cars for the simulations can be
seen in Figure 5.7.

In general terms, the improvements of the simulation did not alter the
first results by much. Marching and optim are poor for low traffic densities,
but the performance degrades smoothly as the density increases. There are
almost no deadlocks because with high densities used in the simulation as
initial states, more cars exit than enter until a “carrying capacity” of the
city is reached. If this was a real city, there would be queues waiting to
enter the city, which the statistics of these simulations do not consider.
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Figure 5.5: Results in four directions, turning, and without torus, for stan-
dard methods, as car density increases. (i) Average speeds of cars. (ii)
Percentage of stopped cars. (iii) Average waiting times.



Self-organizing Traffic Lights 81

Figure 5.6: Results in four directions, turning, and without torus, for self-
organizing methods, as car density increases. (i) Average speeds of cars.
(ii) Percentage of stopped cars. (iii) Average waiting times.
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Figure 5.7: Comparison of initial and average number of cars for different
methods without torus.
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Sotl-request performs the best for low traffic densities, but worst for
high densities, even worse than no-corr. This is because, as in the first
results, dense platoons force the traffic lights into a constant switching,
which reduces the performance.

The sotl-phase method avoids this problem with the restriction set by
ϕmin. It still performs very good for low densities, and the average speed
degrades slowly to a comparable performance with the non-adaptive
methods. However, the percentage of stopped cars and the waiting times
are much lower than the non-adaptive methods.

Sotl-platoon manages to keep platoons together, which enables them
to leave the simulation faster. It gives on average 30% (up to 40%) more
average speed, half the stopped cars, and seven times less average wait-
ing times than non-responsive methods. Therefore, this method performs
the best overall. It can adapt to different traffic densities, minimizing the
conflicts between cars. It is not possible to achieve almost perfect perfor-
mance, as it did for medium densities with a torus, since cars enter the
simulation randomly. Still, this method is the one that manages to adapt
as quickly as possible to the incoming traffic, effectively organizing ve-
hicles into platoons that quickly leave the simulation, even when single
vehicles might break apart from them (due to Pturn > 0).

The cut-off method again performs badly for very low densities. Still,
afterwards it performs better than the non-adaptive methods, but not as
good as sotl-phase or sotl-platoon.

Again, no-corr shows that all methods give an improvement over ran-
dom phase assignment, except for sotl-request at high densities, where the
method clearly breaks down.

The average number of cars, shown in Figure 5.7, can be taken as an
indirect measure of the methods’ performance: the faster the cars are able
to leave the simulation, there will be less cars in it, thus more efficient traf-
fic flow. An inverse correlation between the average number of cars and
the average speeds can be observed. If the traffic lights can “get rid” of the
incoming traffic as quickly as possible, it means that they are successfully
mediating the conflicts between vehicles.

From observed simulations, the phenomenon of full synchronization
is destroyed if there is no torus, or if Pturn > 0. However, it can still be
achieved when the cars flow in four directions, when the number of hori-
zontal arteries is different from the number of vertical arteries, or when the
distance between arteries is not regular. It is easier to reach if there are less
arteries—thus intersections—in the simulation. Also, if the length of hori-
zontal and vertical arteries differs, that is, rx 6= ry, full synchronization is
more difficult to obtain, since the periods of the platoons passing the same
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traffic light depend on the length of the arteries. If these are proportional,
for example, rx = 2ry, full synchronization can be achieved. Nevertheless,
the sotl-phase and sotl-platoon methods achieve very good performance un-
der any of these conditions.

5.6 Applying the Methodology III

The results mentioned above were presented at the cabinet of the Minis-
ter of Mobility and Public Works of the Brussels Region, Pascal Smet, in
August 2005. The results were encouraging, but the simulation was still
very abstract. The Brussels Region made available data from the Rue de la
Loi/Wetstraat, a four-lane westwards one-way avenue in Brussels which
gathers heavy traffic towards the center of the city. For his BSc thesis, my
student Seung Bae Cools extended an open source traffic simulator to test
the sotl methods in a more realistic simulation (Cools, 2006). His results
are summarized below.

Simulation. Our simulator moreVTS (2006) (A More Realistic Vehicle
Traffic Simulator) is the third of a series of open source projects build-
ing on the previous one, developed in Java. Green Light District (GLD
(2001)) was developed by the Intelligent Systems Group at the University
of Utrecht (Wiering et al., 2004). Then, GLD was improved by students in
Argentina within the iAtracos project, which we used as a starting point
for our simulator, which introduces realistic physics into the simulation.
Among other things, acceleration was introduced, and the scale was mod-
ified so that one pixel represents one meter and one cycle represents one
second.

The simulator allows the modeling of complex traffic configurations,
allowing the user to create maps and then run simulations varying the
densities and types of road users. Multiple-lane streets and intersections
can be arranged, as well as spawn and destination frequencies of cars. For
implementation details of moreVTS, please refer to Cools (2006).

The sotl methods were implemented in moreVTS. With data provided
by the Brussels Capital Region, we were able to build a detailed simu-
lation of the Wetstraat. We used the measured average traffic densities
per hour on working days for 2004 (shown in Table 5.2) and the current
“green wave” method—an adaptation of optim—which has a period of 90
seconds, with 65 seconds for the green phase on the Wetstraat, 19 for the
green phase on side streets, and 6 for transitions. Like this, we were able
to compare our self-organizing controllers with a standard one in a realis-
tic setting. Figure 5.8 shows the simulation view of the Wetstraat and its
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0 1 2 3 4 5 6 7
476 255 145 120 175 598 2933 5270

8 9 10 11 12 13 14 15
4141 4028 3543 3353 3118 3829 3828 3334

16 17 18 19 20 21 22 23
3318 3519 3581 3734 2387 1690 1419 1083

Table 5.2: Average vehicle count per hour at the beginning of the Wetstraat.
Data kindly provided by the Brussels Capital Region.

Figure 5.8: Simulation of the Wetstraat and intersecting streets. Cars flow
westward on the Wetstraat. Red dots represent traffic lights for each in-
coming lane at intersections.

surrounding streets.

The data from Table 5.2 is for the cars entering the Wetstraat on the East
(at the bridge over the Etterbeeksesteenweg), so the spawn rates for the
two nodes in the simulation representing this were set according to these
data. For the other nodes, the spawn and destination frequencies were set
based on a field study we performed on May 2006, comparing the percent-
age of cars that flow through the Wetstraat and those that flow through
side streets, enter, or leave the Wetstraat. These percentages were kept
constant, so that when the density of cars entering the Wetstraat changed,
all the other spawn rates changed in the same proportion. On average,
for each five cars flowing through a side street, one hundred flow through
the Wetstraat. This is not the case of the Kunststraat, a two way avenue
at the West of the Wetstraat (second and third crossing streets from left to
right on Fig. 5.8), where for 100 cars driving through the Wetstraat, about
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40 turn right, 40 turn left, and only 20 go straight, while 20 more drive
through the Kunststraat (about 10 in each direction). The precise spawn
rates and destination frequencies are given in Cools (2006, pp. 55–57).

5.7 Experiments: Third Results

Since sotl-platoon was again the best of the sotl methods, only this method
is discussed here. To measure the performance of the current green wave
method and sotl-platoon, we used the average trip waiting times (ATWT ).
The travel waiting time for one car is the travel time minus the minimum
possible travel time, i.e. travel distance divided by the maximum allowed
speed, which for the Wetstraat simulation is about sixty seconds.

Several simulation runs were performed to find the best parameters for
sotl-platoon. For each parameter and traffic density, five simulation runs
representing one hour, i.e. 3600 cycles, were averaged. The results were
robust and consistent, with sotl-platoon performing better than the green
wave method for a wide range of parameters θ and ϕmin (Cools, 2006).
Only the best ones are shown in Figure 5.9, together with the results for
the green wave method. The cruise speed used was 14 m/s, ω = 25 and
µ = 3. Since some densities from Table 5.2 are very similar, we averaged
and considered the same densities for 2:00, 3:00 and 4:00; 8:00 and 9:00;
10:00, 17:00 and 18:00; 11:00, 15:00 and 16:00; 13:00, 14:00 and 19:00; and
21:00 and 22:00.

As Figure 5.9 shows, there is considerable reduction in ATWT using
sotl-platoon instead of the current green wave method. The ATWT for
the densities at different hours using sotl-platoon were from 34% to 64%
of the ATWT for the green wave method, and on average for different
densities 50%. Since the minimum travel time for the Wetstraat is about
one minute, while the overall ATWT for the green wave method is also
about one minute and for sotl-platoon about half, the improvement in the
average total travel times would be of about 25%, i.e. cars under a green
wave method would take 33% more time to reach their destination than
those under sotl-platoon. This shows with a realistic simulation that sotl-
platoon improves greatly traffic flow compared to the current green wave
method, for all the studied traffic densities.

We should note that these results are consistent with those presented
in Section 5.5, even when there are several differences in the traffic con-
figurations. With a green wave method, such as optim, cars need to wait
on average half their total travel times (less with low density, more with
high density). On the other hand, with sotl-platoon cars need to wait on
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average only one third of their total travel times, saving considerable time
and fuel.

We have observed that there is a monotonic relation between the best
θ and the traffic density (Cools, 2006). Exploring this relation better could
allow us to set a variable θ depending on the current traffic density mea-
sured by the traffic lights. Still, since sotl-platoon performs very well for a
broad range of parameters, it does not require their precise calculation. In
other words, sotl-platoon is not sensitive to small changes in parameters,
making it a robust method.

5.8 Applying the Methodology IV

Representation. If priority is to be given to certain vehicles (e.g. public
transport, emergency), weights can be added to give more importance to
some σi’s. The σsys would still be the average of the individual σi’s, only
now weighted by the priority of vehicles.

A meso-level might be considered, where properties of platoons can be
observed: their behaviors, performance, and satisfaction and the relation-
ships of these with the vehicle and city levels could enhance the under-
standing of the self-organizing traffic lights and even improve them.

Application. The proposed system has not been implemented yet.
Still, it is feasible to do so, since there is the sensor technology to imple-
ment the discussed methods in an affordable way, and the simulations
have proved the benefit of the self-organizing methods.

Figure 5.10 shows one possible configuration for implementing sotl-
platoon using simple proximity sensors, which can be installed under the
pavement. More complicated sensors, such as cameras, could also be used.
A sensor at a distance ρ from the traffic light would be used to start count-
ing cars. A controller would know how many cars are approaching a red
light by incrementing a counter c each time a car passes through the sensor
at ρ, and decrementing c when a car crosses the intersection. Every certain
time, say one second, c would be integrated in counter κi (see Algorithm
3). The same idea would be used to count how many cars are between
ω and the intersection. If cars would enter or leave the street somewhere
between a sensor and the intersection, e.g. a parking or small street, an
additional sensor should be installed to adjust c.

Pedestrians could be taken into account considering them as cars ap-
proaching a red light. Buttons like the ones already available in the market
can be used to include pedestrians in κi, resetting them after each change
of light.
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A pilot study should be made before applying widely self-organizing
traffic lights, to fine tune different parameters and methods. External fac-
tors, e.g. pedestrians and cyclists, could also affect the performance of the
system.

A mixed strategy between different methods could be considered, e.g.
sotl-platoon for low and medium densities, and sotl-phase or marching for
high densities. Another alternative worth exploring would be to vary θ

according to the current traffic density, or to test different θ’s for different
directions for highly skewed traffic densities, such as in the Wetstraat. The
relationship between θ with ρ and ω should also be studied.

Evaluation. If a city deploys a self-organizing traffic light system, it
should be monitored and compared with previous systems. This will help
to improve the system. If the system would be an affordable success, its
implementation in other cities would be promoted, especially because the
mechanisms and simulators are open to the community.

5.9 Discussion

“The environment is not best conceived solely as a problem domain to be
negotiated. It is equally, and crucially, a resource to be factored in the solutions.”

—Andy Clark

The sotl methods follow ideas of decentralized control similar to the
ones used by Porche and Lafortune (1999, and references within), but with
a much simpler implementation. There is no costly prediction of arrivals
at intersections, and no need to establish communication between traffic
lights to achieve coordination. They do not have fixed cycles.

The series of experiments performed show that sotl strategies are more
efficient than traditional control methods. This is mainly because they are
“sensitive” and adaptive to the changes in traffic. Therefore, they can cope
better with variable traffic densities, noise, and unpredicted situations.
Based on our results, we can say the following.

• The formation of platoons can be seen as a reduction of variety
(Ashby, 1956, Ch. 11). It is much easier to regulate 10 groups of
10 cars than 100 cars independently.11 Platoons make the traffic
problem simpler. Oscillations in traffic will be reduced if cars
interact as groups. We can also see this as a reduction of entropy: if
cars are homogeneously spread on the street grid, at a particular

11This could be seen as “functional” modularity (Simon, 1996, pp. 188-195).
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moment there is the same probability of finding a car on a particular
block. This is a state of maximum entropy. However, if there are
platoons, there will be many blocks without any car, and a few
with several. This allows a more efficient distribution of resources,
namely free space at intersections.12 It is interesting to note that the
sotl methods do not force vehicles into platoons, but induce them.
This gives the system flexibility to adapt.

• We can say that the sotl methods try to “get rid” of cars as fast and
fair as possible. This is because they give more importance to cars
waiting for more time compared to recent arrivals, and also to larger
groups of cars. This successfully minimizes the number of cars wait-
ing at a red light and the time they will wait. The result is an increase
in the average speeds. Also, the prompt “dissipation” of cars from
intersections will prevent the formation of long queues, which can
lead to traffic jams.

• Since cars share a common resource—space—they are in competition
for that resource. Self-organizing traffic lights are synergistic (Haken,
1981), trying to mediate conflicts between cars. The formation of
platoons minimizes friction between cars by Imposition, leaving free
space around them. If cars are distributed homogeneously in a city,
the probability of conflict increases.

• There is no direct communication among the self-organizing traffic
lights. However, they “exploit” cars to stigmergically transmit in-
formation,13 in a way similar to social insects exploiting their en-
vironment to coordinate. For traffic lights, car densities form their
environment. Traffic lights respond to those densities. But cars also
respond to the traffic light states. We could say that traffic lights and
cars “co-control” each other, since cars switch traffic lights to green,
and red traffic lights stop the cars.

5.9.1 Adaptation or optimization?

Optimization methods are very effective for problems where the domain
is fairly static. This enables the possibility of searching in a defined space.
But in problems where the domain changes constantly, such as traffic, an

12The formation of platoons has already been proposed for freeways, with good results
(Sheikholeslam and Desoer, 1991).

13For an introduction to stigmergy, see (Theraulaz and Bonabeau, 1999).
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adaptive method should be used, to cope with these changes and con-
stantly approach solutions in an active way.

The problem of traffic lights is such that cars and traffic lights face dif-
ferent situations constantly, since they affect each other in their dynamics
(i.e., traffic lights affect cars, cars affect cars). With sotl methods, cars af-
fect traffic lights and traffic lights affect other traffic lights stigmergically
via the cars. If the situation is unknown or unpredictable, it is better to
use an adaptive, self-organizing strategy for traffic lights, since it is not
computationally feasible to predict the system behavior.14

We can see an analogy with teaching: a teacher can tell exactly a

student what to do (as an optimizer can tell a traffic light what to do). But

this limits the student to the knowledge of the teacher. The teacher should

allow space for innovation if some creativity is to be expected. In the same
way, a designer can allow traffic lights to decide for themselves what to
do in their current context. Stretching the metaphor, we could say that the
self-organizing traffic lights are “gifted with creativity,” in the sense that
they find solutions to the traffic problem by themselves, without the need
of the designer even understanding the solution. On the other hand, non-
adaptive methods are “blind” to the changes in their environment, which
can lead to a failure of their rigid solution.

We can deduce that methods which are based on phase cycles, and
even adaptive cyclic systems (Hunt et al., 1981; Sims, 1979) (i.e., systems
that try to coordinate phases with fixed durations) will not be able to adapt
as responsively as methods that are adaptive and non-cyclic, since they
are not bounded by fixed durations of green lights (Porche and Lafortune,
1999). Therefore, it seems that optimizing phases of traffic lights is not the
best option, due to the unpredictable nature of traffic.

All traffic lights can be seen as mediators (Heylighen, 2003a) among
cars. However, rigid methods do not take into account the current state of
vehicles. They are more “autocratic.” On the other hand, adaptive meth-
ods are regulated by the traffic flow itself. Traffic controls itself, mediated
by “democratic” adaptive traffic lights.

5.9.2 Practicalities

There are many parallel approaches trying to improve traffic. We do not
doubt that there are many interesting proposals that could improve traffic,

14This is because there is a high sensitivity to initial conditions in traffic, that is, chaos:
if a car does not behave as expected by a non-adaptive control system, this can lead the
state of the traffic far from the trajectory expected by the system.
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for example, to calculate real-time trajectories of all cars in a city depend-
ing on their destination via GPS. However, there are the feasibility and
economic aspects to take into account. Two positive points in favor of the
self-organizing methods are the following. First, it would be very easy and
cheap to implement them. There are already sensors on the market which
could be deployed to regulate traffic lights in a way similar to sotl-phase.
Sensors implementing the sotl-platoon method would not be too difficult
to deploy, as shown in Figure 5.10. Second, sotl methods could be intro-
duced gradually in a city, adapting seamlessly to the existing network.
The system does not need to be implemented completely to start work-
ing and giving results. Moreover, there is no need for a central computer,
expensive communication systems, or constant management and mainte-
nance. The methods are robust, so they can resist incrementally the failure
of intersections.

Self-organizing traffic lights would also improve incoming traffic to
traffic light districts, for example, from freeways, since they adapt actively
to the changing traffic flows. They can sense when more cars are coming
from a certain direction, and regulate the traffic equitably.

Pedestrians could be included in a self-organizing scheme by consider-
ing them as cars approaching a red light. For example, a button could be
used, as is now common, to inform the intersection, and this would con-
tribute to the count κi. Certainly, only one pressing would be counted per
cycle, to prevent its malicious use.

Vehicle priority could also be implemented, by simply including
weights wj associated to vehicles, so that the count κi of each intersection
would reach the threshold θ counting wjc ∗ ts. However, this would
require a more sophisticated sensing mechanism, although available with
current technology for priority vehicle detection, e.g. RFID tags. Still, this
would provide an adaptive solution for vehicle priority, which in some
cities (e.g. buses in London) can cause chaos in the rest of the traffic lights
network, since lights are kicked off phase or they are set according to the
priority vehicles (e.g. trams in Brussels).

We should also note that traffic lights are not the best solution for all
traffic situations. For example, roundabouts (Fouladvand et al., 2004a) are
more effective in low speed, low density neighborhoods.

5.9.3 Environmental benefits

Even when cars consume more fuel when they are moving than when they
are stopped, idle engines can produce large amounts of pollution. To il-
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lustrate this, we calculated the potential environmental benefits of imple-
menting sotl-platoon on the Wetstraat in Brussels, summarized in Table 5.3.

Optim SOTL Difference

Day ATWT (s) 54.63 27.85 26.77
Day WT (hr) 908.61 463.28 445.32
Litres gas in WT 3089.26 1575.17 1514.09
l/year 1127579.85 574935.97 552643.88
CO2 tons/year 2706.19 1379.85 1326.35
NOx kg/year 9053.41 4616.2 4437.21
CO kg/year 136126.8 69409 66717.79
CxHx kg/year 18237.08 9298.81 8938.27

Table 5.3: Emissions by idling engines on Wetstraat, with information from
the U.S. Environmental Protection Agency. See text for explanation.

Averaging 59877 cars per day, our simulations averaged about one
minute of ATWT for the current method and half of that for sotl-platoon.
Just a few seconds per car, but they amount to more than nine hundred
hours a day, half for sotl-platoon. An idling engine spends on average 3.4
liters of gasoline per hour, so every day on the Wetstraat cars spend more
than three thousand liters of gasoline per day and more than a million per
year. Since sotl-platoon would consume only half of that, it would save
more than a thousand tons of carbon dioxide, more than four tons of ox-
ides of nitrogen, more than sixty six tons of carbon monoxide, and almost
nine tons of hydrocarbons, every year. And this is taking into considera-
tion only ten intersections. How many intersections are there in the world?

Implementing self-organizing traffic lights would certainly help coun-
tries fulfill emission reduction commitments under the Kyoto protocol, so
their benefit goes beyond reducing travel times.

Moreover, saving half a million liters of fuel per year would imply also
a saving of more than half a million euros per year, which would be less
than the cost of implementing such a system on the Wetstraat.

5.9.4 Unattended issues

The only way of being sure that a self-organizing traffic light system
would improve traffic is to implement it and find out. Still, the present
results are encouraging to test our methods in more realistic situations.
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A future direction worth pursuing would be a systematic exploration
of the parameters θ, p, and ϕmin values for different densities, as well as
the exploration of different environmental parameters. A meta-adaptive
method for regulating these parameters depending on the traffic densi-
ties would be desirable. Therefore, if a certain density is detected, proper
parameter values could be used. It would also be interesting to compare
our methods with others, for example, (Hunt et al., 1981; Sims, 1979), but
many of these are not public, or very complicated to implement in a rea-
sonable amount of time. Reinforcement learning methods (Wiering et al.,
2004) will adapt to a particular flow density. However, in real traffic den-
sities change constantly and unevenly. We should compare the speed of
adaptation of these methods with the proposed self-organizing ones. We
would also like to compare our methods with other distributed adaptive
cyclic methods, e.g. Faieta and Huberman (1993); Ohira (1997) (sotl and
cut-off are non-cyclic), to test if indeed phase cycles reduce the adaptabil-
ity of traffic lights. It would also be interesting to compare sotl-platoon with
the Dresden method (Helbing et al., 2005; Lämmer et al., 2006), which cou-
ples oscillators using self-organization, whereas sotl-platoon has no internal
phases nor clocks. A comparison with methods inspired by game theory
(Bazzan, 2005; Oliveira et al., 2005, 2006) is also desirable.

Another direction worth exploring would be to devise methods similar
to the ones presented that promote “optimal” sizes of platoons for differ-
ent situations. We would need to explore as well which platoon sizes yield
less interference for different scenarios.

5.10 Conclusions

We have presented three self-organizing methods for traffic light control
which outperform traditional methods due to the fact that they are
“aware” of changes in their environment, and therefore are able to adapt
to new situations. The methods are very simple: they give preference to
cars that have been waiting longer, and to larger groups of cars. Still, they
achieve self-organization by the probabilistic formation of car platoons.
In turn, platoons affect the behavior of traffic lights, prompting them to
turn green even before they have reached an intersection. Traffic lights
coordinate stigmergically via platoons, and they minimize waiting times
and maximize average speeds of cars. Under simplified circumstances,
two methods can achieve robust full synchronization , in which cars do
not stop at all.

From the presented results and the ones available in the literature
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(Porche and Lafortune, 1999), we can see that the future lies in schemes
that are distributed, non-cyclic, and self-organizing. In the far future,
when autonomous driving becomes a reality, new methods could even
make traffic lights obsolete (Gershenson, 1998a; Dresner and Stone, 2004),
but for the time being, there is much to explore in traffic light research.

There are several directions in which our models could be improved,
which at the present stage might be oversimplifying. However, the cur-
rent results are very promising and encourage us to test self-organizing
methods in real traffic environments, starting with pilot studies. However,
we would not like to motivate even more the use of cars with an efficient
traffic control, since this would increase even more traffic densities and
pollution. Any city aiming at improving its traffic flow should promote in
parallel alternative modes of transportation, such as cycling, walking, car
pooling, or using public transport.
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CHAPTER 6

SELF-ORGANIZING

BUREAUCRACIES

The goal of this chapter1 is to encourage the use of self-organization as a method
to improve the efficiency and adaptability of bureaucracies and similar social sys-
tems. Bureaucracies are described as networks of agents, where the main design
principle is to reduce local “friction” to increase local and global “satisfaction”.
Following this principle, solutions are proposed for improving communication
within bureaucracies, sensing public satisfaction, dynamic modification of hierar-
chies, and contextualization of procedures. Each of these reduces friction between
agents (internal or external), increasing the efficiency of bureaucracies. “Ran-
dom agent networks” (RANs)—novel computational models—are introduced to
illustrate the benefits of self-organizing bureaucracies.

1Based on Gershenson (2006b).

97
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6.1 Introduction

“Hay que parar al que no quiera
que el pueblo gane esta pelea

Hay que juntar toda la ciencia
antes que acabe la paciencia”2

—Stafford Beer and Ángel Parra

Bureaucracies can be found in governments, corporations, and other
social institutions. They have social goals and responsibilities that are
achieved by a division of labor that is usually hierarchical. Examples

of bureaucracies can be seen in the public and private sectors, e.g. tax

collection systems, immigration services, and steering of educational and

academic institutions. The efficiency of a bureaucracy is related to the ful-
fillment of its goals. Thus, it would be desirable to increase functional effi-
ciency in bureaucracies. Ideally, such a system could be designed to reach
maximal efficiency. In practice, as most people have experienced, this is
far from being the case (Weber, 1968). Corruption, rigidity, and delays are

just few examples of obstacles that hamper efficiency in bureaucracies.
It would be naı̈ve to aim for perfect bureaucracies, but certainly the effi-
ciency of actual ones can be improved.

One approach would consist of optimizing the bureaucratic functional-
ity, e.g. Hofacker and Vetschera (2001). This approach can provide good
solutions if the function or goal of the organization does not change con-
siderably, i.e. when a problem domain is stationary. However, the world
is changing at accelerating rates. Changes cause the shifting of the opti-
mum of a system. And in some cases, the behavior of the institution itself
changes the optimum (Kauffman, 2000). Thus, a wiser approach would be
to design bureaucracies that are able to adapt (Holland, 1975) to changing
situations. Instead of attempting to predict all the functionality before-
hand, an organization could adapt to the changing demands of its envi-
ronment.

Cybernetics and systems theory proposed some of the first solutions in
this direction already a few decades ago, e.g. Beer (1966). The Cybersyn
project in Chile was even partially implemented, but was cut short by the
1973 military coup (Miller Medina, 2005).3 However, this approach is still

2 We have to stop those who don’t want / the people to win this fight / We have to
gather all science / before we run out of patience.

3One aspect of the Cybersyn system implemented a “nervous system” for the coun-
try, where every day information with the productions and demands from factories was
telexed to a “brain” room where people decided which demands were more urgent and
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not widely used in practice, probably because it requires alternative ways
of thinking, as exposed in Chapter 2. It is always easier to solve problems
for stationary domains than for dynamic environments.

Organization science has developed several concepts that are useful for
improving the self-organization and adaptation of bureaucracies. Noting
the cognitive limits of decision makers (March, 1978; Simon, 1982; Cyert
and March, 1992) tells us that individuals will not be able to make per-
fect decisions. On one hand, the cognition necessary to solve complex
tasks can be distributed (Hutchins, 1995; Weick and Roberts, 1993). On the
other hand, organizations need to be able to adapt to unpredictable events
(Carley, 1997). Organizational learning is one type of adaptation that has
been widely studied (Levitt and March, 1988; March, 1991). Also, compu-
tational organization theory (Carley and Prietula, 1994) and agent based
modeling, e.g. Epstein and Axtell (1996); Axelrod (2005), have aided in
the understanding of the complexity inherent to organizations (Anderson
et al., 1999; Anderson, 1999; Levinthal and Warglien, 1999; Lissack, 1999;
Axelrod and Cohen, 2000)

Following this line of research, this chapter suggests methods
that improve the efficiency of bureaucracies via self-organization4.
Self-organization (Heylighen, 2003b) has been used as a principle
in many domains such as computer science and robotics (Kohonen,
2000), the Internet (Bollen and Heylighen, 1996), and traffic light
control (Gershenson, 2005), just to name a few. In organization science,
self-organization has been studied as a phenomenon, e.g. Comfort (1994);
Morgan (1996, p.233). The goal of this chapter is to use it conceptually as
a tool to improve the efficiency of bureaucracies.

In the next section, the application of the Methodology to bureaucra-
cies is discussed broadly. In the following sections, different aspects of
bureaucracies and improvements using self-organization are proposed,
namely in the areas of communication, sensors, hierarchies, and context.
Afterwards, random agent networks (RANs) are defined to model bureau-
cracies. Computational experiments with RANs illustrate the benefits of
self-organization for improving the performance of abstract bureaucracies.
The chapter is aimed more at government bureaucracies, but in principle
the ideas could be applied to business bureaucracies as well.

route the productions accordingly. Like this, the government was able to stock the coun-
try in spite of widespread strikes and scarcity.

4For an introduction to self-organization, see Section 3.5.
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6.2 Designing Self-organizing Bureaucracies

“Everything is about balance. The problem is that one aspect seeking balance
may unbalance other aspects”

Organizations can be modeled as systems of information processing
agents (Radner, 1993; Van Zandt, 1998; DeCanio and Watkins, 1998). An
agent is a description of an entity that acts on its environment. They could
also be described as cognitive systems (Gershenson, 2004a). Thus, not only
people can be described as agents, but also departments, ministries, and
governments. Agents can have goals (Simon, 1964), that are described
by an observer. Agents can be said to be cognitive because they need to
“know” which actions to take to reach their goals. Following the concep-
tual framework proposed in Section 4.2, the “satisfaction” of the agents
will be related to the achievement of their goals. Thus, a description of a
bureaucracy can be made in terms of agents trying to fulfill goals to in-
crease their satisfaction. The public can also be described as an agent or
several agents, interacting (externally) with the bureaucracy.

However, the satisfaction of one agent (e.g. a clerk) can be in conflict
with the satisfaction of another agent (e.g. the minister). As the main
premise of the Methodology states, it can be argued that decreasing the
“friction” or interference of agents at one level (e.g. personal level), i.e.
how one agent decreases the satisfaction of another agent, will result in an
increase of satisfaction at the higher level (e.g. ministry level) (Gershenson,
2006a; Helbing and Vicsek, 1999). This is a (useful) tautology because the
goals of agents are described by observers according to the desired func-
tion of the system. Notice that this is different from implying that maxi-
mizing the satisfaction of agents at one level will always lead to an increase
of satisfaction at the higher level. The key difference lies in the mediation
of conflicting goals to increase satisfaction. Similarly, we can speak about
“negative friction”, or synergy (Haken, 1981), where the behavior of one
agent increases the satisfaction of another agent. Certainly, not only fric-
tion should be minimized, but also synergy maximized. Different ways in
which this can be achieved are discussed in detail in Section 4.3.2. Within
practical limits, friction reduction and synergy promotion will be always
useful, since all actors, internal or external, will benefit.5 For example,

the easier it is to pay taxes, the more people will be motivated to pay

them. This benefits the state (more votes on next election, more money

5Note that high costs cause friction, so self-organization should always take cost into
account, i.e. not to promote changes with a cost higher than their benefit.
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collected) and taxpayers (less time lost). Certainly, as in most social sys-
tems, a problem will remain when it comes to measuring satisfaction. This
will be discussed in Section 6.4.

The goals of a firm can be easily related to its profits (Van Zandt, 1998).
However, the goals of a bureaucracy are related to its particular function.
This function can be co-determined by the state, by the public, and by the
bureaucracy itself. Thus, there is as yet no general way to measure the
performance of a bureaucracy. Efficiency could be a way of evaluating a
bureaucracy, but there is the same measurement problem with efficiency:
it will differ according to the particular bureaucracy. Still, a lack of explicit
descriptions of function, efficiency, or satisfaction are not a limitation for
speaking about the goals of a bureaucracy. It should just be considered
that these can change depending on the behavior of the bureaucracy itself.

In order to adapt to unpredictable changes, bureaucracies require a cer-
tain flexibility. Changes should be made, but the function needs to be pre-
served. Robustness is required (Jen, 2005), so that adaptive changes do not
prevent the bureaucracy from reaching its goals. The main idea to guide
changes is the following: First, detect how each agent affects satisfaction of
others. Then, implement changes to minimize friction and promote syn-
ergy. This can be achieved by reinforcement: behaviors that have proven
themselves inefficient should be avoided, and beneficial ones should be
promoted. This can be seen as a particular case of learning (Levitt and
March, 1988; March, 1991).

Before implementing radical changes that might lead to unexpected
outcomes, computer simulations should be used (Gershenson, 2002d;
Axelrod, 2005). These will be useful for detecting possible flaws in the
changes planned, or simply to improve them. Moreover, the changes
themselves can be explored with the aid of computer simulations, since
it is not obvious in every case what should be done, as the complexity
of bureaucracies often exceeds our predictive capabilities. Simulations
are important because the behavior of highly complex systems cannot be
predicted beforehand, but it should be first observed and then explained.
Moreover, simulations allow observation without potential risks.

The changes could be introduced gradually and with a certain redun-
dancy to compare the benefits and disadvantages of the new methods with
the previous ones, with the possibility to return to previous situations.

In the following sections diverse aspects of bureaucracies are explored,
suggesting different possible improvements within each domain. Each
improvement would contribute to the performance of a bureaucracy in a
different manner, so their application could be considered combined or in
isolation.
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6.3 The Role of Communication

“All human relationships are based on misunderstandings”

Communication between agents can be classified in two categories:
synchronous and asynchronous (Desanctis and Monge, 1999).

Synchronous communication occurs when the agents involved in the
process are responding at the same time. There is immediate feedback
between speaker and listener, so that a dialog can be established contin-
uously. Examples of this are verbal communication, telephone conversa-

tions, video conferencing, IRC (Internet relay chat), and VoIP (Voice over

Internet Protocol, e.g. Skype). The advantage of this mode of communi-
cation is that dialogs can be resolved without interruption. The disadvan-
tage is that all participants need to coordinate to participate in the process.

Asynchronous communication occurs when the agents involved do not
participate simultaneously in the process. There is a delayed feedback
between agents, so that dialogs are interrupted depending on the length
of the transmission delay. Examples include post, telegraph, telex, fax,

e-mail, and instant messaging, and SMS. The trade-offs of this mode of
communication complement those of synchronous communication: on the
positive side asynchronous communication allows exchanges without co-
ordination required, but on the negative side the communication can be
delayed. Technological development has reduced transmission delay, en-
abling asynchronous communication to depend only on the constraints
of the agents. Moreover, asynchronous communication allows for certain
decision time, whereas in synchronous communication most responses
should be immediate, reducing the possibility of digesting information
properly.

Technology seems to lead to a convergence of synchronous and asyn-
chronous communication into semisynchronous communication, where me-
dia can be used synchronously or asynchronously depending on the cir-
cumstances. This is the case with e-mail, instant messaging, IRC, and SMS:
instant replies can lead to a conversation, but the information persists in
case one of the parties is not able to respond immediately.

In a bureaucracy, different agents need to communicate to satisfy the
goals of the system. Thus, communication delays can be seen as a type
of friction between agents. The faster the communication takes place,
the better it will be for the system. Thus, synchronous communication
might be preferred to enable quick responses. However, this would imply
a great coordination effort, since agents usually perform other activities
apart from communicating. It could be quite possible that an agent would
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be too busy with other matters to have a synchronous exchange. Then it
seems that asynchronous communication would be preferred, since one
agent can send a message and keep on working on other matters while
the response arrives. Then the question would be: how can asynchronous
communication be facilitated?

As mentioned above, one great improvement is given by technology.
Being able to send documents electronically instead of by post reduces the
delay of message transmission from the scale of days to the scale of sec-
onds. Certainly, organizations have exploited this opportunity, and wor-
ries about security have been solved with digital signatures. Still, it is
a common practice in several bureaucracies to handle paper documents,
even when they must be sent across continents, as it is the case e.g. with the

Mexican foreign services, having a transmission delay of weeks instead of
seconds.

However, the adoption of electronic means of communication can do
much more than reducing the transmission delay of messages. Analyzing
the times when a message is sent and when it is replied to can provide very
useful information, namely that of response delay (see Figure 6.1). This
can be used to detect bottlenecks: If one agent (individual or department)
takes too long in replying to requests, the work of other agents might be
delayed as well, as in a production chain. Resources could then be reas-
signed in real time to overcome the bottleneck, giving priority to the agent
with the response delay. In fact, we can say that a delay in response causes
friction to other agents, since they need the feedback to reach their goals.
Thus, a bureaucracy could self-organize by modifying in real time its own
structure, once it is known where friction is coming from. Solutions can
vary depending on the precise nature of the delay: assign more individ-
uals to a department, replace individual(s), or reorganize departments.
Like this, efficiency of the bureaucracy would be improved. It would be
self-organizing, because the changes are dictated by the behavior of the
bureaucracy itself. The changes would imply learning in the organization
from its experience, while enabling it to adapt constantly to changes of its
environment.

The response delay would depend on several factors: decision delay
(the time it takes the agent to perform a task), delay from previous tasks
(the time it takes an agent to start making a decision), and delay from
other responses (the time it takes other agents to respond to the agent’s
requirements) (see Figure 6.2). In other words, the time it takes an agent
to respond depends not only on the time necessary to perform a task (de-
cision delay), but also the time it takes to finish previous requests (delay
from previous tasks), and the time it needs to wait for other agents to com-
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Figure 6.1: Asynchronous communication. Technology has reduced trans-
mission delays, and can help to detect and decrease response delays.
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plete the task (delay from other responses). Each of these delays should
be taken into account while modifying the bureaucracy.

a1 a2

Transmission delay

Other response delays

Transmission delay

Previous task delay

Decision delays

tim
e

a3

Figure 6.2: Response delay can be decomposed in previous task delay,
other response delay, and decision delay.

A benefit of electronic logs is that they can be used to provide account-
ability of decisions, as was the case for the Enron e-mail data set6. The
workload of individual agents or departments could also be measured by
the number of requests they send or receive, considering the decision de-
lays required by each request. Finally, a visualization of the interactions
within the bureaucracy (who communicates with who) could provide in-
sights to improve its design, for example detecting redundant agents or
interactions, or creating “shortcuts” (cf. Bollen and Heylighen, 1996) be-
tween agents that communicate frequently via other agents.

6See http://www.cs.cmu.edu/˜enron/
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6.3.1 Decision Delays

Technology has also aided in the reduction of decision delays, which also
lead to friction. Electronic databases provide instant information, while in

a physical repository a clerk has to search an archive for documents. The

role of the clerk is taken by software in an electronic database. Similarly,
monotonous decisions can be taken by computer systems near instantly,
reducing decision delays. An example of this can be seen with bank credit

evaluation (Hand and Henley, 1997), where a computer system can give

instant decisions on whether to give credit to an applicant or not. Simi-
lar methods could be used to make instant decisions to judge e.g. visa

applicants or prospective students. Turning decisions into computer sys-
tems will reduce decision delays, thus reducing friction, improving com-
munication, and increasing the bureaucracy efficiency. This is precisely
one of the directions agent technology is taking (Luck et al., 2005), using
notions of negotiation, trust, and reputation to facilitate the coordination
of electronic decision makers. Also research and technology applied to e-
government (Layne and Lee, 2001) and computer aided decision making
(Turban and Aronson, 1997; Stahl, 2006) will improve the performance of
bureaucracies.

Such a hybrid scenario, where humans and software agents interact in
an organization, has been described with the term “cognitive stigmergy”
(Ricci et al., 2006). Stigmergy is used to describe systems, such as insect
colonies, that exploit their environment to communicate and coordinate
(Theraulaz and Bonabeau, 1999; Werfel and Nagpal, 2006). In a similar
way, computer systems can be used as an environment to facilitate the
communication, coordination, and decision of agents.

6.4 The Role of Sensors

“Sometimes our intentions are not responsible for our possibilities”
—Nadia Gershenson

In the previous section, reduction of friction within the bureaucracy
was discussed. In this section, reduction of friction between the bureau-
cracy and its environment, namely the public, will be discussed.

Much research has been made in decision making, e.g. Simon (1976).
It is clear that without proper sensors there will not be enough informa-
tion to make proper decisions. Still, even with simple sensors, a system
can obtain much information from its surroundings. An example can be

seen with blind people who perceive their environment with a walking stick,
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sensing by pressure only one point in space. Integrating information in

time, they are able to obtain relevant information to navigate through com-

plex areas. Nevertheless, complex sensors can reduce the complexity of a
decision making process, by “digesting” relevant information7. Therefore,
bureaucracies should aim at developing fine sensors to perceive and digest
information relevant to their goals. In any case, without proper sensors,
no self-organization nor adaptation can take place.

One element that facilitates the sensing process is public participation,
since people themselves digest and feed the information to the bureau-
cracy. However, many people are reluctant to participate in such pro-
cesses, since they do not see any benefit for it, while it takes some of their
time. An alternative would be to reconstruct public opinion from a limited
set of the population, as polls have been doing, and novel methods could
improve, e.g. Rodriguez and Steinbock (2004). Here, only improvement
of sensors that do not require public participation will be discussed. Still,
a simple feedback e.g. rating satisfaction between 1 and 5 could be given
by the public without much effort, sensing not only detecting friction, but
also evaluating whether implemented changes had any visible effect.

In order to measure the efficiency of a bureaucracy, sensors should be
used. A popular variable related to this efficiency is public satisfaction: if
the public is happy with the services provided by the bureaucracy, then
its efficiency can be assumed. Polls have been used to measure public sat-
isfaction, but demand a certain effort from public and resources to design
and analyze them. Also, they cannot measure all possible mishaps. More-
over, it takes several days to obtain results with them.

Thus, bureaucracies should develop sensors for public satisfaction that
do not require public participation. This could be done measuring the
public attention delay, which would be the sum of the waiting delay (how
much time a person needs to queue) and the procedure delay (how much
time a person needs to interact with the bureaucracy). Another indicator
would be the frequency of interaction, namely how many times the same
person needs to interact with the bureaucracy. These delays can be con-
sidered as friction between the bureaucracy and the public, and should be
minimized. Both the public and the bureaucracy will be satisfied if they
need to interact with each other as few as possible (low interaction fre-
quency), and each of these interactions takes as little time as possible (low
public attention delay). Like this, the precise places where bottlenecks
arise, and for which cases, can be detected, and measures can be taken.
For example, if a procedure for a special type of license takes consistently

7This is the System/Context tradeoff discussed in Section 4.3.2.
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more time than others, this procedure should be revised and adapted.
One could argue that bureaucracies do not need to care for the public,

since they can be considered as monopolies. But the tendency towards
improving bureaucratic services refutes this argument. For example, e-

government practically eliminates the waiting delays. It is beneficial for
political parties in office to improve bureaucratic services to increase pub-
lic satisfaction, and thus get more votes in the next election. Natural selec-
tion will give better chances of survival to political parties that genuinely
satisfy public demands. Certainly, this can only happen in countries with
a certain degree of political diversity. Otherwise, the state would indeed
be a monopoly.

6.5 The Role of Hierarchies

Hierarchies are certainly useful for organizations (Helbing et al., 2006).
These imply a ranking where agents are subordinates of other agents in a
pyramid-like structure, i.e. less agents on the top and more on the bottom.
A problem might arise when these are too rigid and changes are neces-
sary for adaptation. Moreover, when several aspects should be dealt by a
bureaucracy, it might be that one agent should be above another in some
aspect (e.g. logistics), whereas in a different aspect the opposite might be
the case (e.g. legal advice).

Ashby’s law of requisite variety (Ashby, 1956) tells us that a system
needs to have proportional variety of actions to respond to the variety of
perturbations from its environment (the word variety here could be sub-
stituted for the word complexity). A hierarchy could also be necessary for
coping with environmental complexity (Aulin, 1979). Multiscale analysis
(Bar-Yam, 2005) is a formal tool that can be used to determine when a hi-
erarchy is required. Basically, if the complexity of an environment cannot
be coped with by individual agents, these need to aggregate and coordi-
nate to cope collectively. The organizational relations between agents lead
naturally to hierarchies, in the sense that some agents will tell other agents
what to do.

To visualize hierarchies, bureaucracies can be represented as networks
(Strogatz, 2001; Newman, 2003), where each node represents an agent (at
a particular scale), and edges represent interactions between agents. Cer-
tainly, a network representing a bureaucracy will not be homogeneous,
since different roles are taken by different agents. A hierarchical bureau-
cracy can also be represented as a network (Figure 6.3a). As the complex-
ity (variety) demanded by the bureaucracy’s environment increases, the
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diversity of roles and interactions also augments. A solution would be
to increase the number of agents, but this would lead to longer commu-
nication delays. A better alternative would be to increase the interaction
types between the existing agents, to avoid the introduction of new actors
while coping with the required complexity. These new interactions might
change the strictly hierarchical nature of the bureaucracy. However, even
when the bureaucracy might be highly distributed, a certain hierarchy will
always be found, simply because the network is not random nor homoge-
neous, i.e. there will always be agents with more weight in the network’s
function than others (Figure 6.3b). In other words, the high nodes can del-
egate part of the control of the system to their subordinates to reduce the
necessity of information flows and their respective delays.

In a system where too many agents need to interact at once, such as

the European Union with its current twenty five members, the complexity
of the interactions may be too difficult to manage. Modularity can help
in coping with the complexity (Simon, 1996). Following the EU example,

it will be less complicated if some decisions are made (locally) e.g. by

five groups of five countries, and then these five groups discuss a final

decision, than having all members discussing at once (globally). This is
because the decision delays of each agent add up, since agents (in theory)
need to listen to other agents before making a decision. More agents in-
teracting imply more potential friction. In the modular case, discussions

can go in parallel, so it would take five decision delays for the first round,

and five for the second round, ten in total. In the plain case, it would take

twenty five decision delays to have a discussion. Certainly, too many mod-
ules would also create delays. A balance should be sought where agents
can make decisions and interact as efficiently as possible. What is impor-
tant is to note that modularity in a network also implies a certain hierarchy
(Figure 6.3c). The size of modules will also be limited by the cognitive abil-
ities of the agents (Miller, 1956; Dunbar, 1993), 8 Extrapolating these ideas,
we can say that other types of agent should also keep the number of inter-
actions low. From Equation 2.1, we can see that more interactions imply a
higher complexity of the system, but in many cases higher complexity is
required to cope with an increasingly complex environment.

A desirable property of bureaucratic networks will be that they have a
“small world” topology (Watts and Strogatz, 1998). This means that most
interactions between agents will not need many intermediaries. This is
important for information transfer, again, to reduce communication de-

8If there is an external cognitive enhancer, such as a collaborative environment, maybe
this size could be increased.
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lays. Simply ensuring that messages do not need to pass through several
agents before reaching their destination will result in a small world effect,
because like this the agents that need to be connected will be connected. If
the same message needs to pass from agent A to agent B, to finally reach
agent C, it might be worthwhile to simplify and do a shortcut from A to
C (Figure 6.3d). This same idea was proposed by Bollen and Heylighen
(1996) to improve website navigation by dynamically creating direct links
between pages that users reached via other pages.

In this scenario, a bureaucratic hierarchy is dynamic and changing
when necessary, adapting to changes of its environment directed by fric-
tion reduction. Again, these changes can be said to be self-organizing,
because the restructuring comes from within the institution, directed by
its own dynamics.

! "

# $

Figure 6.3: Hierarchy represented as a network. Arrows indicate depen-
dencies. a) Strict hierarchical network. b) As interactions and dependen-
cies increase, strict hierarchy is broken, but still far from homogeneous.
c) Modules can be created when too many interactions cause delays. d)
“Shortcuts” can be made to avoid intermediaries. Links can also be re-
moved or modified, as the network adapts.
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6.6 The Role of Context

In order to cope with its own complexity, any organization will try to sim-
plify procedures. Abstracting from several instances, details can be omit-
ted, and a uniform approach can be taken to deal with new instances, in-
ternal and external. For example, the public tends to be treated uniformly.
This makes sense in cases when there are not many differences between
individuals, e.g. to apply for a passport: every citizen has a name, ad-

dress, etc. However, when a uniform approach is used for cases where
there is diversity in the public, difficulties may arise. A single template
cannot predict beforehand all cases, and usually makes simple cases com-
plicated. An example can be seen with certain tax declarations, that in-

clude very specific sections that only few people must fill in, but are deliv-

ered to everybody, even if they just need to sign and declare that they had

no income. And changes in the taxation policies can make it complicated

enough to pay somebody to fill in a declaration for us. Rather than includ-
ing all possible cases in a single form, a more reasonable approach would
be to contextualize the situation, providing individual solutions for specific
cases. Electronic media make this feasible, by generating instant options
depending on the current circumstances.

Contextualizing interactions will reduce frictions, internal and exter-
nal, because both agents involved in the interaction would benefit if de-
lays are reduced by removing considerations that do not apply for the
current situation. Certainly, too much contextualization can be counter-
productive, since agents need to learn how to deal with each case. If every
case requires new decisions, then expertise will not be able to improve the
performance of agents.

What could be done is to categorize contexts into commonly occurring
categories, by using one of many well-known techniques for automatic
classification or clustering. Returning to the tax declaration example, peo-

ple who filled in similar parts of the form can be automatically classified

into a contextual category, such as pensioners or unemployed. Like this,
a system can find automatically which contexts are common, and what
measures should be taken only for those contexts. Since this would be a
continuous process, new contextual categories can arise and old ones may
disappear. The advantage is that these changes are led by the usage of the
bureaucracy itself, satisfying its demands.
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6.7 A Toy Model: Random Agent Networks

To have a better feeling of the usefulness of the ideas described so far, es-
pecially in Section 6.3, a simple computational model can be used to mea-
sure the performance of abstract bureaucracies, represented as “random
agent networks” (RANs). This model, partly inspired by random Boolean
networks (Kauffman, 1969, 1993; Wuensche, 1998; Aldana-González et al.,
2003; Gershenson, 2004b), tries to make as few assumptions as possible
about the structures of bureaucracies.

A RAN consists of N nodes. A node represents an agent, which could
represent a person, a department, or a ministry. Each agent i solves a task.
To do so, it sends requests to Ki other agents, which can be called “depen-
dencies” or connections. The dependencies of every agent are chosen ran-
domly at the beginning of a simulation, not to assume any organization.
Once the agent receives a response from all its dependencies, the task is
complete. However, the dependencies might receive several requests from
several agents. Thus, they store requests in a queue, which they attend in
a first-come, first-served basis9. Time is also abstracted, so agents take one
time step to send requests (transmission delay), one time step to answer
one request from the queue (decision delay), and one step to integrate the
responses and complete a task (decision delay). Once a task is complete,
agents start a new task. Agents respond to requests from their queue only
when they are expecting responses from their own dependencies, i.e. they
are not busy performing a task.

The performance of the network can be measured by the number of
tasks it is able to complete. Thus, the time “wasted” by agents while wait-
ing for responses from their dependencies (response delay) and having an
empty queue should be minimized.

Now, there are many possible ways of randomly assigning dependen-
cies to agents. The simplest would be homogeneous, where each agent
has exactly K dependencies chosen randomly. Following a normal prob-
ability distribution, every agent will have on average K dependencies,
so some agents will have more and some will have less. A more natural
distribution would be scale-free (Aldana, 2003), where few agents have
many dependencies, and most agents few10. Intuitively, a special topology
where every agent receives the same number of tasks should obtain the

9For simplicity, in the model dependencies do not propagate: requests from queues
are answered in one time step. In real bureaucracies, some of these requests might require
further requests to further dependencies.

10More precisely, the number of dependencies for each agent is generated with the
probability distribution P (x) = (γ − 1)x−γ (Gershenson, 2004b)
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best performance, so that workloads are distributed equitably, not allow-
ing request queues to grow for particular agents. This would imply that
all agents would receive the same number of requests, so that idling time
and queue lengths would be minimized, and the whole network would
be coordinated. A (non random) topology where every agent connects to
K neighbors, similar to cellular automata, fulfills these requirements. This
topology can be called symmetric.

The RAN model was implemented in a public software laboratory
written in the Java programming language. The reader can use the
software laboratory and download the source code via the website
http://rans.sourceforge.net

As an initial state, all agents send requests to their dependencies. Af-
terwards, agents are updated sequentially each time step, i.e. there are N

updates per time step. The behavior of the network converges to a peri-
odic or quasi-periodic pattern, i.e. an attractor. Interesting parameters to
observe are the response delays (how long it takes an agent to complete
a task, which is determined by how quickly its dependencies are able to
process its requests) and queue lengths (how many requests an agent has
yet to process). An example of the dynamics of these parameters can be

seen in Figure 6.4.

Figure 6.4: Dynamics of a random agent network of N = 25, K = 5 with
homogeneous topology for 200 time steps. a) Response delays. b) Queue
lengths. Lighter colors indicate higher values. The initial state is the left-
most column, and the subsequent columns show the temporal evolution
of the RAN.

Except for the symmetric topology, for any values of N and K, the task
queues seem to converge typically to a power law distribution: there are
few long ones (bottlenecks), and many short ones. Still, this remains to be
studied thoroughly.

http://rans.sourceforge.net
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6.7.1 Using self-organization to improve performance

If we see the satisfaction of agents in terms of the tasks they are able to
complete, the satisfaction will be lower when the response delay is higher.
Agents with longer queues cause more friction than others, because they
cause a high response delay on the agents that are dependent on them,
i.e. they have a high previous task delay. Thus, a natural way of reducing
friction would be by restructuring the network in such a way as to reduce
the longest queues.

A very simple criterion achieves this. To restructure a RAN, the agent
with the maximum queue average (A) is detected. Then, the agent with
a maximum response delay (B) that has as a dependent the agent with
the longest queue changes its dependency to the agent with the shortest
queue (C). In a real bureaucracy, electronic logs could be used to obtain
these measures. This mechanism is illustrated in Figure 6.5. In many cases,
the agent with highest response delay (A) has the agent with longest queue
(B) as one of its dependencies. This is natural, since B will be able to com-
plete its task only when A reaches the request after processing its queue.
It is obvious that changing the dependency of B from A to C will reduce
the response delay. What is not obvious is the precise effect that this will
have on the global performance, i.e. the impact of the change.

Figure 6.5: RAN Self-organization mechanism: The agent with highest
delay (B) restructures its dependency from the agent with longest queue
(A) to the one with shortest (C).
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6.7.2 Simulation Results

To compare the scale-free topology with the others, it was normalized to
have a total number of dependencies in the network very close to N ∗K.11

The networks with normal topology also were checked to have a compa-
rable number of dependencies, since networks with less dependencies are
able to process more tasks.

Simulation runs were performed for different parameter values. For a
network size of N = 15, for each topology, 1000 RANs were created, and
their response rate (average tasks completed per time step) was plotted as
the self-organization was iteratively applied once every 1000 time steps.
For K = 1 (Figure 6.6), even without self-organization the scale free topol-
ogy performs even better than the symmetric one. This is because there is
usually only one or few nodes with lots of dependencies, and many nodes
with few or no dependencies. The latter ones are able to complete their
tasks quickly, since they have little or no interference from the delays of
other nodes, and this enables them to respond quickly to the demands of
the former ones. Note that there is already a certain hierarchy and modu-
larity inherent in this configuration. As self-organization restructures the
RANs, the non-symmetric topologies increase their performance, and af-
ter few reorganizations, the homogeneous and normal topologies also per-
form better than the symmetric. These two have initially bad performance
because randomly some nodes are dependencies of more than one node,
while others are dependency of none. This creates queues that affect all
the nodes that share busy dependencies. By changing the dependency to
idle agents, the idle agents are still able to complete their own tasks, while
serving as dependencies of other nodes, and reducing the overall friction
in the network. Still, self-organization is not able to improve the perfor-
mance of the symmetric networks, which seem to be trapped in a local
optimum.

For K = 2 (Figure 6.7), before self-organization, the symmetric topol-
ogy performs the best. After few self-organizations, the homogeneous
topology achieves the same performance, while the normal and scale free
surpass it. This is because of the same reason explained above: if some
nodes have several dependencies, while these dependencies have few de-
pendencies themselves, overall they are able to process more tasks than
if every node has the same number of dependencies: the nodes with few
dependencies are able to process their own tasks quickly, and to respond

11More precisely, γ = 2.48 was used, since networks with this value have similar prop-
erties to K = 2 (Aldana, 2003). Then, the probability was multiplied by K/2, to normal-
ize.
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Figure 6.6: Results for N = 15, K = 1.
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to the agents with many dependencies promptly, creating certain hierar-
chy and modularity at the same time. A similar case is seen when K = 5
(Figure 6.8).

As K increases, it becomes more difficult to benefit from having several
dependencies, since these will also have several dependencies. A high
degree of connectivity, unrealistic but considered for completeness, also
implies less hierarchy and less modularity. Thus, initially all topologies
perform worse than symmetric, but through self-organization, they tend
to reach a similar performance. This can be seen for the extreme case when
K = 15 (Figure 6.9).

Scale-free topologies already imply a hierarchy, since few agents have
several dependencies. Actually, these ”central” nodes dictate the rhythm
of the network, simply because they can quickly propagate changes to
most of the network via their dependencies, whereas most agents with
few dependencies cannot.

The same behavior as described above can be seen for larger networks
(N = 100), for K = 1 (Figure 6.10), K = 2 (Figure 6.11), K = 5 (Figure
6.12), and K = N (Figure 6.13) (for this last case, only 25 networks were
generated).

6.7.3 RAN Discussion

Many open questions remain in this abstract model. However, the main
goal was to illustrate the benefits of self-organization. The simulation re-
sults showed that only a few modifications of the network topology are
required to increase performance to near optimal levels. For higher val-
ues of K, more modifications are required, simply because there are more
dependencies in the network. Still, an interesting outcome of this model
is that only a small fraction of the total number of dependencies needs to
be reconfigured to enable a random network to achieve a very good per-
formance. Note, however, that the cost of the changes is not taken into
account by the present model.

Self-organization does not ensure optimality, but adaptability. For ex-
ample, if the changes in demand of a bureaucracy change the decision time
for a task, this can reconfigure itself to accommodate the change robustly.
This can be useful for automatic detection of malfunctions and initial re-
sponse to them: if an agent “breaks down”, its queue would grow, but
the agents that have it as a dependency could rearrange their connectivity
towards agents working properly. Notice that the presented model as-
sumes that all agents have equal decision and transmission delays. How-
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Figure 6.7: Results for N = 15, K = 2.
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Figure 6.8: Results for N = 15, K = 5.
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Figure 6.9: Results for N = 15, K = 15.
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Figure 6.10: Results for N = 100, K = 1.
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Figure 6.11: Results for N = 100, K = 2.
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Figure 6.12: Results for N = 100, K = 5.
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Figure 6.13: Results for N = 100, K = 100.
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ever, weights could be used to model diversity in the delays of agents.
Also, if in a real bureaucracy some dependencies cannot be changed, self-
organization will find its way with the available flexible dependencies.

One remaining question is: when to stop self-organizing? In princi-
ple, self-organization can continue without degrading the performance
of the network, while ensuring its adaptability. However, for the simple
case presented here, there is no need of adaptation, so sooner or later the
self-organization will take the RAN to a previously visited configuration.
Some changes actually decrease slightly the performance, but the long run
tendency is towards the highest possible performance for a particular net-
work. If it is known what is the desired maximum performance, then that
can be a criterion to stop the self-organization, but in some cases it might
not be obvious to know beforehand the maximum performance.

RAN-like models might also be useful to study organizational robust-
ness, i.e. how well an organization can respond to node failure, using sen-
sitivity analysis (Gershenson, 2004b). For example, redundancy of nodes
can be useful to ensure functionality of key or problematic tasks (Gershen-
son, Kauffman, and Shmulevich, 2006).

6.8 Conclusions

“Every social regime creates problems”
—Kenneth Arrow

This chapter presented suggestions to use self-organizing techniques
to improve the efficiency of different aspects of bureaucracies. All the im-
provements mentioned decrease different delays within a bureaucracy, re-
ducing frictions and leading to efficient adaptability. This is because in-
creasing speeds of reaction and decision will allow a bureaucracy to adapt
quickly to unexpected changes, while preserving its functionality. In con-
sequence, the “satisfactions” of agents, whether internal or external, will
be increased.

It should be noted that even when self-organization can suggest
changes to improve efficiency, the human factor needs to be taken also
into account, since it is natural to have a resistance to changes. Because
of this, any actual implementation of the ideas presented here needs to
be developed together with the members of the bureaucracy, to explore
which changes are viable and which ones are not.

Standards and digital signatures certainly could be used to comply
with the formalities of bureaucracies. Using electronic media is not an im-
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pediment for this. The adoption of these media is already underway, and
it might bring in more benefits than just decreasing transmission delays.
They can effectively support different types of self-organization within bu-
reaucracies. The real value of self-organization will only be appreciated
once it is applied in these organizations. But the ideas presented here are
encouraging enough to try. Similar approaches could also be useful for
other types of organizations: if frictions are reduced, satisfactions will in-
crease.

The model presented, random agent networks, is very abstract indeed.
It would be interesting to study more realistic versions of the model, e.g.
considering costs of changing the topology, non-homogeneous delays, and
domain expertise of agents. The stability of RANs should also be stud-
ied. Perhaps, as with random Boolean networks, there would be an “edge
of chaos”, where a balance is achieved between stability and change. If
so, different parameters could be used to shift this “edge of chaos”, to
modulate the performance of the RAN. Furthermore, different updating
schemes (Gershenson, 2002a, 2004c) could also enhance our understand-
ing of the model.



CHAPTER 7

SELF-ORGANIZING ARTIFACTS

In this chapter1 we discuss which properties common-use artifacts should have to
collaborate without human intervention. We conceive how devices, such as mobile
phones, PDAs, and home appliances, could be seamlessly integrated to provide
an “ambient intelligence” that responds to the user’s desires without requiring
explicit programming or commands. While the hardware and software technology
to build such systems already exists, as yet there is no standard protocol that can
learn new meanings. We propose the first steps in the development of such a
protocol, which would need to be adaptive, extensible, and open to the community,
while promoting self-organization. We argue that devices, interacting through
“game-like” moves, can learn to agree about how to communicate, with whom to
cooperate, and how to delegate and coordinate specialized tasks. Thus, they may
evolve a distributed cognition or collective intelligence capable of tackling complex
tasks.

1Based on Gershenson and Heylighen (2004).
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7.1 A Scenario

“Our brains make the world smart so that we can be dumb in peace!”
—Andy Clark

Imagine the near future: you download a recipe, or get it by SMS on

your mobile, or your friend beamed it into your PDA. You ask your de-

vice (computer, mobile, or PDA), to check your stock with your “intelligent

kitchen assistant” (IKA), which, with the aid of RFID tags, keeps in real

time track of your products, their expiry date, etc. The IKA would then be

able to send to your PDA or ask your printer to produce a shopping list of

the products that are missing in your stock and needed for the recipe. Or

even better, the IKA could send an order to your supermarket, so that your

shopping would be delivered at your home, or be ready for pickup. The
technology to achieve this vision is already at hand. However, there are
many steps that should be taken before it can be materialized.

The diversity and capabilities of devices we use at home, school, or
work, are increasing constantly. The functions of different devices often
overlap (e.g. a portable computer and a mobile phone have agendas; a

radio-clock and a PDA have alarms), but most often we cannot combine
their capabilities automatically (e.g. the PDA cannot tell the radio to set

its alarm for the early Tuesday’s appointment), and users need to repeat
the same tasks for different devices (e.g. setting up an address book in

different devices). Moreover, using the functionality of some devices in
combination with others would be convenient (e.g. if my computer has an

Intelligent User Interface, I would like to use it to ask for coffee, without the

need of having speech recognition in the coffee machine: The computer

should be able to ask the coffee machine for cappuccino).
Could we build devices so that they would automatically coordinate,

combining their functions, and possibly producing new, “emergent” ones?
The technology to achieve this already exists. What we lack is a proper
design methodology, able to tackle the problems posed by autonomously
communicating artifacts in a constantly changing technosphere. In this
chapter we try to delineate the requirements that such a design paradigm
should fulfill. The scenario we imagine considers a nearby future where
technological artifacts self-organize, in the sense that they are able to com-
municate and perform desirable tasks with minimal human intervention.

This vision is closely related to the concept of “Ambient Intelligence”
(AmI)(ISTAG, 2001), which envisages a future where people are
surrounded by “smart” and “sensitive” devices. AmI would be the
result of the integration of three technologies: Ubiquitous Computing
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(Weiser, 1997), Ubiquitous Communication, and Intelligent User
Friendly Interfaces. The first one conceives of a seamless integration
of computation processes taking place in the variety of artifacts that
surround us, being part of “The Grid”, the network that would allow
anyone anywhere to access the required computing power. This chapter
focuses on the aspect of Ubiquitous Communication that attempts to
obtain seamless information exchange between devices. Intelligent User
Friendly Interfaces should enable an intuitive, effortless interaction
between users and devices.

With current approaches, this scenario would be possible, since we
have the technology, but extremely expensive, since people would need
to buy from the same producer all of their devices. We can see a similar

case in the area of Home Automation: the technology is available on the

market, but it is not possible to buy today ventilation for a house, and in five

years integrate the system with a new fire detector. An engineer needs to

integrate them manually, so that the ventilation system could take the ap-

propriate measures if smoke is detected, simply because the ventilation

system was not designed to receive such signals. These limitations in-

crease the price and restrict the market of devices for Home Automation,

since complete solutions should be bought in order to have full coordina-

tion and functionality between devices. People would be more willing to

invest in Home Automation if they could have the possibility of acquiring it

progressively.

7.2 Requirements for self-organizing artifacts

We see self-organization as a paradigm for designing, controlling, and
understanding systems (Gershenson and Heylighen, 2003). As seen in
Chapter 3, a key characteristic of a self-organizing system is that struc-
ture and function of the system “emerge” from interactions between the
elements. The purpose should not be explicitly designed, programmed,
or controlled. The components should interact autonomously with each
other and with the environment, mutually adapting by reducing “friction”
to reach an intrinsically “preferable” or “fit” configuration (attractor), thus
defining an emergent purpose for the system (Heylighen and Gershenson,
2003). By “self-organizing artifacts” we mean a setup where different de-
vices, with different fabrications and functionalities, and moving in and
out of different configurations, can communicate and integrate informa-
tion to produce novel functionalities that the devices by themselves could
not achieve. The performance of a system composed by such devices can
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be measured with user satisfaction, as in the previous chapter.
A first requirement is cross-platform compatibility. This is already

achieved for programming with Java, and for documents with XML. An-
other requirement is wireless communication, which is offered by tech-
nologies such as IR, Bluetooth and WiFi. Near Field Communications
(NFC) is a newly envisioned standard, proposed by a consortium headed
by Sony, Nokia, and Philips, which would allow information to be trans-
mitted between devices that come in close spatial proximity (“touching”).

Even with such a standard, the problem remains that the user generally
would need to specifically request such communication between devices
(e.g. “transfer this file from here to there”). Ideally, the devices would
know what we want them to do and how to do it. User Interfaces already
help us to tell them our wishes. Still, one device cannot tell another device
what we want, especially if they are produced by different manufacturers.
This is a general problem of communication between artifacts: they can
recognize standard messages, but they do not “know” what the messages
mean. To avoid endless debates, we can say that the meaning of a mes-
sage is determined by its use (Wittgenstein, 1999): if a device has received
a message, and does “the right thing” (for the user), then it has “under-
stood” the meaning of the message. Thus, the user’s satisfaction is the
ultimate measure of the effectiveness of the artifacts’ performance, i.e. σsys

in Equation 4.1.
Another issue is how to deal with changes in technology. We do not

want to reconfigure every artifact each time a new device arrives. More-
over, we want the old devices to be able at least to cope with the func-
tionality of new ones. New devices should configure themselves as auto-
matically as possible. Older ones may require user intervention at first (as
they cannot know beforehand which functions will be required), but they
should be able to cope with new technology being added to the network.
The overall system must be adaptive, extensible, and open.

An adaptive system can cope with unexpected changes in its environ-
ment, as exemplified by the constantly changing technology. Having flex-
ibility built into our systems is desirable: they should at least be able to
tolerate events they were not designed for without breaking down, but
preferably try to find adapted solutions, or at least ask assistance from
the user. For example, home appliances have a limited set of functions.
To have them self-organize (e.g. the alarm clock coordinating with the mi-
crowave oven, and the oven with the kettle), their functions could be easily
programmed to respond to unknown messages. If a new device arrives,
and an old one does not know what to do when it receives a message,
it can check what the user wants, thus learning how to respond appropri-
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ately. The possibility to add more devices to an existing configuration may
be called extensibility.

Suppose that a company develops adaptable and extensible devices
that interact seamlessly with each other. This would still leave the prob-
lem that customers cannot add devices from other companies, as these
would follow their own standards, thus creating compatibility problems.
We believe that the solution is to have open technologies, in the spirit of
GNU. Open means that everyone has free access to their specifications,
not necessarily their source code. The advantage is that they can develop
much faster, meeting the requirements of more people, because they are
developed by a global community that can try out many more approaches
than any single company. Still, a company can benefit in promoting an
open technology, since this would provide them with free publicity while
everyone is using their technology (e.g. Sun’s Java).

Open technology can respond to the needs of the largest variety of
people, while allowing problems and errors to be detected and corrected
more easily. Another advantage is that it allows people to get updates
developed by other users for free. For example, if I program my “old”
toaster to integrate with my new mobile phone, it costs me nothing to
make the program available on the Internet to anyone else who might need
it. Thus, updates, extensions, and specialized applications can flow much
more quickly from a global community than from a private company. The

growing success of software such as Firefox and OpenOffice prove these

benefits. Still, companies would profit from this approach, since people
would be more willing to buy new devices as integrating them into their
existing, open setup, will be easier.

7.3 Achieving self-organization

As it was described in Section 4.3.2, we can divide the problem of self-
organizing integration into three subproblems, that will help reduce fric-
tion and promote synergy:

1. Devices should learn to communicate with each other, even when they
have no a priori shared understanding of what a particular message
or function means.

2. Devices should learn which other devices they can trust to cooperate,
avoiding unreliable ones.

3. Devices should develop an efficient division of labor and workflow, so
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that each performs that part of the overall task that it is most com-
petent at, at the right moment, while delegating the remaining func-
tions to the others.

These issues are all part of what is known as collective intelligence (Hey-
lighen, 1999) or distributed cognition (Hutchins, 1995): a complex problem
cannot be tackled by a single device or agent, but must be solved by them
working together, in an efficiently coordinated, yet spatially distributed,
system, where information flows from the one agent to the other according
to well-adapted rules. Until now, distributed cognition has been studied
mostly in existing systems, such as human organizations (Hutchins, 1995)

or animal “swarms” (Bonabeau et al., 1999), that have evolved over many
generations to develop workable rules. Having the rules self-organize
from scratch is a much bigger challenge, which has been addressed in dis-
tributed AI and multi-agent simulations of social systems (de Boer, 1999;
de Jong, 2000; Belpaeme, 2001; Steels, 2003). Based on these explorations,
we propose a number of general mechanisms that could probably tackle
the three subproblems.

7.4 Learning to communicate

To communicate effectively, different agents must use the same concepts
or categories. To achieve effective coordination, agents must reach a
shared understanding of a concept, so that they agree about which
situations and actions belong to that category, and which do not. A group
of agents negotiating such a consensus will self-organize (De Vylder and
Tuyls, 2006), so that a globally shared categorization emerges out of local
interactions between agents.

Such self-organization has been shown in different simulations of the
evolution of language (Hutchins and Hazelhurst, 1995; Steels, 1998, 2003;
de Boer, 1999; de Jong, 2000; Wiesman et al., 2002). Here, interacting soft-
ware agents or robots try to develop a shared lexicon, so that they interpret
the same expressions, symbols, or “words” in the same way. In these sim-
ulations agents interact according to a protocol called a “language game”.
There are many varieties of such games, but the general principle is that
two agents “meet” in virtual space, which means that through their sen-
sors they experience the same situation at the same time. Then they try to
achieve a consensus on how to designate one of the components of their
shared experience by each in turn performing elementary moves.

In a typical move, the first agent produces an “utterance” referring to
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a phenomenon that belongs to one of its inbuilt or previously learned cat-
egories, and the second one finds the best fitting category for that phe-
nomenon in its knowledge base. The second agent then indicates a phe-
nomenon belonging to that same category. If this phenomenon also be-
longs to the same category for the first agent, both categorizations are
reinforced, otherwise they are reduced in strength. In the next move of
the “game”, another phenomenon is indicated, which may or may not be-
long to the category. The corresponding categorization is strengthened
or weakened depending on the degree of agreement. After a number of
moves the game is stopped, each agent maintaining the mutually adjusted
categories. Each agent in turn is coupled to another agent in the system, to
play a new game using different phenomena. It has been recently demon-
strated (De Vylder and Tuyls, 2006) that after some games a stable and
coherent system of categories will be shared by all agents. A good exam-

ple of such a set-up can be found in Belpaeme’s (2001) simulation of the

origin of shared color categories.
If for some reason devices are not able to communicate, they should be

able to notify the user, and ask for the correct interpretation of the mes-
sage. This is relatively easy, since devices have a limited functionality. It
would be possible to “teach” a device what to do if it receives a particular
message, and the device should “learn” the meaning of the message.

Research has been done in multi-agent systems where agents negoti-
ate their protocols (Reed et al., 2001; Dastani et al., 2001), which could be
extended for a setup of self-organizing artifacts. However, agent commu-
nication standards, such as FIPA, still do not contemplate adaptation to
new meanings. Nevertheless, there is promising research going on in this
direction.

7.5 Learning to cooperate

“Winning or losing does not matter as much as what you learn from it”

Integrated devices should not only communicate, but cooperate. Co-
operation may seem self-evident in preprogrammed systems, where the
components are explicitly designed to respond appropriately to requests
made by other components. However, this is no longer the case in open,
extensible configurations.

For example, a person at the airport would like her PDA to collaborate

with the devices present at the airport, so that it can automatically warn

her when and where she has to go, or tell her which facilities are available
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in the airport lounge. Yet not all devices at the airport may be ready to

help a PDA, e.g. because of security restrictions, because they are propri-

etary and reserved for paying customers, or because they simply do not

care about personal wishes. Moreover, devices may be ready to share

certain types of services but not others, e.g. telling users when the flight

is scheduled to depart, but not how many passengers will be on it. As

another example, devices may not only be uncooperative, but malevolent,

in the sense that they try to manipulate other devices in a way detrimental

to their user. Such devices may be programmed, e.g. by fraudsters, spies,

or terrorists.

There exists an extensive literature on the evolution of cooperation be-
tween initially “selfish” agents, inspired by the seminal work of Axelrod
(1984) that compared different strategies for playing a repeated “Prison-
ers’ Dilemma” game. However, this game does not seem directly applica-
ble to information exchanging devices. Moreover, the chief result, while
sensible, may seem trivial: the most effective strategy to achieve robust
cooperation appears to be tit for tat, i.e. cooperate with agents that recip-
rocate the cooperation, stop cooperating with those that do not. More re-
cent, tag-based models, e.g. Riolo et al. (2001); Hales and Edmonds (2003)
start from a simpler situation than the Prisoners’ Dilemma, in which one
agent “donates” a service to another one, at a small cost to the donor but
a larger benefit to the recipient. The main idea is that agents are identi-
fied by “tags”, and that they cooperate with those agents whose tags are
similar to their own. The rationale is that agents with the same type of tag
belong to the same social group, “family” or “culture”, following the same
rules, so that they can be trusted to reciprocate.

For artifacts, a tag may include such markers as brand, model, and pro-
tocols understood. This would show that a device is capable and willing
to lend particular services to another one, thus obviating the need for a re-
peated, “tit-for-tat-like” interaction probing the willingness to reciprocate.
Yet extensible environments should allow the addition of very dissimilar
devices, made by different companies using different standards and func-
tionalities. Therefore, we propose a different approach, combining some
advantages of tags and tit-for-tat strategies.

Consider a game with the following moves: an agent makes a request
and the other agent either cooperates (donates) or “defects”. Agents learn
from these interactions in the following manner: if the result is positive
(cooperation), the agent will get more “trust” in the other agent’s coopera-
tiveness. Thus, the probability increases that it will make further requests
to that agent in the future, or react positively to the other’s requests. Vice-
versa, a negative result (i.e. friction) will lead to more “distrust” and a
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reduced probability to make or accept requests to/from this agent, reduc-
ing friction on the long run via Tolerance. Still, to recognize this agent,
it has to take its clue from the tag, which is usually not unique to that
agent. This means that a later interaction may be initiated with a different
agent that carries a similar tag, but that is not necessarily willing to coop-
erate to the same extent. We may assume that if the first few interactions
with agents having similar tags all generate positive (or negative) results,
the agent will develop a default propensity to react positively (or nega-
tively) always to agents characterized by that type of markers. A similar

mechanism is effectively used in eBay, where buyers rate sellers based on

their purchase experience. Like this, good sellers get good ratings, and

vice versa. Buyers will tend to interact more with sellers which received

good ratings, even if they never interacted with them before. This not only

promotes effective interactions, but also motivates sellers to give a good

service, otherwise it will be more difficult for them to sell items in the future.

We expect that in this way the initially undirected interactions will pro-
duce a differentiation in clusters of similarly marked agents that cooperate
with each other (e.g. all devices belonging to the same user or organi-
zation), but that are reluctant to interact with members of other groups
(e.g. devices belonging to rival organizations). The tags and their associ-
ation thus develop the function of a mediator (Heylighen, 2003a) that in-
creases the probability of positive interactions (i.e. synergy) and reducing
the probability of negative ones (i.e. friction) by creating a division be-
tween “friends” (in-group) and “strangers” or “foes” (out-group). Note,
however, that there is no assumption that an agent only cooperates with
agents bearing the same tag as itself: by default it cooperates with anyone
having a tag similar to the one of agents that were cooperative in the past.
This means that there can be groups with which everyone cooperates (e.g.
“public” devices), but also that specific types of “symbiosis” can develop
in which one group systematically seeks out members of a different group
to cooperate with because of their complementary capabilities. This brings
us to the more complex issue of the division of labor.

7.6 Learning to coordinate

After having ascertained that our devices can communicate and cooper-
ate, we still need to make sure that the functions they perform satisfy the
user. This desired functionality can be viewed as a complex of tasks that
need to be executed. The tasks are mutually dependent in the sense that a
certain task (e.g. locating a file) has to be accomplished before subsequent
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tasks (e.g. downloading and playing the file) can be initiated. Each agent
can either execute a task itself, or delegate it to another agent. Initially, we
may assume that all agents that have a certain inbuilt functionality (e.g.

playing a sound file) are equally competent at performing that type of task.
However, in practice the satisfaction of the user can vary. For example, a

recording is likely to be played with a higher sound quality by a surround

sound system than by a PDA or television. By default, devices can use cer-
tain preprogrammed rules-of-thumb to decide who takes precedence (e.g.

newer or more specialized devices are preferred to older, less specialized

ones). Yet in an open environment there is no guarantee that such simple
heuristics will produce the best result. Again, we may tackle this problem
through individual learning coupled with collective self-organization.

Assume that the user regularly expresses his/her overall satisfaction
with the ambient intelligence environment (e.g. explicitly by clicking on

a scale from one to ten, or implicitly by facial or physiological cues that

express happiness/unhappiness). This score can be used as a feedback
signal to the network of devices, allowing it to reinforce the more success-
ful rules, while weakening the less effective ones. We will assume that the
agent who delegated a task will increase its trust in the competence of the
agent that successfully performed that task, and thus increase its probabil-
ity to delegate a similar task to the same agent in the future. Otherwise, it
will reduce its trust. As demonstrated by the simulation of Gaines (1994),
this assumption is sufficient to evolve a self-reinforcing division of labor
where tasks are delegated to the most “expert” agents.

However, when the tasks are mutually dependent, selecting the right
specialist to carry out a task is not sufficient: First the preparatory tasks
have to be done by the right agents, in the right order. When the agents
do not know a priori what the right order is, they can randomly attempt
to execute or delegate a task, and, if this fails, pick out another task. Even-
tually they will find a task they can execute, either because it requires no
preparation, or because a preparatory task has already been accomplished
by another agent. Each completed task enables the accomplishment of a
series of directly dependent tasks. In this way the overall problem will
eventually be solved. In each problem cycle, agents will learn better when
to take on which task by themselves, or when to delegate it to a specific
agent.

We expect that this learned organization will eventually stabilize into a
system of efficient, coordinated actions, adapted to the task structure, just
as language games converge to a shared vocabulary (De Vylder and Tuyls,
2006) . When new devices are added to the system, system and device
should mutually adapt, producing a new organization. While no single
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agent knows how to tackle the entire problem, the knowledge has been
“distributed” across the system. The “tags” that identify agents, and the
learned associations between a tag and the competence for a particular
task, play the role of a mediator (Heylighen, 2003a), delegating tasks to
the right agents and coordinating their interactions so that the problem is
tackled as efficiently as possible.

7.7 Conclusions

We cannot keep on adding functions to personal computers. They serve
as text editors, game consoles, televisions, home cinemas, radios, agen-
das, music players, gateway to the Internet, etc. Such general devices will
never produce the same quality as specialized appliances. Our PCs are like

ducks: they can swim, but not as well as fish; fly, but not as well as hawks;

and walk, but not as well as cats. Rather than integrate so many functions
in a single device, it seems preferable to entrust them to an ever expanding
network of specialized devices that is kept coordinated through an ongo-
ing process of self-organization. We have described a number of general
requirements and approaches that may enable our artifacts to learn the
most effective way of cooperation.

In our overall scenario, we have assumed that standard functions and
interaction rules are preprogrammed by a global community (the human
in the loop) to handle the most common, default situations, but that the
system is moreover ready to extend its own capabilities, adapting to newly
encountered tasks, situations, or devices. This ability to adapt should be
already present in the interaction rules. The adaptation may be achieved
through the self-organization of the system of agents, using recurrent,
“game-like” interactions, in which the agents learn what messages mean
and who they can trust to perform which task. Most of this can happen
outside of, or in parallel with, their normal “work”, using idle processing
power to explore many different communication and collaboration con-
figurations. Thus, we can imagine that our future, intelligent devices, like
young animals or children, will learn to become more skillful by explor-
ing, “playing games” with each other, and practicing uncommon routines,
so as to be prepared whenever the need for this kind of coordinated action
appears.
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8.1 Achievements

“(...) our brains are only minuscule fragments of the universe, much too small to
hold all the facts of the world but not too idle to speculate about them”

—Valentino Braitenberg, Vehicles, p. 1.

The central contribution of this book was the Methodology to design
and control self-organizing systems, presented in Chapter 4. Its concep-
tual framework allows the description of any engineered system as a col-
lection of agents, where the goals of the system are determined by the
purpose set by the designer. As part of the new insights provided, the
“satisfaction” of the system was put forward as a measure of the degree
at which the goals of the system have been reached. As a design princi-
ple, we should not try to increase the satisfaction of the elements of the
system, since this can lead to suboptimal situations (Machol, 1965; Hey-
lighen, 1992). The Methodology proposes to use as a design principle the
reduction of the friction between elements, which will lead to an increase
of the system satisfaction. Different ways in which this can be done were
identified, to facilitate the design and implementation of mediators (Mi-
chod, 2003; Heylighen, 2003a) that will steer the system through a dynamic
problem domain.

The Methodology was exemplified with three case studies: traffic
lights, bureaucracies, and artifacts in an Ambient Intelligence (AmI)
scenario (Chapters 5, 6, and 7). The simulations developed to test the
self-organizing traffic lights showed that these can improve considerably
the traffic flow in cities, as the traffic lights adapt to the current traffic
situation. They achieve this with very simple methods, which promote
the organization of cars into platoons. This organization is then exploited
by both cars and traffic lights to reduce potential “friction”: obtaining
green lights quickly and leaving space between platoons that other
platoons can use to cross an intersection. In the case of self-organizing
bureaucracies, different ways in which friction can be reduced were
identified, namely by reducing delays, leading to better performance
and satisfaction. A simple computational model—random agent
networks—was introduced to illustrate quantitatively the benefits of
self-organization in bureaucracies. The self-organizing artifacts was
the least developed case study, i.e. without developing a simulation.
Nevertheless, requirements were identified to allow the communication,
cooperation, and coordination of AmI artifacts. These requirements
would reduce potential friction during artifact interactions, improving
the efficiency of AmI systems.
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In the first chapters (2 and 3), conceptual and philosophical issues
related to complexity and self-organization were discussed, proposing
practical notions. The problem with the concepts of complexity and
self-organization is that we cannot have a “crisp” inclusive-exclusive
definition, where systems are complex or not, self-organizing or not.
We can only describe complexity and self-organization with gradual
notions. There are different degrees of complexity in any system, and the
notion proposed here attempted to clarify and quantify the differences of
complexity between systems. As for self-organization, it was proposed
that instead of characterizing a class of systems, it offers a way of describing
systems, since all dynamical systems with an attractor can be said to
be self-organizing, if we decide to call their attractor an organized state
(Gershenson and Heylighen, 2003; Ashby, 1962). Still, the concept of
self-organizing system, where elements interact to achieve dynamically
a global function or behaviour, can be useful to design and engineer
systems which have non-stationary problem domains.

This research is still ongoing, so it is difficult to measure its poten-
tial impact. Nevertheless, the current results are encouraging enough—
with theoretical and practical consequences—to keep on developing self-
organizing systems to solve complex problems, and continue refining the
Methodology.

8.1.1 Limitations

The main limitation of the Methodology is also its main virtue: its gen-
erality. It has several advantages to have a general Methodology, since it
can be applied to any domain. The drawback lies in the fact that more
shall be done to apply it to a particular problem (remember the General-
ity/Particularity trade-off described in Section 4.3.2). Thus, it will not nec-
essarily be the best in all problem domains. In other words, the Methodol-
ogy is general in theory, since it can be used to describe any self-organizing
system. However, in practice, particular approaches should be more effi-
cient for an established domain. Still, the aim of the Methodology is to be
useful as a starting point in domains without particular methods.

This Methodology will never be “finished”, for experience gained in
applying it will be used to improve it. Further formalizations and explo-
rations need to be made before it can be widely applied, but the work
presented here and the results obtained within the case studies are en-
couraging enough to continue this research.

The theoretical concepts covered in the first chapters can also be im-
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proved. A working notion of self-organization was given, but this could
be formalized as it was done with the notion of complexity (Equation 2.1).
A similar formula should be developed to compare the organization of
two systems or two configurations of a system. This would also provide a
better understanding of the concept of “organization”.

The case studies only showed partially the Methodology, as none of
them has been implemented in a real situation. Having covered in this the-
sis several different domains, there was no time to go too deeply into any
of them. The most developed one, self-organizing traffic lights, may start
a pilot study using few intersections in Brussels this year. The solutions
proposed for improving communication flows within self-organizing bu-
reaucracies are very general, and it would be desirable to apply them to a
real organization. Also, random agent networks are a very abstract model.
This should be further explored, refined and applied to a more particular
problem domain. This is also the case for the self-organizing artifacts: so-
lutions were proposed, but we will know how good they are only after
they are tested in real systems.

8.2 Future Work

There are many different directions I would like to explore:

• A software platform for agent based modeling using the Methodol-
ogy would enable designers and engineers to develop and test self-
organizing systems in a visual and accessible fashion. This would
make the feedback between Modeling and Simulation much more
fluid, increasing the speed of development and by its use refining
the Methodology.

• The case studies are still being developed. Currently we are study-
ing the possibility of implementing a pilot project in Brussels of self-
organizing traffic lights. Random agent networks should be fur-
ther explored, potentially suggesting additional benefits to bureau-
cracies and other organizations. Different updating schemes (Ger-
shenson, 2002a, 2004c) should also be studied. The suggestions for
self-organizing artifacts should be tested, and promoted within the
Ambient Intelligence and Autonomic Communications communi-
ties, with feedback from the current developments in those fields.

• New case studies where the Methodology can be useful are already
envisaged. One of them would be “self-organizing democracies”, ex-
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tending the work of Rodriguez and Steinbock (2004); Rodriguez et al.
(2007). This proposes the use of a social network-based method to ef-
fectively represent decision-making at the society level with the par-
ticipation of only few individuals. In other words, only few people
would need to vote to obtain a meaningful representation of the will
of the people. To introduce self-organization, reinforcement learn-
ing could be used to adjust the social network based on the voting
history, i.e. reinforcing links to people with similar votes (synergy)
and weaken links to people with different preferences (friction). In
theory, this would increase the performance of the social decision-
making, having a better representation of the society. Another case
study would be “self-organizing laws”, where laws, regulations and
norms would not be stationary but adaptive according to the cur-
rent situation. This does not mean that laws would become unpre-
dictable, but that their effective application would depend on the
actual circumstances. Such an approach seems promising also for
sustainable development, as Paciotti et al. (2005) have shown.

• Early in my PhD, I explored self-organizing traffic control (Gershen-
son, 2003), trying to use flocking algorithms to promote platoon
formation in freeways. The results were somehow unexpected, since
“selfish” agents (trying to go as fast as possible) performed best,
as every car tried to pass other cars, increasing the global speed;
while the self-organizing (flocking) methods induced oscillations
that hampered global performance. It would be useful to revise
the simulation and the methods, since this is another potential area
where self-organization can be applied (Treiber and Helbing, 2001).

• The conceptual framework proposed in Section 4.2 could be poten-
tially useful for game theory, e.g. to study different means by which
cooperation can evolve and be maintained (Axelrod, 1984) or the
evolution of social norms (Pacheco et al., 2006). Its relationship with
mechanism design (Dash et al., 2003) should also be explored.

• There are many open philosophical questions (can they ever be
closed?): there is still no consensus on the notions of complexity or
self-organization. Do we need a definition we all agree on, or do we
need to agree on not having a strict definition? As we saw, different
notions are more appropriate for different contexts, so it seems that
there will be no general agreement. Still, there seem to be common
features across contexts that may help us understand better these
concepts.
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8.3 Philosophical Implications

“Knowledge brings more questions than answers”

8.3.1 Objectivity or Subjectivity? Contextuality!

As we saw in Chapters 2 and 3, the observer is essential in determining
features of a system such as complexity, self-organization, cognition, in-
telligence, life, and consciousness. Does this mean that we are doomed
to subjectivity? No, since all of these properties are applied to an exter-
nal abs-being, i.e. independent of the observer, and can be scientifically
contrasted (Popper, 2002). Like this, we can hope to find pragmatically
when it is more useful to attribute certain properties to certain systems,
but always within a certain context (Gershenson, 2002c; Edmonds, 2001).
This is because the “usefulness” of describing an abs-being with a particu-
lar rel-being may change across contexts. This idea was already proposed,
among others, by constructivism (von Glasersfeld, 1984; Riegler, 2005) and
second-order cybernetics (Heylighen and Joslyn, 2001), but seems to be
lacking in most sciences still, as researchers keep on trying to find a purely
objective and absolutely true nature of reality. We can only approach re-
ality as observers, so we cannot ignore our inherent subjectivity. But a
feedback between reasoning and experience will be able to help us dis-
cern which models are more appropriate for different circumstances.

The conflict between objectivity and subjectivity goes back to the de-
bate between rationalism and empiricism, which can be traced to the op-
position between the teachings of Parmenides and Heraclitus. But actu-
ally, when they spoke about the being, the former referred to the abs-being
(static, unique, absolute), while the latter to rel-beings (dynamic, multiple,
relative). Which one was right? Neither and both, since they each refer
to different rel-beings appropriate for different contexts. What we gain
with contextuality is the ability to switch between approaches as different
contexts demand, since we understand that in practice a “true” model or
description of the world cannot be reached.

This has implications not only for science and philosophy, but also for
society in general. Contextuality gives us the possibility of avoiding so-
cial friction by Tolerance, Courtesy, and Compromise. With a purely “ob-
jective” worldview (Aerts et al., 1994), one cannot accept that more than
one “truth” may exist, leading to fanaticism and orthodoxy, e.g. Nazism,

terrorism. A purely “subjective” worldview would not be able to discern
which ideas are useful for society, since it gives equal value to any of them,
e.g. certain non-academic postmodern worldviews. However, a “contex-
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tual” worldview is able to find rel-beings valid for specific contexts (con-
trasted with experience (Popper, 2002)) and to accept different rel-beings
in different contexts. Like this, it not only tolerates, but even interacts
with them1. Only a contextual worldview will be able to reduce friction
and promote synergy to increase social satisfaction.

8.3.2 The Benefits of Self-organization

“We can only see a short distance ahead, but we can see plenty there that needs
to be done” —Alan M. Turing

The case studies presented in this book tried to show the benefits of
modeling complex systems as self-organizing.

The self-organizing traffic lights (Chapter 5) are able to coordinate
dynamically according to actual traffic densities, adapting effectively to
changes in the traffic densities and flows. Moreover, they are robust and
distributed, having several benefits above traditional “blind” methods
apart from considerably reducing travel times.

The ideas and simulations presented for self-organizing bureaucracies
(Chapter 6) showed that using the Methodology in organizations may en-
able them to improve constantly their performance, adapting to changing
demands.

Finally, the ideas presented to achieve the self-organization of artifacts
(Chapter 7) argued that it is possible to design adaptive technologies that
will be able to cope with changes of specifications, which will certainly
occur in our information-centered world. This would enable devices to
learn by themselves new meanings and ways of interaction, potentially
producing novel functionalities as they coordinate.

As we can see, one of the main benefits of an engineered self-
organizing system is that of adaptation. This would be redundant for
a stationary problem domain. However, most complex systems have
non-stationary problem domains, where solutions change constantly. A
self-organizing system will be able to seek by itself new solutions, having
more potential and robustness than a traditional approach.

Any system is liable to make mistakes (and will make them in an un-
predictable environment). But a good system will learn from its mistakes.
This is the basis for adaptation. It is pointless to attempt to build a “per-
fect” system, since it is not possible to predict future interactions with its
environment. What should be done is to build systems that can adapt to

1Paradoxes are not an impediment for this (Gershenson, 1998b, 1999).
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their unexpected future and are robust enough not to be destroyed in the
attempt. Self-organization provides one way to achieve this, but there is
still much to be done to harness its full potential.
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LÄMMER, S., KORI, H., PETERS, K., AND HELBING, D. (2006). Decentralised
control of material or traffic flows in networks using phase-synchronisation.
Physica A 363 (1) (April): 39–47. URL http://dx.doi.org/10.1016/j.

physa.2006.01.047. 93

LAYNE, K. AND LEE, J. (2001). Developing fully functional E-government: A
four stage model. Government Information Quarterly 18: 122–136. URL http:

//dx.doi.org/10.1016/S0740-624X(01)00066-1. 59, 106

LENAERTS, T. (2003). Different levels of selection in artificial evolutionary sys-
tems: Analysis and simulation of selection dynamics. Ph.D. thesis, Vrije Uni-
versiteit Brussel. 43, 52

LENDARIS, G. G. (1964). On the definition of self-organizing systems. Proceedings
of the IEEE 52 (3) (March): 324–325. URL http://tinyurl.com/23zlnb. 24

LEVINTHAL, D. A. AND WARGLIEN, M. (1999). Landscape design: Desiging for
local action in complex worlds. Organization Science 10 (3) (May). 99

http://dx.doi.org/10.1109/ICSMC.1994.399866
http://arxiv.org/abs/cs.AI/9605103
http://dx.doi.org/10.1016/j.physa.2006.01.047
http://dx.doi.org/10.1016/j.physa.2006.01.047
http://dx.doi.org/10.1016/S0740-624X(01)00066-1
http://dx.doi.org/10.1016/S0740-624X(01)00066-1
http://tinyurl.com/23zlnb


160 BIBLIOGRAPHY

LEVITT, B. AND MARCH, J. G. (1988). Organizational learning. Annual Review of
Sociology 14: 319–338. URL http://dx.doi.org/10.1146/annurev.so.

14.080188.001535. 99, 101

LISSACK, M. R. (1999). Complexity: the science, its vocabulary, and its relation
to organizations. Emergence 1 (1). 99

LUCK, M., MCBURNEY, P., SHEHORY, O., WILLMOTT, S., AND THE AGENTLINK

COMMUNITY. (2005). Agent Technology: Computing as Interaction. A Roadmap
for Agent Based Computing. University of Southampton. URL http://www.

agentlink.org/roadmap/. 106

MACHOL, R. E., Ed. (1965). System engineering handbook. McGraw-Hill. 59, 140

MAES, P. (1994). Modeling adaptive autonomous agents. Artificial Life 1 (1&2):
135–162. URL http://tinyurl.com/yhggsa. 39

MAMEI, M., MENEZES, R., TOLKSDORF, R., AND ZAMBONELLI, F. (2006). Case
studies for self-organization in computer science. Journal of Systems Architec-
ture 52 (8-9) (August-September): 443–460. URL http://dx.doi.org/10.

1016/j.sysarc.2006.02.002. 24

MARCH, J. G. (1978). Bounded rationality, ambiguity, and the engineering of
choice. Bell Journal of Economics 9 (2) (Autumn): 587–608. 99

MARCH, J. G. (1991). Exploration and exploitation in organizational learning.
Organization Science 2 (1): 71–87. 99, 101

MICHOD, R. E. (1997). Cooperation and conflict in the evolution of individuality.
i. multi-level selection of the organism. American Naturalist 149: 607–645. URL
http://tinyurl.com/y95rj3. 43, 52

MICHOD, R. E. (2003). Cooperation and conflict mediation during the origin
of multicellularity. In Genetic and Cultural Evolution of Cooperation, P. Ham-
merstein, (Ed.). MIT Press, Cambridge, MA, Chapter 16, pp. 261–307. URL
http://tinyurl.com/y76639. 41, 47, 140

MILLER, G. A. (1956). The magical number seven, plus or minus two: Some
limits on our capacity for processing information. The Psychological Review 63:
81–97. URL http://www.well.com/˜smalin/miller.html. 109

MILLER MEDINA, E. (2005). The state machine: Politics, ideology, and computa-
tion in Chile, 1964-1973. Ph.D. thesis, MIT. 59, 98

MIRAMONTES HERCOG, L. (2004). Co-evolutionary agent self-organization for
city traffic congestion modeling. In Genetic and Evolutionary Computation -
GECCO 2004: Genetic and Evolutionary Computation Conference, Seattle, WA,

http://dx.doi.org/10.1146/annurev.so.14.080188.001535
http://dx.doi.org/10.1146/annurev.so.14.080188.001535
http://www.agentlink.org/roadmap/
http://www.agentlink.org/roadmap/
http://tinyurl.com/yhggsa
http://dx.doi.org/10.1016/j.sysarc.2006.02.002
http://dx.doi.org/10.1016/j.sysarc.2006.02.002
http://tinyurl.com/y95rj3
http://tinyurl.com/y76639
http://www.well.com/~smalin/miller.html


BIBLIOGRAPHY 161

USA, June 26-30, 2004. Proceedings, Part II. Springer-Verlag, pp. 993–1004. URL
http://dx.doi.org/10.1007/b98645. 66

MITCHELL, M. (1996). An Introduction to Genetic Algorithms. MIT Press. 20, 39, 49

MOREVTS. (2006). A more realistic vehicle traffic simulator. URL https://

sourceforge.net/projects/morevts/. 84

MORGAN, G. (1996). Images of Organization, 2nd ed. SAGE Publications. 99

MORIN, E. (2006). Restricted complexity, general complexity. In Philosophy and
Complexity, C. Gershenson, D. Aerts, and B. Edmonds, (Eds.). Worldviews, Sci-
ence and Us. World Scientific. Translated from French by Carlos Gershenson.
10, 11

NAGEL, K. (2004). Multi-Agent Transportation Simulation. Book in progress. URL
http://www.sim.inf.ethz.ch/papers/book/book.pdf. 66

NAGEL, K. AND SCHRECKENBERG, M. (1992). A cellular automaton modell for
freeway traffic. Journal of Physics I France 2: 2221–2229. 66

NEWMAN, M. E. J. (2003). The structure and function of complex networks.
SIAM Review 45: 167–256. URL http://arxiv.org/abs/cond-mat/

0303516. 108

NICOLIS, G. AND PRIGOGINE, I. (1977). Self-Organization in Non-Equilibrium Sys-
tems: From Dissipative Structures to Order Through Fluctuations. Wiley. 24, 25, 29,
30

OHIRA, T. (1997). Autonomous traffic signal control model with neural network
analogy. In Proceedings of InterSymp’97: 9th International Conference on Systems
Research, Informatics and Cybernetics. Baden-Baden, Germany. SCSL-TR-97-004.
URL http://arxiv.org/abs/adap-org/9704005. 93

OLIVEIRA, D., BAZZAN, A. L. C., AND LESSER, V. (2005). Using coopera-
tive mediation to coordinate traffic lights: a case study. In Proceedings of the
4th International Joint Conference on Autonomous Agents and Multi Agent Sys-
tems (AAMAS). New York, IEEE Computer Society, pp. 463–470. URL http:

//tinyurl.com/2vhot5. 93

OLIVEIRA, D., BAZZAN, A. L. C., SILVA, B. C., BASSO, E. W., NUNES, L., ROS-
SETTI, R. J. F., OLIVEIRA, E. C., SILVA, R., AND LAMB, L. C. (2006). Reinforce-
ment learning based control of traffic lights in non-stationary environments: a
case study in a microscopic simulator. In Proceedings of the 4th European Work-
shop on Multi-Agent Systems (EUMAS06), B. Dunin-Keplicz, A. Omicini, and
J. Padget, (Eds.). pp. 31–42. URL http://tinyurl.com/2stm9z. 93

http://dx.doi.org/10.1007/b98645
https://sourceforge.net/projects/morevts/
https://sourceforge.net/projects/morevts/
http://www.sim.inf.ethz.ch/papers/book/book.pdf
http://arxiv.org/abs/cond-mat/0303516
http://arxiv.org/abs/cond-mat/0303516
http://arxiv.org/abs/adap-org/9704005
http://tinyurl.com/2vhot5
http://tinyurl.com/2vhot5
http://tinyurl.com/2stm9z


162 BIBLIOGRAPHY

PACHECO, J. M., SANTOS, F. C., AND CHALUB, F. A. C. C. (2006). Stern-judging:
A simple, successful norm which promotes cooperation under indirect reci-
procity. PLoS Computational Biology 2 (12): e178. URL http://dx.doi.org/

10.1371/journal.pcbi.0020178. 143

PACIOTTI, B., HADLEY, C., HOLMES, C., AND BORGERHOFF MULDER, M. (2005).
Grass-roots justice in Tanzania. American Scientist 93 (1): 58. URL http://dx.

doi.org/10.1511/2005.1.58. 143

POPPER, K. R. (2002). The Logic of Scientific Discovery (Routledge Classics). Rout-
ledge. URL http://tinyurl.com/yzmok3. 144, 145

PORCHE, I. AND LAFORTUNE, S. (1999). Adaptive look-ahead optimization of
traffic signals. Journal of Intelligent Transportation Systems 4 (3): 209–254. URL
http://tinyurl.com/yx55wp. 88, 90, 94

PREM, E. (1993). Understanding self-organization: What can the speaking lion
tell us? Tech. Rep. TR-93-14, Oesterreichisches Forschungsinstitut fuer Artifi-
cial Intelligence, Wien. 32

PRIGOGINE, I. AND HERMAN, R. (1971). Kinetic Theory of Vehicular Traffic. Else-
vier, New York. 64

RADNER, R. (1993). The organization of decentralized information processing.
Econometrica 61 (5) (September): 1109–1146. 100

RAMAMOORTHY, P., ZHANG, S., FUBAO, C., AND RAMACHANDRAN, D. (1993).
A new paradigm for the design of nonlinear dynamical systems and self-
organizing systems. In Intelligent Control, 1993., Proceedings of the 1993 IEEE In-
ternational Symposium on. pp. 571–576. URL http://dx.doi.org/10.1109/
ISIC.1993.397634. 38

REED, C., NORMAN, T. J., AND JENNINGS, N. R. (2001). Negotiating the se-
mantics of agent communication languages. Computational Intelligence 18 (2):
229–252. 133

RICCI, A., OMICINI, A., VIROLI, M., GARDELLI, L., AND OLIVA, E. (2006). Cog-
nitive stigmergy: A framework based on agents and artifacts. In Third Inter-
national Workshop on Environments for Multiagent Systems (E4MAS 06). URL
http://tinyurl.com/y46a4b. 106

RIEGLER, A. (2005). Editorial. the constructivist challenge. Constructivist Founda-
tions 1 (1): 1–8. URL http://tinyurl.com/2ycs4p. 144

RIOLO, R., COHEN, M. D., AND AXELROD, R. M. (2001). Evolution of coopera-
tion without reciprocity. Nature 414: 441–443. 52, 134

http://dx.doi.org/10.1371/journal.pcbi.0020178
http://dx.doi.org/10.1371/journal.pcbi.0020178
http://dx.doi.org/10.1511/2005.1.58
http://dx.doi.org/10.1511/2005.1.58
http://tinyurl.com/yzmok3
http://tinyurl.com/yx55wp
http://dx.doi.org/10.1109/ISIC.1993.397634
http://dx.doi.org/10.1109/ISIC.1993.397634
http://tinyurl.com/y46a4b
http://tinyurl.com/2ycs4p


BIBLIOGRAPHY 163

RODRIGUEZ, M. A. AND STEINBOCK, D. (2004). Societal-scale decision making
using social networks. In North American Association for Computational Social and
Organizational Science Conference Proceedings. URL http://tinyurl.com/

y9y948. 107, 143

RODRIGUEZ, M. A., STEINBOCK, D. J., WATKINS, J. H., GERSHENSON, C.,
BOLLEN, J., GREY, V., AND DEGRAF, B. (2007). Smartocracy: Social networks
for collective decision making. In Hawaii International Conference on Systems Sci-
ence (HICSS). IEEE Computer Society. URL http://tinyurl.com/ybojp8.
143

ROJAS, R. (1996). Neural Networks: A Systematic Introduction. Springer, Berlin. 39,
51

ROOZEMOND, D. A. AND ROGIER, J. L. H. (2000). Agent controlled traffic lights.
In ESIT 2000; European Symposium on Intelligent Techniques. 66

ROSEN, R. (1985). Anticipatory Systems: Philosophical, Mathematical and Method-
ological Foundations. Pergamon Press. URL http://tinyurl.com/y98zsx.
20, 31, 34

RUMELHART, D. E., MCCLELLAND, J. L., AND THE PDP RESEARCH GROUP, Eds.
(1986). Parallel Distributed Processing: Explorations in the Microstructure of Cogni-
tion. MIT Press. 20

RUSSELL, S. J. AND NORVIG, P. (1995). Artificial Intelligence: A Modern Approach.
Prentice Hall. 19

SASTRY, S. AND BODSON, M. (1989-1994). Adaptive Control: Stability, Conver-
gence, and Robustness. Prentice-Hall. URL http://www.ece.utah.edu/

%7Ebodson/acscr/. 47

SCHRECKENBERG, M. AND WOLF, D. E., Eds. (1998). Traffic and Granular Flow ’97.
Springer, Singapore. 64

SCHWEITZER, F., Ed. (1997). Self-Organization of Complex Structures: From Individ-
ual to Collective Dynamics. Gordon and Breach. URL http://tinyurl.com/

vbxyp. 24

SCHWEITZER, F. (2003). Brownian Agents and Active Particles. Collective Dynamics
in the Natural and Social Sciences. Springer Series in Synergetics. Springer, Berlin.
20, 39, 53

SHALIZI, C. R. (2001). Causal architecture, complexity and self-organization in
time series and cellular automata. Ph.D. thesis, University of Wisconsin at
Madison. URL http://tinyurl.com/v3lho. 24, 31, 32, 46

http://tinyurl.com/y9y948
http://tinyurl.com/y9y948
http://tinyurl.com/ybojp8
http://tinyurl.com/y98zsx
http://www.ece.utah.edu/%7Ebodson/acscr/
http://www.ece.utah.edu/%7Ebodson/acscr/
http://tinyurl.com/vbxyp
http://tinyurl.com/vbxyp
http://tinyurl.com/v3lho


164 BIBLIOGRAPHY

SHEIKHOLESLAM, S. AND DESOER, C. A. (1991). Combined longitudinal and
lateral control of a platoon of vehicles: A system level study. Tech. Rep. 1991-
09-01, California PATH. URL http://tinyurl.com/yyo54y. 89

SIMON, H. A. (1964). On the concept of organizational goal. Administrative Science
Quarterly 9 (1). 100

SIMON, H. A. (1976). Administrative behavior: a study of decision-making processes in
administrative organization, 3rd ed. Free Press. 106

SIMON, H. A. (1982). Models of bounded rationality. MIT Press. 99

SIMON, H. A. (1996). The Sciences of the Artificial, 3rd ed. MIT Press. 12, 21, 35, 45,
88, 109

SIMS, A. G. (1979). SCATS: The Sydney co-ordinated adaptive system. In Pro-
ceeding of the Engineering Foundation Conference on Research Priorities in Computer
Control of Urban Traffic Systems. 90, 93
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GLOSSARY

abs-being Absolute being, independent of the observer.
The modeled, 15

adaptation A change in an agent or system as a response to
a state of its environment that will help the agent
or system to fulfill its goals, 19

agent An agent is a description of an entity that acts on
its environment, 39

anticipation A change in an agent or system as a response to
a future state of its environment that will help the
agent or system to fulfil its goals, 20

behavior A description an observer makes of the changes
in a system with respect to an environment with
which the system interacts (?, p. 163), 19

complexity The complexity of a system scales with the num-
ber of its elements, the number of interactions
between them, the complexities of the elements,
and the complexities of the interactions (Ger-
shenson, 2002b), 13

context Set of circumstances and conditions which sur-
round and determine an idea, theory, proposi-
tion, or concept. These circumstances and con-
ditions can be spatial, temporal, situational, per-
sonal, social, cultural, ecological, etc. (Gershen-
son, 2002c), 144

control Regulation, steering, or ruling of a system, 2

design Creation or planning of a system, 2

emergent properties The properties of a system that are not present at
the lower level but are a product of the interac-
tions of elements, 12
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environment Set of external variables, elements, agents, or
systems that interact with an element, agent, or
system. Note that every element, agent, or sys-
tem may have a different environment, 21

friction Measure describing how one agent or system de-
creases the satisfaction of other agents or systems,
41

goal Purpose of an agent or system. In engineered
systems, goals are determined by the designer,
39

hierarchy A ranking organization where one agent subor-
dinates other agents, 108

information Anything that an agent can perceive or sense, 25
interaction A relation between two or more variables, ele-

ments, systems, or agents, 2

mediator A mediator arbitrates among the elements of a
system, to minimize conflict, interferences and
frictions; and to maximize cooperation and syn-
ergy, 41

model An abstract representation of a phenomenon,
made by an observer within a specific context,
10

non-stationary problem domain It is given when the phase space of a dynamical
system or the state space of a discrete dynamical
system does change in time, 2

rel-being Relative being, dependent on observers and con-
texts. The model, 15

robustness A system is robust if it continues to function in
the face of perturbations (Wagner, 2005), 21

satisfaction Measure describing the degree to which the goals
of an agent have been reached, 39

self-organizing system A system described as self-organizing is one in
which elements interact in order to achieve dy-
namically a global function or behavior (Gershen-
son, 2006a), 32
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stationary problem domain It is given when the phase space of a dynamical
system or the state space of a discrete dynamical
system does not change in time, 2

synergy Measure describing how one agent or system in-
creases the satisfaction of other agents or systems.
Negative friction., 41

system A collection of interacting elements (compo-
nents, parts). Note that elements can be systems
themselves, 2
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INDEX

cut-off, 70–71, 78, 83, 93
marching, 68, 72, 76, 79, 88
no-corr, 71, 78, 83
optim, 68–69, 75, 79, 84, 86
sotl-phase, 69–70, 75, 76, 78, 83, 84, 88, 91
sotl-platoon, 70, 76, 83, 84, 86–88, 92–93
sotl-request, 67–69, 75, 76, 83

abs-being, 15, 31, 144
adaptability, 45, 93, 117, 125
adaptation, 2, 19–21, 34, 65, 89–90, 98,

101, 130, 145
organizational, 99

agent, 39
agent based modeling, 99
altruism, 49, 50
anticipation, 20, 34, 51
apoptosis, 48
application, 54–55
attractor, 28

backtracking, 44, 56, 57, 61
bottleneck, 107, 113
bureaucracies, 97–126

cancer, 40
causation

downward, 31
cellular automata, 13, 66, 113
chaos, 17–19, 90
cognition, 34, 51

distributed, 132
communication, 51, 59, 102–106, 131–

133

asynchronous, 102
semisynchronous, 102
synchronous, 102

complexity, 9–22
compromise, 48, 50, 66, 144
concepts, 51
constraints

slaving, 41
constructivism, 144
context, 47, 53, 70, 111
contextuality, 14, 16, 17, 22, 31, 32, 45,

144–145
control, 2, 47–51

adaptive, 47
distributed, 57

cooperation, 49–51, 68, 69, 131, 133–135
coordination, 52, 102, 135–137
courtesy, 48, 50, 144
cybernetics, 2

second order, 144
Cybersyn, 59, 98

degeneracy, 35
delay

communication, 102, 109, 110
decision, 103, 106, 109, 112, 117
from other responses, 103
previous task, 103, 114
procedure, 107
public attention, 107
response, 103, 105, 112–114
transmission, 102, 103, 112, 117, 126
waiting, 107
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dependence, 43
distribution

homogeneous, 112
normal, 112
power law, 113
scale-free, 112
symmetric, 113

division of labor, 52, 131, 135, 136

e-government, 59, 106, 108
edge of chaos, 51, 126
emergence, 31, 128
emergent properties, 12, 31, 55
entropy, 24–29, 88

statistical, 25
environment, 53
eradication, 48, 50
evaluation, 55
exploitation, 49
extensibility, 131

feedback
delayed, 102
immediate, 102

FIPA, 38, 133
friction, 41, 47–51, 59, 100, 102, 140

game theory, 42, 143
genes, 45
GNU, 131
goals, 101
green wave, 67, 68, 75, 84, 86–87

hierarchies, 108–110

immune system, 40
implementation bias, 55
imposition, 48, 50, 89
individualism, 49, 50
information, 25, 51, 59, 70, 107, 132
integration, 43
intelligence

ambient, 128, 136, 140
collective, 132

interaction, 12, 42

frequency, 107
interference, see friction

Java, 67, 72, 84, 113

learning, 103
organizational, 99
reinforcement, 101, 143

legacy, 55, 60
lesioning, 40
levels of abstraction, 34, 45

meaning, 130
mediator, 41–42, 47, 64, 90, 100, 135,

137, 140
modeling, 46–53
modularity, 35, 45, 109
multi-agent

simulations, 66
systems, 20

multilevel selection, 43, 52

negotiation, 106
NetLogo, 66, 72
networks, 108

neural, 39, 51
random Boolean, see random

Boolean networks
small world, 109
social, 143

neutrality, 42
noise, 55
nonlinearity, 3, 17–19
norms

social, 49

objectivity, 11, 29, 32, 144–145
observer, 29–30
open technology, 131
optimality, 117
optimization, 64–65, 89–90, 98

platoons, 68, 70, 75, 76, 79, 83, 87–89, 93
polls, 107
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problem domains, 2, 42, 47, 56, 59, 140,
145

public, 106–108
purpose, 29

random agent networks, 112–125
random Boolean networks, 13, 112, 126
reductionism, 12, 42
redundancy, 21, 35, 52, 101, 125
reinforcement, 49
rel-being, 15, 31, 144
representation, 44–46
reputation, 106
robustness, 21, 35, 45, 52, 57, 101

distributed, 35
organizational, 125

satisfaction, 39, 47, 130, 140
public, 107

self-organization, 23–36
Semantic Web, 38
sensors, 106–108
simulation, 54, 101
stability, 126
stigmergy, 70, 89, 90, 93, 106

cognitive, 106
subjectivity, 20, 32, 144–145
synchronization

full, 70, 75–76, 83–84, 93
synergy, 41, 42, 49–51, 89, 100
synthetic method, 60
system

cognitive, 51
self-organizing, 32

tags, 52, 134, 137
RFID, 91, 128

tautology, 25, 40, 43, 100
timescale, 42
tolerance, 48, 50, 135, 144
trade-offs, 52–53
trust, 52, 106, 134, 136

variety, 88, 108

visualization, 105

workflow, 52, 131
worldview, 144
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