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ABSTRACT

As service robots are envisioned to provide decision-making
support (DMS) in public places, it is becoming essential to de-
sign the robot’s manner of o�ering assistance. For example,
robot shop assistants that proactively or reactively give prod-
uct recommendations may impact customers’ shopping expe-
rience. In this paper, we propose an anticipation-autonomy
policy framework that models three levels of proactivity
(high, medium and low) of service robots in DMS contexts.
We conduct a within-subject experiment with 36 participants
to evaluate the e�ects of DMS robot’s proactivity on user
perceptions and interaction behaviors. Results show that a
highly proactive robot is deemed inappropriate though peo-
ple can get rich information from it. A robot with medium
proactivity helps reduce the decision space while maintain-
ing users’ sense of engagement. The least proactive robot
grants users more control but may not realize its full capa-
bility. We conclude the paper with design considerations for
service robot’s manner.
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1 INTRODUCTION

The use of service robots, which operate semi- or fully au-
tonomously to perform services useful to humans [34], is
becoming a trend in our daily life. For robots that work in
the service industry and play the roles of shop assistants
[25], receptionists [33], and museum guides [29], to name a
few, providing information or recommendations to support
human decision-making is a critical part of their job. Existing
decision-making support (DMS) research mainly focuses on
question understanding and content generation [1, 24, 38],
but largely overlooks the design of robots’ manner of service.
For example, a robot assistant could wait for requests to come
in and then react to the resulting situation. Alternatively, it
could anticipate user needs and provide responses without
being prompted. One can �nd similar types of actions in
human assistants (e.g., waiter/waitress and shop assistants).
These are characterized as di�erent levels of proactivity in
the occupational psychology literature [20, 36] and proven
to a�ect socialization and performance at work [11]. It is
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thus interesting to explore if the proactivity of a robot would
have a similar e�ect when o�ering DMS service.
Previous works suggest that humans are sensitive to ro-

bot’s manner, i.e., way of behaving. For instance, people have
better collaboration experiences with a robot that handles
their disengagement in a submissive manner than the one
acting dominantly [49]. In a collective decision task, robots
expressing disagreement politely can defuse their human
partners’ frustrations and get people to change their minds
[50]. Hence, it is possible that a decision-maker would feel
and react di�erently when a robot provides its assistance
proactively or reactively. We can design proper manner for
robots in DMS services only if we have an in-depth under-
standing of these possible e�ects.
To study this possibility systematically, we need to have

a formal de�nition and consistent implementation of robot
proactivity in the course of DMS. Proactivity in occupational
psychology is the anticipatory action that people initiate to
impact themselves and/or others [20]. The closest concept to
it in Human-Robot Interaction (HRI) research is autonomy –
the ability to perform intended tasks based on current state
and sensing without human intervention [15]. It emphasizes
primarily on initiating actions automatically based on what
is happening in the collaboration [18, 40]. While previous
works show that robot autonomy can cause perceptual dif-
ferences in users [2, 49], it mainly concerns the current state
of the machine. Anticipation, another important element of
proactivity that emphasizes assumptions of what is going to
happen, is not incorporated into the autonomy construct.
In this paper, we formulate three levels of robot proac-

tivity (high, medium, low) in two dimensions – anticipation
and autonomy – based on the occupational psychology and
autonomy literature. We then design associated behavior
policies in the context of a structured decision-making sup-
port process. To evaluate the impact of robot proactivity
on decision-makers perceptions and behaviors, we conduct
a within-subject, Wizard-of-Oz experiment with 36 partici-
pants. The participants re�ect that the high-proactivity robot
is the least appropriate though it can provide rich informa-
tion, while the medium-proactivity robot is more helpful as it
helps to narrow down choices. Thematic analysis on user be-
haviors further reveals that the participants can adjust their
turn-taking behaviors to the robots’ manner, and they have
more control over the conversation with the low-proactivity
robot by actively making requests. However, they engage
better with the medium-proactivity robot, with su�cient op-
portunities to express their thoughts and feelings. Our work
provides insights into designing a proper way of behaving
for robots serving in DMS context, and adds to the under-
standing of how people perceive and interact with service
robots of di�erent manners.

2 RELATEDWORK

Defining Robot’s Proactivity

Derived from the de�nition of proactivity in occupational
psychology [20, 36], service robot’s proactivity can be de-
�ned as the anticipatory action that robots initiate to impact
themselves and/or others. The de�nition indicates three el-
ements of robot’s proactivity: 1) anticipation; 2) initiation
of action; 3) target of impact. The �rst element, anticipa-
tion, is the robot’s assumption of what a human is going
to do. There are many possible ways, e.g., gaze [23], body
orientation [22], trajectory [42], etc., which can build up ro-
bot’s anticipation of a human. For example, Koppula et al.
used a rich graphical model based on object locations and
human poses to anticipate what a human partner would do
next, so that the robot could perform an anticipatory action,
e.g., open the door for the human [30]. Bohus et al. made
use of vision processing (e.g., face detection, distance) and
speech recognition to determine if the visitors are going to
be engaged or not in a direction-giving context [6].

The second element, the initiation of action, is more about
system autonomy in the robot’s context, as suggested by
many other works about designing robot’s proactive behav-
iors [2, 9, 55]. According to the amount of human input and
the authority of robot, the levels of autonomy in HRI can be
divided into 10 levels [3, 40, 44]: 1) robot o�ers no assistance;
2) robot o�ers a complete set of action alternatives; 3) robot
narrows the selection down to a few choices; 4) robot sug-
gests a single action; 5) robot executes that action if human
approves; 6) robot allows the human a limited time to veto
before automatic execution; 7) robot executes automatically
then necessarily informs the human; 8) robot informs hu-
man after automatic execution only if human asks; 9) robot
informs human after automatic execution only if it decides
to; 10) robot decides everything and acts autonomously, ig-
noring the human. A proactive robot is usually designed to
have a higher level of autonomy to take the initiative [35].
For example, in Fink’s work [13], a proactive robot was de-
signed to initiate the interaction to motivate the children
to tidy up their toys, while the reactive robot waited until
the children take actions �rst. Also in Baraglia’s work [2],
the most proactive robot took the initiatives to help human
whenever it could help, while the least proactive robot only
helped human when being requested.

The last element, target of impact, is the object of robot’s
anticipatory actions. In human-robot interaction (HRI), the
intended target would be the human partner [19].

This paper focuses on a particular type of HRI scenario –
supporting human decision-making, where robot’s goal is
to ful�ll its capability of providing information interactively
to improve the quality of user’s decisions [27]. In such a
setting, a highly proactive robot builds strong anticipation
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of human user’s information needs and takes the liberty of
making recommendations. In contrast, a less proactive robot
is more conservative in making assumptions and intervening.
In any case, DMS robots should behave in a user-friendly
and socially acceptable manner [12].

Manner of Decision-Making Support Systems

Previous studies have explored di�erent ways for a decision-
making support (DMS) system to perform its job, i.e., provid-
ing information or recommendations to people. For example,
to improve the current recommendation, Li et al. suggested
that the recommendation system can use system- or user-
initiated critiquing methods to seek feedback from the user
[10]. The system-initiated critiquing system automatically
generates knowledge-based critiques (e.g., “Di�erent Man-
ufacture, Lower Processor Speed and Cheaper Cameras”),
which could familiarize the user with the product domain
but may fail to match user’s speci�c criteria. In contrast, the
user-initiated critiquing system lets usermake self-motivated
critiques from a complete set of options, which allows for
a higher level of user control with the drawback of more
user’s e�orts. Similarly in a fantasy baseball game, Solomon
found that giving more users control over the DMS system
(i.e., let them customize it) could make the recommendations
more acceptable regardless of their accuracy [47].

Woiceshyn et al. tested the system-initiated approach on a
robotic DMS system, which can actively ask for user prefer-
ence, give and update recommendations according to user’s
explicit feedback (accept or reject) [52]. Their experiment
showed that the system was easy to use and e�ective. Rau
et al. found that a robot with higher autonomy, which gave
recommendations before the user carried out any action,
would have greater in�uence on people’s decision-making
in a sea survival decision task, compared to the robot that
gave opinions only after the user made a decision [40]. In a
more real-world setting, Shiomi et al. found that the robot
that directly recommended one choice (autonomy 4) could
increase the number of speci�c store coupons that people �-
nally chose, compared to the robot that provided all available
candidates (autonomy 2) [46]. Note that all of the aforemen-
tioned studies primarily focused on the autonomy aspect of a
DMS robot’s way of acting. In this work we also incorporate
anticipation into the DMS robot’s manner design. Di�erent
from previous works that emphasized mainly on decision
outcomes, we are interested in how robot’s proactivity level
(anticipation + autonomy) would a�ect user experience in
the decision-making process, a critical determinant of the
success of DMS systems [39].

E�ect of Robot’s Proactive Manner

To achieve more natural and e�cient human-robot interac-
tion (HRI), researchers in HRI have spent many years on

designing and evaluating the proactive manners of robot.
For example, to serve people, the robot needs to properly ap-
proach and initiate the interactionwith people [16, 26, 42, 45].
Learned from observation of assistant’s behavior, Kato et al.
[26] proposed a robot strategy that can exhibit “availabil-
ity” through body orientation and gaze before approach-
ing people. Their �eld studies in a shopping mall showed
that their strategy is less intrusive compared to the “passive
waiting” and the “simply-proactive” strategy. In a handover
task, Huang et al. derived di�erent robot coordination meth-
ods from human-human collaboration, and found that there
was a tradeo� between team performance and user expe-
rience using di�erent methods [22]. Compared to reactive
(wait for user’s completion �rst) and adaptive (wait and slow
down to adapt to user’s availability) coordination methods,
the proactive coordination (always present next object) can
signi�cantly improve team performance but impair users’
perceptions of the robot. The tradeo� also appears in a simu-
lated Urban Search and Rescue task, in which the researchers
found that people preferred the robot that can provide proac-
tive support. But human cognitive load was also increased
with the proactive robot [55]. Although these studies were
not conducted in DMS context, it is reasonable to hypothe-
size that robot’s proactivity would have an e�ect on decision
makers’ perception and interaction behaviors.

3 DESIGN OF DMS ROBOT’S PROACTIVITY

Principles for Designing Di�erent Proactivity

Based on the robot’s anticipation and levels of autonomy
[20, 40], we derive the principles for designing three levels
of robot’s proactivity:

High-proactivity: the robot makes strong assumptions (e.g.,
users need help, like popular items, etc.) and actively o�ers it;
the robot automatically takes action with very small amount
of user input during the interaction (autonomy 6-8).
Medium-proactivity: the robot makes some assumptions

and lets the user verify them; the robot needs some amount
of user input to take automatic actions during the interaction
(autonomy 3-5), e.g., providing limited choices like “A or B”.

Low-proactivity: the robot makes no assumption and needs
the users to explicitly tell what they want; the robot only re-
sponds upon request and needs a large amount of user input
(autonomy 1-2), e.g., providing a complete set of choices.

Associated Behavior Polices in DMS Se�ings

To show how these design principles for robot’s di�erent
proactivity can be applied to decision-making support (DMS)
settings (e.g., restaurants, airports, banks, stores, etc.), we
structure a DMS process (adapted from [10, 52]) and design
associated behavior policies for the robots as shown in Figure
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Figure 1: Robot’s behavior policies with di�erent proactivity levels in a structured decision-making support process.

1. In the rest of this section, we use shopping as an example
to showcase the robot’s behaviors under di�erent policies.
S1. Initiation: To initiate the interaction, either the robot

or the user should take actions to start the conversation. 1)
The high-proactivity robot assumes that the user needs help
and actively o�ers it, e.g., “Hi, have troubling �nding things
you like? Let me show you some of our popular items!”. 2)
The medium-proactivity robot also assumes that the user
needs help but con�rms it �rst, e.g., “Have trouble deciding?
Would you like to know about our best collection?”. Only
with user’s approval will the robot move to the next step,
otherwise it waits for the next trigger event. 3) The low-
proactivity robot makes no assumption and only o�ers help,
e.g., saying “How can I help you?” upon request.
S2. Preference elicitation and recommendation: Af-

ter initiation, the robot gives recommendations to the cus-
tomer. 1) The high-proactivity robot assumes knowing user’s
preferences (e.g., popularity) and does not ask for such in-
formation; instead, it directly makes recommendations, e.g.,
“Check out this popular item here!”. 2)Themedium-proactivity
robot assumes knowing some preferences (e.g., popularity)
but asks for personal preferences by providing limited op-
tions �rst, e.g., “Which [attribute] do you want, [option 1]
or [option 2]?”. It then makes recommendations based on
assumed preference and personal preference. 3) The low-
proactivity robot has no assumption of user’s preferences
and asks for it by providing all choices, e.g., “We have [all
choices], which one do you like?”. It then makes recommen-
dations based on user’s responses.
S3. Justi�cation: After presenting the recommended

items, the robotmight need to justify its recommendations. 1)
The high-proactivity robot assumes that the customer wants
justi�cation and provides it directly, e.g., “The special point
of this item is [...]”. 2) Themedium-proactivity robot assumes

that the customer wants justi�cation but con�rms it �rst, e.g.,
“If you are interested in this item, I can tell you more about it.
Otherwise, I can give you another recommendation”. If the
customer is not interested, it asks for user’s preferences again
to provide another recommendation. 3) The low-proactivity
robot makes no assumption about what the user wants to
know, and only justi�es the item upon request.
S4. Feedback seeking: After justi�cation, the robot needs

to seek feedback from the user to either proceed or revise rec-
ommendations. 1) The high-proactivity robot tells from the
user’s reaction (e.g., silent duration, facial expression, gaze,
etc.) to assume if the user likes the recommended item or not.
If assuming that the customer likes it, the robot proposes to
proceed further, e.g., “Seems that you are quite interested. I
have the order form ready for you to �ll out”. If assuming
that the user dislikes it, the robot proactively provides an-
other recommendation, e.g., “It seems like you are not very
happy with this item, let me show you something else”. 2)
The medium-proactivity robot assumes that the user may
like it or dislike it, and con�rms it, e.g., “Do you like it?”. If
the user likes the recommended item, it con�rms whether
they can go further, e.g., “Ok, if you want to buy this pair,
please �ll out the order form”. Otherwise, it asks user’s pref-
erences again to provide another recommendation. 3) The
low-proactivity robot makes no assumption about the user’s
feedback, and waits for the user to explicitly tell it. If user
dislikes the item and asks for another one, it asks for user’s
preferences again to provide another recommendation. If the
user explicitly says that he/she wants the item, it proceeds
to make decisions.

4 EXPERIMENT

To verify our service robot’s proactivity design in the DMS
context and to evaluate its impact on user perception of the
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Table 1: Persona and shoes for each task.

Persona Shoe type Color Occasion

Men Oxfords Black or Brown Dress or Casual

Women Heels Black or Beige Dress or Casual

Teens Sneakers Black or White Skate or Running

robot and interaction behaviors, we conduct a within-subject,
Wizard-of-Oz experiment with 36 participants.

We simulate an o�ine shoe shopping scenario and cus-
tomize the robot behaviors (described in the section Design
of Robot’s Proactivity) by replacing “item” by “shoe”. In the
experiment, each participant interacts with three versions
(high-, medium- and low-proactivity) of robots separately to
pick a pair of shoes that is suitable for a speci�c persona as a
gift. We counterbalance the task assignment and the order of
three robot conditions to minimize the potential order e�ect.
We create information (e.g., portrait, gender, age, work,

short bio, goals, motivations, etc.) of the persona and corre-
sponding shoe collections for each task, i.e., Men’s Oxfords,
Women’s Heels and Teens’ Unisex Sneakers (note: the partic-
ipant can either pick a girl or a boy persona in the Teens
task as the shoes are unisex). We collect relevant shoes data
from Zappos shoe website 1. For each task, we prepare 32
pairs of popular (sorted by “Best Sellers”) shoes which can be
classi�ed based on two attributes: color and occasion (two
options for each attribute, as shown in Table 1). To minimize
potential bias introduced by price and brand, we keep the
price of the shoes within a reasonable range (e.g., $79.95
- $99.95 for Men’s Oxfords), and blur the brand signs. To
get participants serious about their tasks, we ask the them
to justify their �nal choices, showing how they resonate
with real experiences. Note that similar to [53, 54], there is
no right or wrong decision, but only participants providing
valid reasons can enter a lucky draw for two extra coupons.

Robot and Wizard-of-Oz Study Design

In this study, we use the Pepper from Softbank Robotics 2,
a robot widely adopted in the service industry, as a shop
assistant to support people’s shoe purchasing decisions. This
humanoid robot is 120 cm tall and has a 246×175mm tablet in
the front. We use the built-in packages of the robot to gener-
ate its speech in a gender-neutral voice. It can display natural
body movements and present a picture of a recommended
item on its tablet during the DMS process. We build a shoe-
related knowledge base for the robot, which consists of the
popularity (i.e., # of “like”), properties (e.g., insole, toe style,
material), special feature (Table 2) of each pair of shoes in
our collection. The robot may make recommendations based

1https://www.zappos.com/c/shoes
2https://www.softbankrobotics.com/emea/en/robots/pepper

Figure 2: The wizard interface. S1-S4 shows the robot’s be-

haviors in the four steps of the DMS process (blue: high, or-

ange: medium, grey: low, white: common). Setting di�erent

proactivity and task will hide irrelevant buttons and cus-

tomize the contents of the relevant buttons.

on the name, popularity, speci�cation of two attributes (color
and occasion), special feature of the intended shoes. We pre-
pare multiple scripts (modi�ed from shoppers’ reviews) for
each special feature, as well as some general good words to
advertise. We carefully test all the scripts in a pilot study to
make sure that they can be clearly heard and understood
from the robot (script samples in Table 2).
We adopt a Wizard-of-Oz approach for the evaluation to

avoid possible interference of technological pitfalls, since
state-of-the-art technologies still fail to perfectly understand
human speech and intent in real-world settings [4, 43]. The
�rst author acts as a wizard to anticipate user intention
and control subsequent robot actions strictly based on the
proposed behavior policies in each task (Figure 1). Similar to
Shamekhi’s method [43], we use a constrained Wizard-of-Oz
protocol [41] with a small set of intents which are elaborated
on Figure 1 (e.g., need help, need justi�cation).
The human wizard tries to infer participants’ intentions

from their speech, head pose, eye gaze and facial expres-
sions, and then trigger associated robot responses through
an easy-to-use interface (Figure 2). For example, in the initi-
ation step, if noticing that the participant turns to the robot,
has a hesitatant or confused look on the face, or keeps brows-
ing for some time without inspecting any particular item,
the wizard would assume that the participant needs help.
Consequently, the wizard would instruct the robot to either
o�er help directly (high proactivity), ask for permission to
intervene (medium), or wait for the participant’s explicit
help seeking signal (low). Pilot studies reveal that partici-
pants may skip some steps in the structured DMS process,
e.g., directly asking for a speci�c pair of shoes after the �rst-
round justi�cation in high- and medium-proactivity tasks. In
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Table 2: Script samples of special features and general good words that the robot uses for justi�cation.

Feature & good words Scripts Sample

Suitable for
walking

“They are very suitable for walking. If you have to wear shoes for a long time, these are absolutely a good
option. I think they will be one of the most comfortable shoes you have ever owned.”

Stylish and
fashionable

“They are very stylish and fashionable. They’re also beautiful, with a very nice shape and popular toe style.
I think they will keep you a fashionable person in the public.”

Water proof,
easy to clean

“They are water proof. Even in harsh rainy conditions, you can wear them walking around streets for eight
hours a day. I think they are very suitable for those who need to walk in dirty ground.”

Latest design
“These are the latest shoes available. They are light weight, incredibly comfortable, and trendy.
I think you can never go wrong with this new design.”

Best materials
“The material of these shoes is very special. The soft insole makes the shoes comfortable for long wear.
I think they are also a very classical shoe, which can last than 20 years.”

General good words “These will be your favorite shoes for sure.” “Buy this pair, you will never regret it.”

these cases, the robot will �rst satisfy their requests and then
resume its policies in the following turns. For instance, the
high-proactivity will still assume the user needs justi�cation
and directly justify the requested shoe. We also prepare addi-
tional scripts, i.e., no knowledge (e.g., “sorry, it is not written
on the label”), simple answer (e.g., “of course”) and transition
words (e.g., “ok, I see”), for handling some unexpected events
to ensure the smoothness of the whole HRI experience.

Hypotheses

Previous works suggest that the highly proactive robot be-
haviors can impair users’ perception of the robot, making
the robot less appropriate and less likeable [22, 49]. And in
Human-Human interaction some moderate proactive behav-
iors could trigger higher rate of socialization and higher job
performance [11]. Therefore, we hypothesize that:
H1. Compared to the medium- and low-proactivity robots,

the high-proactivity robots are perceived to be (H1a) signi�-
cantly less appropriate, (H1b) less polite, (H1c) more control-
ling and (H1d) more interrupting.
H2. Compared to the high- and low-proactivity robots,

the medium-proactivity robots are perceived to be (H2a) sig-
ni�cantly more helpful. Participants (H2b) depend signi�-
cantly more on their recommendations, (H2c) signi�cantly
get more information from the medium-proactivity robots,
and (H2d) prefer to be served signi�cantly more by the
medium-proactivity robots in the future.
We measure these aspects (adapted from [31, 39, 48, 49,

51]) and robot’s proactivity on a standard 7-point Likert scale
(1 - strongly disagree, 7 - strongly agree).

Participants

Thirty-six students (P1-P36, 18 females and 18 males, bal-
anced across the counterbalanced conditions) from the lo-
cal university participate in our experiments. Participants
study a diverse range of �elds, and their ages range 18-30
(M = 23.75, SD = 2.52). Their average familiaritywith robots

Figure 3: The high-proactivity robot is justifying its recom-

mendation without the participant’s request.

is 3.14 (SD = 1.43), with 1 for no experience at all and 7 for a
lot of experience. Thirty-two of them report that they have
experience of interacting with physical or virtual conversa-
tional robots. All participants have a TOEFL score higher
than 88 or an IELTS score above 6.5, meaning that they have
no problem communicating with the robot in basic English.

Procedure

After obtaining consent from the participants, we introduce
the procedure of the experiment. The participant is informed
that the physical store is rather small and does not have
everything in the store locally, and that he/she can browse
the online category �rst. In each of the three sessions, the
participant �rst reads information of a speci�c persona in
an A4 paper. Then the participant enters the study room
and the robot invites the participant to sit down. On the
table, a laptop (Mac Air 11.6", Intel CPU 1.6GHz) provides
high-quality images of each pair of shoes and the wizard
in another room uses it to monitor the process (Figure 3).
The participant starts to browse the shoes on the computer
with the support of the robot in the decision-making. Once
the participant makes a �nal decision and �lls out the order
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form on the table, he/she can call “Pepper” and the robot
will respond “Thank you! It has been a pleasure to serve you.
Have a nice day!” to end the interaction as a human assistant
would do. At the end of each session, we ask the participant
to write down the reason why his/her �nal choice is suitable
and �ll out a questionnaire to rate their perception of the
robots on a 7-point Likert scale. Upon the completion of the
three sessions, we conduct an in-depth interview with the
participant to �nd out more about his/her feelings regarding
the robot’s proactivity. After debrie�ng, each participant
receives some compensation. The whole process lasts for
around 40 minutes for each participant.

Behavioral Analysis Method

To evaluate how the robot’s proactivity in�uences user be-
haviors during the interaction, we record the video of each
session with user’s consent. We conduct a thematic analysis
[7] on the participants’ behaviors during their interaction
with the robots. Two researchers �rst familiarize themselves
by watching 9 videos of 3 participants to identify interesting
events occurred in the human-robot interaction. Through
discussion, we narrow it down to several points related to
the users’ turn-taking behaviors in the interactions, content
of their turns, and their explicit attitudes shown to the rec-
ommended items. Then the two researchers openly code 30
videos of 10 participants. During this process, the two re-
searchers meet regularly to compare, discuss and re�ne the
codes, grouping codes into potential themes. After several
rounds of discussion and theme re�nement, we generate an
embryonic form of code book and apply it to all the videos.
Next, we carefully review the themes, including combining
some codes into several categories, splitting the codes that
can be put into di�erent themes and discarding irrelevant
codes. Finally we name the themes and categories, as well
as count their occurrences in di�erent conditions.

5 RESULTS

Since the shoes in the tasks (Table 1) are gender-speci�c, we
want to inspect the possible e�ect of participants’ gender on
their decision-making experience. We �rst run a two-way
mixed ANOVA (practivity level as within-subject and gender
as between-subject) on each of the quantitative measures
of the participants’ perceptions. Neither the main e�ect of
gender nor the interaction e�ect (proactivity × gender) is
signi�cant. We conduct another two-way mixed ANOVA to
check for possible order e�ect. Similarly, the result suggests
that neither the main e�ect of the order nor the interaction
e�ect (proactivity × order) on the quantitative measures
is signi�cant. Thus in the following statistical analysis we
treat the robot’s proactivity level as the only independent
variable, and conduct a one-way repeated measures ANOVA
on the statistical results. For each ANOVA, the assumption

of equal variance is con�rmed by the Macuchly’s test of
sphericity or otherwise adjusted using Greenhouse-Geisser
[17]. In the rest of this section, we summarize the statistical
analysis, behavioral analysis and interview results, in terms
of perceived robot’s appropriateness, helpfulness and user
behaviors during the interaction.

Manipulation Check

The manipulation check for robot’s proactivity shows that
the manipulation is e�ective (F (2, 70) = 59.49,p < .01,η2 =

0.74). Bonferroni post-hoc test con�rms that all pairwise
comparisons are signi�cantly di�erent (p < .01). The high-
proactivity robot is perceived to be the most proactive (M =
5.64, SD = 1.10), followed by the medium-proactivity robot
(M = 4.58, SD = 1.46) and then the low-proactivity robot
(M = 3.03, SD = 1.50).

Perceived Appropriateness

The left-hand side of Figure 4 shows the statistical results
of user perception of the robots in terms of appropriateness.
In general, participants feel that the high-proactivity (M =
4.72, SD = 1.28) robot’s behaviors are signi�cantly less ap-
propriate than both the medium- (M = 5.58, SD = 1.13;p <

.01) and low-proactivity (M = 5.67, SD = 1.15;p < .01)
robots; F (2, 70) = 8.51,p < .01,η2 = .20; Bonferroni post-
hoc test; H1a accepted. Post-study interviews suggest that
the high-proactivity robots are often perceived to be in pur-
suit of the store’s pro�t and they somewhat intrude into the
participants’ decision space, which is not a user-friendly and
socially appropriate manner. “It feels like it (high) is selling
something” (P29, male, age: 24). “I can’t make satis�ed choice
as it (high) doesn’t give me enough time” (P4, female, age: 24).

Participants also feel that the politeness of di�erent roots
is signi�cantly di�erent (F (2, 70) = 4.19,p < .05,η2 = .11).
Bonferroni post-hoc test shows that the high-proactivity ro-
bot (M = 5.31, SD = 1.33) is signi�cantly less polite than
the medium-proactivity one (M = 5.97, SD = .94;p < .05).
However, the di�erence between high- and low-proacitivity
(M = 5.83, SD = 1.32) robots is not signi�cant. H1b is par-
tially accepted. The participants really appreciate the polite-
ness of our robots, especially the medium-proactivity one.
“The second (medium) one is more polite as it doesn’t use so
many words as the �rst (high) one” (P1, male, age: 26).

Furthermore, participants suggest that the high-proactivity
robot (M = 4.92, SD = 1.44) takes signi�cantly more control
of the conversation than both the medium- (M = 3.97, SD =

1.52;p < .01) and low-proactivity (M = 2.86, SD = 1.57;p <

.01) ones; F (2, 70) = 20.66,p < .01,η2 = .37; H1c accepted.
Bonferroni post-hoc test shows that the medium-proactivity
robot is also signi�cantly more controlling than the low one
(p < .01). Similar e�ects are found in the participants’ per-
ception of being interrupted. The participants feel that they
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Figure 4: Means and standard errors of the user perception of the robots in terms of appropriateness (left) and helpfulness

(right) on a 7-point Likert scale (+ : .05 < p < .1, ∗ : p < .05, ∗∗ : p < .01).

are interrupted by the high-proactivity (M = 4.19, SD =

1.85) robot signi�cantly more often than by the medium-
(M = 2.69, SD = 1.43;p < .01) and low-proactivity (M =
1.89, SD = 1.06;p < .01) ones; F (2, 70) = 24.40,p < .01,η2 =

.41; H1d accepted. The sense of being interrupted very often
could be the main reason for the inappropriateness of the
high-proactivity robot. “I don’t like to be disrupted by them
(high, medium). The low one is better” (P11, male, age: 25).

Perceived Helpfulness

Regarding perceived helpfulness (right-hand side of Figure
4), participants generally think that the medium-proactivity
(M = 5.36, SD = 1.27) robot is signi�cantly more help-
ful than both the high- (M = 4.61, SD = 1.50;p < .05)
and low-proactivity (M = 4.42, SD = 1.56;p < .05) ones;
F (2, 70) = 5.43,p < .01,η2 = .13; Bonferroni post-hoc
test; H2a accepted. The participants also feel that they de-
pend signi�cantly more on the recommendations from the
medium-proactivity (M = 4.67, SD = 1.49) robot than from
the high- (M = 3.75, SD = 1.81;p < .05) and low-proactivity
(M = 3.83, SD = 1.71;p < .05) ones; F (2, 70) = 3.53,p <

.05,η2 = .09; Bonferroni post-hoc test; H2b accepted. Many
participants comment that the medium-proactivity robot can
give more proper recommendations and help reduce deci-
sion space interactively. “(Medium) It is better to learn my
preference �rst. Otherwise, the recommendations are useless”
(P22, female, age: 22). “It is more convenient that it (medium)
can automatically help me narrow down choices. It is more
e�cient” (P25, male, age: 22).

However, in some cases, the high- or low-proactivity robots
are of better assistance to the users. For example, the high-
proactivity robots are appreciated when the participants are
not familiar with the items, while the low-proactivity robots
are more e�cient when the participants already have some-
thing in mind. “If I am not familiar with this type of item,
I would like the robot to proactively introduce it �rst” (P26,
female, age: 23). “I have almost made up my mind and want
to con�rm it. It shouldn’t be so proactive” (P17, male, age: 24).

The di�erences of the rating “I get a lot of information from
the robot” among three cases are also signi�cant (F (2, 70) =
9.43,p < .01,η2 = .21). The participants perceive that they
get signi�cantly more information from the high- (M =

5.39, SD = 1.36;p < .01) and medium-proactivity (M =

5.33, SD = .96;p < .01) robots than from the low-proactivity
(M = 4.36, SD = 1.74) robots; Bonferroni post-hoc test.
However, the di�erence between the high- and medium-
proactivity robots is not signi�cant.H2c is partially accepted.
Although many participants �nd the manner of the high-
proactivity robot not as apt as that of the other robots, they
do agree that they can get rich information from it. Some
of them actually appreciate that the robots can provide in-
formation without being explicitly requested. “It’s great that
the robot proactively provides more information when I am
hesitant. It broadens my mind as there are some points I didn’t
consider” (P32, female, age: 23). In contrast, many partici-
pants report that they can not easily get much out of the
low-proactivity robot because they do not know its capabil-
ity. “I don’t know what it (low) can do. It should let me know
it has such functions” (P34, female, age: 20).
Overall, participants prefer to be served by the medium-

proacitivty robot in the future, signi�cantly more than the
other two (F (2, 70) = 7.29,p < .01,η2 = .17). The Bonfer-
roni post-hoc test suggests that people prefer signi�cantly
more the medium- (M = 5.53, SD = 1.08) than the high-
proactivity (M = 4.56, SD = 1.54;p < .05) robots. How-
ever, the di�erence between medium- and low-proactivity
(M = 4.89, SD = 1.37; .05 < p < .1) robots is only marginally
signi�cant. H2d is partially accepted. The participants who
prefer the low-proactivity robot argue that it can grant them
more control over the conversation and �exibility of seeking
information. “I want to control the conversation. It is enough
that it has the functions to provide me information” (P21, male,
age: 21). “I can check the information by myself. The robot
doesn’t need to explain it” (P30, female, age: 22).
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Table 3: Summary of users’ behaviors during interaction with di�erent robots (average occurrences, SD is in the

parenthese). Note that an event may contain multiple codes and thus falls into di�erent themes.

Theme Category Code example High Medium Low

Turn-taking
behaviors

1. Initiate
the turn

(Robot is waiting) “I have a friend [...] do you have any recommendations?”
(After robot justi�cation) “Do you think it is suitable for a single man?”

2.3(2.02) 3.0(2.62) 6.2(5.09)

2. Competing
for the turn

(Robot proposes to justify or is justifying the shoes) “How about No. 32”,
“No, I don’t want this one”, “Let me check”

2.5(2.09) 2.0(1.84) 0.7(0.97)

Purpose of
users’ turns

3. Make
requests

“Could you recommend me another pair?” “Show me No. 12”
“Can you give more information?” “Please tell me more about it”

2.5(2.73) 3.7(3.09) 4.5(3.65)

4. Ask
questions

“Do you think it is suitable for a very busy woman?”
“Which pair of shoes is most fashionable?”

0.8(1.42) 1.0(2.16) 1.5(2.22)

Attitudes to
recommended
item

5. Positive
(Robot gives recommendations) “Okay I like this pair” “Yeah, thank you!”
(Robot proposes to justify or is justifying the shoes) “Okay” “Yes, show me”

2.2(2.25) 3.3(2.35) 0.8(1.02)

6. Negative
(Robot gives recommendations) “No, next!” “I don’t like this one”
(During justi�cation) “Probably no” “(ignore robot) give me another pair”

1.8(1.65) 3.1(3.08) 0.8(0.95)

User Behaviors

The di�erence among the times that the participants interact
with the high- (M = 273.9.5s, SD = 113.6s), medium- (M =
254.5s, SD = 114.6s), and low-proactivity (M = 254.0s, SD =

119.0s) robots is not signi�cant; repeated measures ANOVA,
F (2, 70) = .55,p = .58,η2 = .015. We summarize the �-
nal themes through behavioral analysis in terms of Turn-
taking behaviors, Purpose of users’ turns and Attitudes to rec-
ommended item (Table 3). We also count the occurences of
codes in each category (1 − 6 as shown in Table 3) of the
theme with di�erent robots. An event may contain multiple
codes in terms of di�erent aspects, and thus falls into di�er-
ent themes. For example, the event (The robot is justifying
the shoe) “No, please show me shoe No.32” (P27, male, age: 30)
falls into categories 2, 3 and 6 with di�erent themes.

Turn-taking behaviors. In general, people interacting with
the robots with low proactivity initiate the turn signi�cantly
more often (F (1.58, 55.46) = 18.79,p < .01,η2 = .35) and
compete for the turn signi�cantly less often (F (1.64, 57.28) =
13.70,p < .01,η2 = .28) than robots with high or medium
proactivity. These results show that the participants can
adapt to the robot’s capabilities and adjust their turn-taking
behaviors accordingly [37]. These behaviors are also consis-
tent with the perceived control and perceived interruption of
di�erent robots (Figure 4). Participants actually lead the con-
versation with low-proactivity robots by initiating the turn
more often. They freely tell the robots what they need and
actively ask some questions, e.g., “(Robot just gave recommen-
dation) do you have any other color? I think they are a little bit
simple” (P11, male, age: 25), “(Robot just gave justi�cation) Are
they comfortable for playing football?” (P12, female, age: 22).
While in the high-proactivity cases, the participants compete
for turns more often, especially when they disagree with the
robot, e.g., “(Robot is justifying) no, I don’t think so, he stays at
home ...” (P11, male, age: 25). Compared to human assistants,

some participants feel less pressure while competing for the
turn with the robot. “I don’t need to care about its feelings. I
can interrupt or ignore it if I want” (P5, male, age: 24).

Purpose of users’ turns. The occurrences of making requests
in the users’ turns are signi�cantly di�erent among three
cases (F (2, 70) = 5.59,p < .01,η2 = .14). Bonferroni post-
hoc test reveals that the participants request signi�cantly
more often from the low- than from the high-proactivity
robots (p < .01). The participants interacting with the low-
proacitivty robots usually give concrete descriptions of what
they want, e.g., “another point is that my friend likes hanging
out with his friends, and also likes recording interesting mo-
ments...” (P11, male, age: 25), while the participants interact-
ing with the high- and medium-proactivity robots normally
just give simple commands to make requests. An interesting
thing is that in all conditions the participants tend to use
words like “could”, “please” to formulate the requests, which
matches the negative politeness that aims to keep their social
distance with the others [8]. There are no signi�cant di�er-
ences in the occurrences of asking questions in the users’
turns among three conditions (F (2, 70) = 1.84,p = .17,η2 =

.05). Nevertheless, it is interesting that some participants
ask speci�c questions in their turn, actively seeking the ro-
bot’s opinions, e.g., “are they suitable for walking for a long
time?” (P18, female, age: 23). Their behaviors suggest that
the participants were treating the service robot like real hu-
man assistant rather than a tool [14, 32]. It implies the need
to design social intelligence in service robots, following the
norms in interpersonal interactions [12]. “I treat it more as
a human and I want interaction. It uses the same attitude to
serve human and gives answers quickly” (P29, male, age: 24).

Like human shop assistants, robotsmay receive requests or
questions outside the scope of their knowledge, e.g., “which
age is suitable for those shoes?” (P22, female, age: 22). Such
incidents occur more often in the low-proacitivity cases (to-
tal occurrence: 26) than in the medium (14) and high (10)
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conditions. It is possible that without the robot revealing
possible dimensions of its decision space, people may have
trouble asking the “right” type of questions that the robot
can handle. As a result, “...it looks like it (low) can’t provide
satisfying service” (P15, male, age: 22).

A�itudes to Recommended Item. In total (positive and nega-
tive), the occurrences of users’ explicit attitudes to the rec-
ommended items during the HRI are signi�cantly di�erent
(F (1.48, 51.92) = 19.67,p < .01,η2 = .36). Bonferroni post-
hoc test further shows that the participants explicitly express
their thoughts about the recommended items signi�cantly
more to the medium-proactivity robots than to the high-
(p < .05) and low-proactivity (p < .01) robots. People in-
teracting with the low-proactivity robots usually do not ex-
plicitly tell their feelings, but just initiate the next turn by
making other requests or asking questions. Compared to
the high-proactivity robots, participants engage with the
medium-proactivity robots more actively. They actively ex-
press their positive or negative attitudes to the recommended
items, updating robot’s anticipation and steering robot’s
next move. In fact, some participants really enjoy engaging
with the medium-proactivity robots, probably because in
this case they can have some guidance during the interac-
tion. “It (medium) asks me detailed preferences, which can help
me be clear in my mind. And I can modify my preferences by
expressing my current feelings” (P30, female, age: 22).
In summary, our design of robot behavior policies can

successfully convey di�erent levels of robot’s proactivity
to the participants. Decision-makers do perceive and react
di�erently to robots operating under various levels of prac-
tivity. Although the high- and low-proactivity robots can
be useful in some cases, the decision-makers generally pre-
fer the medium-proactivity robot that can interactively and
proactively provide them needed information with their per-
missions. These results indicate that the design of the robot’s
manner is critical for providing satisfying services.

6 DISCUSSION

Design Considerations for Service Robot’s Manner

We derive several design considerations for service robot’s
manner from our experimental �ndings, which signi�es the
trend of developing human-aware intelligent systems [9].

Robot Should Maintain a Mental Model of Human. To achieve
e�ective collaboration, service robots should model user’s
mental state such as goal, preference and knowledge [9].
In our experiment, the low-proactivity DMS robot su�ers
from the lack of a mental model of its user. “It (low) is too
passive, giving me the feeling that it doesn’t devote itself to
the work and knows nothing” (P21, male, age: 21). Decision
makers expect a DMS robot to infer their information needs

based on some reasonable assumptions. However, instead of
directly o�ering information based on the anticipated needs,
in most cases it is deemed more considerate for the robot to
verify its mental model prior to taking any action. This can
mitigate the possible negative consequences of acting upon
an incomplete mental model with uncertain information.
Interestingly, once users approve the robot’s mental model,
they seem to trust the robot’s judgment more and be more
willing to let the robot take the initiative in the following
process. “The robot solved my �rst question, and it proactively
provided information to other related issues that I might be
interested in. Really like it” (P34, female, age: 20).

Robot Should Express Its Capability. Some participants com-
plain that they do not know what the robot can do during
the interactions, especially in the low-proactivity condition.
Lacking knowledge of the robot’s capacity may lead to in-
correct expectations. Sometimes users may think too highly
of the robot and ask questions beyond its scope of knowl-
edge. In some other cases, users underestimate the robot and
fail to make full use of its service. Both situations can cause
frustration and dissatisfaction. We suggest that robot should
interactively help human users obtain an accurate mental
model of its capability. For example, if the user fails to ask a
“correct” question for the �rst time, the robot could 1) show
uncertainty through some cues (e.g., “um” [5]), head motion
[49]); 2) explain the cause of its incapability [28]; and/or 3)
prime users about questions that it can handle [31].

Robot Behavior Policy Should Be Adaptive. Some participants
suggest that their preferences for di�erent levels of robot
proactivity are context dependent, e.g., familiar with the
items or not, in a hurry or not, knowing the robot well or
not, etc. It is thus necessary for robots to adapt their be-
havior policies to the changes of context. For example, in
the shopping scenario if a user keeps asking for some basic
information of the items, the robot may infer that he/she is
not very familiar with the options and could o�er to explain
more about possible candidates. Besides, robots should be
sensitive to users’ emotional reaction to its behavior. For
example, when a service robot approaches a user and pro-
poses to help, if the user says “no” or expresses impatience
or avoidance, it may be better for the robot to reduce its level
of proactivity. In such a case, waiting for users’ request is
more likely to result in a satisfying user experience.

Limitation

Our work has several limitations. First, we only use shoe
shopping scenario to showcase the common decision-making
support process in our study, while more experiments in dif-
ferent scenarios (e.g., direction-giving, food ordering, etc.)
are needed to evaluate the design of robot’s proactivity. Sec-
ond, we conduct our study in a controlled environment. In a
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real-world setting, the task can be less structured or con�ned,
with a bigger decision space and possible interference from
the background. For example, di�erent aspects of interaction
dynamics like timing [49] and tone [21] might in�uence the
interaction, while in our study we set the delay between
corresponding actions and anticipation to zero and kept a
consistent polite tone. Third, we are aware of the possible
moderating e�ects of various user characteristics but only
examine gender in this paper. For example, people from var-
ious cultural backgrounds may assess the appropriateness
of robot manner using di�erent social standards and norms.
The elders and children may have di�erent expectations of
a service robot and their unique ways of interacting with it.
In a word, it is necessary to test our designs on diverse tasks
in real-world DMS settings with di�erent user populations,
to verify the generality of our results and further enrich our
�ndings.

7 CONCLUSION AND FUTURE WORK

In this paper, we systematically formulate three levels of
service robot proactivity (high, medium, low) based on the
degree of anticipation and autonomy, and construct the be-
havior policy for each level in a decision-making support
(DMS) setting. Our experimental results show that users
welcome information that can help them narrow down the
scope of choices, but dislike unintended intrusion into their
decision space. They thus �nd medium-proactivity robot
providing the right level of support in the most acceptable
manner. Although users can adjust their behaviors to service
robots’ way of acting, it is better to have the robots adapt
to user needs and contexts. In the future, we will automate
robot anticipation by designing a multi-modality model to
infer decision-makers’ mental state for behavior adaptation,
and deploy them in diverse real-world DMS scenarios for
�eld studies.
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