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Summary

The electrification of aerospace transportation calls for a wide range of challenging electrical
machines. Those machines often have very high rotational speeds, wide operating ranges in
terms of torque and speed, high safety requirements, and they should interface well with both the
inverter and mechanical surroundings. At the same time, both the mass and the development and
production cost should be kept at a minimum. To meet those expectations, analysis and design
tools are required that are flexible, accurate and fast, and can be used at both an abstract system
level and a very specific detail level. Typical tools include analytical or finite element analysis
(FEA), combined with various optimization strategies.

The goal of this thesis is to propose and demonstrate new design and analysis methods for high
performance electrical machines. Throughout this thesis, the design process of a brushless
permanent magnet (PM) starter/generator (S/G) for aerospace applications serves as a central
theme. The basic behavior and modeling methods of the selected machine topology, a surface
mounted PM (SPM) machine with retaining sleeve, are well known, but to successfully meet the
conflicting S/G requirements, a range of advanced topics needs to be investigated. In particular:

• An optimization method is needed to examine and compare machine layouts and ultimately
obtain a satisfactory candidate machine.

• A computationally efficient rotor eddy current loss calculation method is needed for use
with the optimization method.

• To obtain a safe system, all aspects of turn-to-turn short circuit faults, which includes
detection, propagation and mitigation, need to be researched.

• To achieve a high power densities, a high electrical frequencies is needed. This requires a
study into AC losses in the windings.

• The machine will be driven by an inverter and the interaction between them needs to be
accounted for. This includes sizing considerations as well as parasitic loss effects.

Although this thesis exclusively considers PM machines, the proposed methods and approaches
can be applied to a much broader range of machine types. Finally, the earlier chapters focus more
on the modeling and optimization methods, with a shift in the later chapters to the insights that
are obtained by using the models.

Optimization

A first step is to develop a suitable optimization strategy. A variety of multi-objective particle
swarm optimization (PSO) is used together with FEA to analyze the performance of the electrical
machines. When using FEA in this way, one should carefully select the necessary simulation steps
to bring the calculation time down to manageable levels. If this is done properly, the use of FEA
offers many benefits, because many electromagnetic effects that affect machine performance
can be included with great ease for a wide variety of machines, thereby shifting the designer
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Summary

effort from developing and validating the models, to actual machine design problems. In turn,
multi-objective optimization algorithms are an effective means to gain insight into complex
design problems, because they can reveal trends that are not always evident at the start, especially
with multiple highly conflicting targets. The first chapter discusses all of those aspects.

Rotor eddy current losses

Next, the calculation of rotor eddy current losses is discussed. Computing those losses becomes
complex when the induced currents are (partially) inductance limited. A custom FEA approach is
employed to reduce the time needed for those calculations, best suited for SPM machines. In this
approach, a conventional 2D or 3D FE model of a full machine is first solved in a number of static
steps. The results from this step are used to compute torque and torque ripple, iron losses and
winding proximity losses. The tangential airgap H-field is then extracted and applied to a FE model
containing only the rotor geometry, which is solved with a time-dependent simulation. This
second model has fewer degrees of freedom and may be solved with linear material properties,
providing time gains up to one order of magnitude, particularly in heavily saturated machines.
This approach is used in 2D during optimization and in 3D during post-processing steps.

Winding AC losses

In high-speed high-performance machines, the winding design requires special attention, be-
cause the high electrical frequency can lead to significant AC losses. Moreover, fewer but thicker
turns are needed to obtain a given back emf, leading to even higher induced losses. Litz wire
can reduce those losses, but has a somewhat poorer fill factor and thermal ratings. As an al-
ternative, parallel strands of conventional solid magnet wire may be used. The use of parallel
strands potentially creates an unbalanced current distribution across the strands. FE models
with individual strands are needed to analyze this effect, but these are numerically cumbersome
(2D) or simply infeasible (3D). This thesis shows that with the inductance matrix, obtained from
multiple FE models with single strands, the current imbalance can be predicted correctly over a
wide frequency range, as demonstrated by experiments. Using those models, the effectiveness of
a single twist is demonstrated and design rules for using parallel strands are established.

Short circuit faults

Fault behavior is an important aspect in aerospace machines. Internal turn-to-turn short circuits
are particularly dangerous due to the extremely high local loss densities. If the machine cannot be
de-excited or stopped, as with the S/G, this failure can become catastrophic. A commonly used
approach to avoid such a catastrophic failure is to design the machine with a 1-pu inductance.
This allows a machine to be safely short-circuited at its terminals after detection of a fault,
which should reduce internal short circuit currents to nominal values. This thesis considers
the effectiveness of this approach, as well as methods to detect the fault in the first place. The
advantages and disadvantages of using parallel strands with regards to safety are highlighted.
Additionally, experiments are performed with the proposed fault detector, showing the ability to
detect short circuits across 0.4% of the winding. Practical limits of the proposed detector are also
discussed.
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PWM induced losses

High performance machines are often driven by a non-filtered switching inverter. This leads
to a high frequency ripple in the phase currents, which in turn induces additional losses in the
entire machine. In this short-chapter, the dependency of the iron, rotor and winding losses on
the switching frequency and dc-link voltage is explored.

Starter/generator design

Using the knowledge and models from the previous chapters, the actual S/G is designed. The
specific machine has to deliver a starting torque of approximately five times the generator torque.
This rules out the possibility of using a 1 pu inductance, from both the machine and inverter
sizing perspective, and a 0.25 pu inductance is used instead. The designed machine is constructed
and tested, showing expected performance in all areas and demonstrating that a brushless PM
S/G can be realized.

Power density limits

Finally, after demonstrating the correctness of the FE models, the optimization method is used to
determine quantitative specific power density limits and trends of surface mounted PM machines,
as function of rotor surface speed, power level and cooling scenario. The strong dependency on
cooling effort, even stronger than rotor surface speed, is highlighted. Underlying trends in design
variables and machine parameters are also shown and discussed. This allows the results to also
be used as starting or reference point for new designs.
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Samenvatting

De elektrificatie van de luchtvaart vraagt om een breed scala aan uiteenlopende elektrische
machines. Deze machines hebben vaak een hoog nominaal toerental, een groot werkgebied qua
koppel en snelheid, moeten voldoen aan strenge veiligheidseisen, in een beperkte ruimte passen
en aangestuurd kunnen worden door een zo klein mogelijke omvormer. Tegelijkertijd moeten de
massa en de ontwikkel- en productiekosten zo laag mogelijk zijn. Om aan deze verwachtingen
te kunnen voldoen, zijn ontwerptools nodig die flexibel, precies en snel zijn; en in eenvoudig
ingezet kunnen worden op zowel een abstract systeemniveau als een zeer laag detailniveau.
Gangbare tools zijn analytische of eindige-elementen-analyse (FEA), in combinatie met allerlei
optimalisatiemethodes.

Het doel van dit proefschrift is het voorstellen en demonstreren van nieuwe ontwerp- en analyse-
methodes voor hoog presterende elektrische machines. Het ontwerpproces van een borstelloze
permanent-magneet (PM) starter/generator (S/G) voor luchtvaartoepassingen vormt hierbij een
rode draad. De basale eigenschappen en modelleringsmethodes van het gekozen machinetype,
een PM machine met oppervlaktemagneten en bandage (SPM), zijn algemene kennis, maar om
succesvol aan alle conflicterende S/G-eisen te voldoen, moet een aantal specifieke onderwerpen
nader onderzocht worden. Dit omvat onder andere:

• Een optimalisatiemethode om machinetypes te onderzoeken en vergelijken, en uiteinde-
lijke een kandidaat-machine te selecteren.

• Een efficiënte methode voor het berekenen van rotorwerverstroomverliezen voor gebruik
binnen de optimalisatiemethode.

• Om een veilig systeem te verkrijgen moeten alle aspecten van windingsluitingen onderzocht
worden. Dit bestaat uit detectie, propagatie en tegenmaatregelen.

• Een hoge elektrische frequentie is nodig om een hoge vermogensdichtheid te verkrijgen.
Hierdoor is een onderzoek naar wervelstroomverliezen in de wikkeling nodig.

• De interactie tussen de omvormer en de machine, zowel qua dimensionering als parasitaire
verliezen.

Alhoewel in dit proefschrift uitsluitend PM-machines aan bod komen, zijn veel van de voorge-
stelde methodes en aanpakken toepasbaar op een veel groter aantal machinetypes. Tenslotte
zullen de eerdere hoofdstukken zich met name richten op modelvorming, terwijl in de latere
hoofdstukken de aandacht verschuift naar de inzichten die verkregen worden door het gebruik
van de modellen.

Optimalisatie

Een eerste stap is het ontwikkelen van een geschikte optimalisatie-aanpak. Een versie van multi-
objective particle swarm optimalisatie (PSO) wordt gebruikt, in combinatie met 2D FEA voor
het bepalen van de machineprestaties. Wanneer FEA op deze manier wordt gebruikt moeten de
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Samenvatting

benodigde simulatiestappen zorgvuldig gekozen worden om de rekentijd laag te houden. Indien
dit correct is gedaan, biedt het gebruik van FEA veel voordelen, omdat veel elektromagnetische
effecten die invloed hebben op de machineprestaties eenvoudig meegenomen kunnen worden
voor een grote verscheidenheid aan machines. Hierdoor kan de ontwerper meer tijd besteden
aan het daadwerkelijke ontwerpprobleem, in plaats van het opstellen en valideren van modellen.
Multi-objective optimalisatie is op zijn beurt een manier om inzicht te krijgen in complexe
ontwerpproblemen, omdat hiermee trends gevonden kunnen worden die niet eenvoudig vallen te
voorspellen, zeker wanneer meerdere sterk conflicterende doelen worden gebruikt. Dit hoofdstuk
bepreekt al deze zaken.

Rotorwervelstroomverliezen

Vervolgens wordt de berekening van rotorwervelstroomverliezen besproken. Het berekenen van
deze verliezen wordt complex wanneer de geïnduceerde stromen (deels) inductief begrensd zijn.
Een aangepaste FEA-aanpak, met name geschikt voor SPM-machines, wordt gebruikt om deze
berekening te versnellen. In de voorgestelde aanpak wordt eerst een conventioneel FE-model
van een volledige machine opgelost met een aantal rotor-posities. Deze resultaten worden eerst
gebruikt voor de berekening van het koppel, de ijzerverliezen en de wisselstroomverliezen in het
koper. Voor de rotorverliezen wordt de tangentiële component van het magnetisch veld in de
luchtspleet als randvoorwaarde toegepast op een tweede FE-model van alleen de rotor, waarmee
een tijdsafhankelijke berekening wordt uitgevoerd. Dit tweede model heeft minder onbekenden
en kan opgelost worden met lineaire materiaaleigenschappen, waardoor een tijdsbesparing tot
één ordegrote verkregen kan worden, in het bijzonder in zwaar verzadigde machines. Deze
aanpak wordt in 2D toegepast tijdens de optimalisaties en in 3D tijdens nabewerkingsstappen.

Wisselstroomverliezen in de wikkeling

In elektrische machines met een hoge draaisnelheid heeft het ontwerp van de wikkeling extra
aandacht nodig, doordat de hoge elektrische frequentie tot significante geïnduceerde verliezen
kan leiden in het koper. Daarbij zijn minder maar dikkere windingen nodig om een gegeven emk te
verkrijgen, wat de situatie verergert. Met behulp van Litze-draad kunnen deze verliezen verlaagd
worden, maar Litze-draad heeft een wat lagere vulgraad en slechtere thermische prestaties dan
massief draad. Een alternatief is het gebruik van meerdere massieve draden in parallel. Dit kan
echter leiden tot een ongelijke verdeling van de opgedrukte stroom over de draden. FE-modellen
met afzonderlijk gemodelleerde draden kunnen dit effect simuleren, maar zijn numeriek zwaar
(2D) of zelf onhaalbaar (3D). Dit proefschrift laat met simulaties en experimenten zien dat met de
inductantiematrix op draad-niveau, verkregen uit meerdere FE-modellen met steeds één draad,
de stroomverdeling correct voorspeld kan worden over een breed frequentiebereik. Met deze
methode worden de effectiviteit van één draaiing van een bundel draden per machine-lengte
gedemonstreerd en ontwerpregels voor het gebruik van parallelle draden opgesteld.

Windingsluitingen

Het gedrag bij fouten is een belangrijke eigenschap voor machines in luchtvaarttoepassingen.
Windingsluitingen zijn bijzonder gevaarlijk door de potentieel zeer hoge lokale verliezen. Als de
machine niet mechanisch kan worden gestopt of elektrisch uitgeschakeld, zoals bij de beoogde
S/G, kan deze fout catastrofale gevolgen hebben. Een veel gebruikte aanpak om dit te voorkomen
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is de machine te ontwerpen met een inductantie van 1 pu. Hierdoor kan een machine veilig
worden kortgesloten aan de klemmen na de detectie van een windingsluiting, en wordt de
kortsluitstroom idealiter gelijk aan de nominale stroom. Dit proefschrift analyseert de effectiviteit
van deze methode en presenteert een manier om sluitingen te kunnen detecteren. Ook komen
de gevolgen van het gebruik van parallelle draden voor de veiligheid komen aan bod. Verder
worden experimenten uitgevoerd met de voorgestelde foutdetector, waarbij wordt aangetoond
dat sluitingen over 0.4% van een spoel gedetecteerd kunnen worden. Tenslotte worden praktische
limieten van de detector besproken.

PWM-geïnduceerde verliezen

Elektrische machines in veeleisende toepassingen worden vaak aangestuurd met een omvormer,
meestal zonder filter. Dit leidt tot een hoogfrequente rimpelstroom in de fasestromen, die tot
parasitaire verliezen in de gehele machine kan leiden. In dit korte hoofdstuk wordt de afhanke-
lijkheid van de ijzer-, rotor- en koperverliezen van de schakelfrequentie en tussenkringspanning
verkend.

Starter/generator-ontwerp

Met de modellen en opgedane kennis uit de vorige hoofdstukken, kan nu de daadwerkelijke
S/G ontworpen worden. De toepassing vraag om een startkoppel ongeveer vijf maal groter dan
het generatorkoppel. Dit sluit het gebruik van een 1 pu inductantie uit, zowel qua machine-
als omvormerontwerp, en een inductantie van 0.25 pu wordt in plaats daarvan gebruikt. De
ontworpen machine wordt gebouwd en getest, waarbij de gemeten eigenschappen overeenkomen
met de voorspelde eigenschappen. Dit laat zien dat een borstelloze PM S/G haalbaar is.

Vermogensdichtheidslimieten

Nadat de juistheid van de modellen is aangetoond wordt de optimalisatiemethode gebruikt om
de vermogensdichtheidslimieten en achterliggende trends van SPM machines te kwantificeren
als functie van rotor-omtreksnelheid, vermogensniveau en koelmethode. De vermogensdichtheid
blijk nog sterker afhankelijk van de koelmethode dan de omtreksnelheid. De bijbehorende
trends in de ontwerpparameters en machine-eigenschappen worden ook getoond en besproken.
Hierdoor kunnen de resultaten ook gebruikt worden als start- of referentiepunt voor nieuwe
ontwerpen.
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Glossary

CF carbon fiber

CW concentrated winding

d direct axis

DW distributed winding

FE(M) finite element (method/model)

FSM flux switching machine

GA genetic algorithm

i current (A)

IPM interior permanent magnet (machine)

LEM/N lumped element model/network

MVP magnetic vector potential

PI proportional-integral

PLL phase locked loop

PM permanent magnet

PMSM PM synchronous machine

POF Pareto optimal front

PSO particle swarm optimization

pu per-unit

PWM pulse width modulation

q quadrature axis

slots per pole per phase

RMS root mean square

S/G starter/generator

SPM surface mounted permanent magnet (machine)

TE totally enclosed

u voltage (also: you, not µ)

x scalar number

x vector

X matrix

θ tangential component in cylindrical systems

λ linked flux (Wb)

thermal conductivity (W/(m·K))

µr relative permeability
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CHAPTER 1

Introduction

Electrical machines have been in commercial use for over 150 years. Obviously, machine designs
have changed over this period, but the changes in the way machines were analyzed and designed
are perhaps even larger. Initially using empirical approaches, then slowing shifting into more
mathematics based methods, and with the onset of cheap computing power, a rise in use of
numerical methods. At the same time, the economical situation changed, with varying relative
prices of raw materials, energy and labor. These two trends together changed the goals and
intentions of a machine design. Historically, the limited understanding or modeling capabilities
together with cheap materials led to low risk designs, but as the accuracy of the models increases,
designs can be increasingly optimized.

This leads to the current design situation for high performance application-specific machines,
such as those found in transportation applications, but also in e.g. high-speed turbine-based
generation systems. In those applications, the market imposes requirements on the machine
design that are non-existent in classic machine applications:

• Close integration in a larger system. While machines have always intrinsically been part of
larger systems, the interface with those systems could be neglected or strongly simplified.
In high-performance systems, the system integration imposes strict requirements on e.g.
weight, dimensions, operational speed ranges, inductance and efficiency.

• A trend towards higher frequencies. Historically the grid imposed a working frequency
of 50 or 60 Hz (and an associated maximum rotational speed), allowing many ac loss
sources, such as winding or rotor eddy current losses, to be neglected or analyzed in a
simplified fashion. In high-speed applications frequencies above 1 kHz are not uncommon,
necessitating a careful analysis of those effects as well.

• Shorter and more flexible development process. For standard industrial applications one
may use off-the-shelf machines, selected from a wide range of standardized machine types
and having predictable lead times. Unfortunately, such machines are often unsuitable for
high performance applications and a custom machine needs to be designed. However, the
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1. Introduction

development cost and time are often limited, with little room for later revisions. Moreover,
the specifications may not be fully fixed –or understood– at the start of a project and may
change as insights are gained, necessitating additional development cycles. Ultimately, this
development climate calls for a fast and flexible design and analysis strategy, while still
having sufficient accuracy to avoid the need for a redesign.

• Fault-tolerance and reliability. In certain applications, including aerospace, automotive
and off-shore wind energy, a high reliability is necessary. If this is to be obtained through
component level redundancy, additional constraints are placed on the machine design.

• Cost. The emphasis on low cost, whether that are acquisition or operation costs, seems
stronger than ever. This limits for instance the selection of materials or constrains the
geometric design to enable a simple manufacturing process (‘design for manufacturability’).
This too places additional constraints on the machine design.

To successfully design a machine with full consideration of those requirements, an integral
design approach is needed where both the system level machine design and more detailed loss
mechanisms receive attention. This thesis proposes such an approach. As a result, there is no
extreme emphasis on one specific topic. Instead, the various aspects needed to design a feasible
prototype machine are discussed separately in the chapters.

The contributions of this thesis cover a comparatively wide range of topics. In particular, there
are contributions on the efficient usage of 2D and 3D FEA to calculate rotor eddy current losses
and current sharing between parallel strands; on the consequences and detection of turn-level
short circuit faults; on the determination of machine design trends; and on the design trade-offs
and considerations for a high-speed permanent magnet starter/generator machine. An implicit
contribution is the demonstration that through effective modeling, a wide range of topics can be
addressed in a short time frame, yet with a high level of detail.

1.1 Motivation

The work in this thesis is ultimately driven by the desire to replace brushed dc starter/generator
(S/G) machines in helicopter applications with a brushless counterpart. Brushed dc machines,
although simple to control, require periodic brush inspection and maintenance, as well as me-
chanical torque dampers to handle the starting torque impulse. Brushless machines are typically
lighter than dc machines, but at the cost of a most likely heavier inverter unit and increased
control complexity. Nonetheless, the promise of reduced maintenance requirements warranted a
research project on the feasibility of brushless starter/generators.
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1.2 – Objectives

1.2 Objectives

1.2.1 Project objective

The primary objective of the research project is defined as follows:

Design a surface mounted PM machine starter/generator meeting the

specifications summarized in Table 1.1.

To fully appreciate the trade-offs that follow from the specifications, a few calculations need to be
made. The maximum generator mode torque is about 4 Nm; five times less than the minimum
starting torque. To obtain good starting performance, one may be tempted to design a large
machine with high flux densities, but this reduces the high-speed generator performance. In
addition, the machine needs to be fail-safe. This will be achieved by designing the machine to
be able to withstand a three phase short circuit, which in turn is achieved by using an adequate
cooling system and per-unit phase inductance (a common approach often described in literature).
However, minimizing the short circuit losses implies using a large inductance together with
low excitation flux densities, which directly opposes the starting requirement. Hence, all major
operating modes are expected to oppose each other, necessitating a careful machine design.

The original requirements included a dc-link voltage of 28 V. At peak starting power, the resulting
dc supply current would be in the order of 1000 A. For the machine, currents of similar magnitude
were to be expected. However, early design studies indicated that this approach was infeasible for
the entire drive system, and the dc-link voltage was increased to 270 V.

Although the specifications do not specifically prescribe a surface mounted PMSM, this machine
topology was chosen as it is suitable for high speed operation and it is believed that it offers the
highest power density. Whether or not the latter is fully correct is irrelevant to this thesis, since
the application and machine type only serve as an example problem in many of the following

Table 1.1 Summarized Starter/Generator requirements

Property Requirement

Generator power 5 kW

Nominal speed 24,000 RPM

Generator speed 50–100 %

Generator efficiency > 93%

Starting torque >20 Nm, for 60 s

Safety level fail-safe

DC-link voltage
Original: 28 V

Modified: 270 V
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1. Introduction

analyses. In fact, many of the models and approaches to be proposed could equally well have
been applied to e.g. an induction machine.

1.2.2 Thesis objectives

The specifications, together with the choice for a PM machine, present a number of additional
problems. The initially very low dc link voltage implied that very few turns per coil will be
necessary. Together with an electrical frequency of at least 400 Hz (in the case of one pole pair),
high skin and proximity losses in the windings were to be expected. Using litz wire, a well known
solution to those effects, was not desirable due to the somewhat poorer fill factor and thermal
performance, amongst other reasons. Therefore, the aim was to still use conventional solid round
enameled copper wire, leading to the objective

Determine the suitability of solid enameled wires in low voltage high-speed machines.

Next, the specifications call for a fail-safe design. As described above, this is achieved by applying
a terminal level short circuit to the machine after the detection of internal faults. This leads to
two research objectives:

Can a terminal level short circuit sufficiently reduce inter-turn short circuit currents?

and

Propose a fault detection concept suitable for stand-alone operation.

1.3 Outline and approach

The steps needed to fulfill the objectives are partially independent and are covered in individual
chapters. Each of those chapters is mostly self-contained, having separate introduction, modeling
& results, and conclusion sections; and can be read largely independent of the other chapters.

The S/G serves as a central theme in most chapters, but the specifications are often modified.
This was necessary due to the confidentiality of the original specifications, but also to emphasize
specific loss mechanisms. Nevertheless, most chapters are sufficiently broad to be useful beyond
the specific S/G application.

Figure 1.1 schematically shows the steps (chapters) that are taken to address the objectives. In
more detail, they are:

2. Machine selection and design with automated optimization To design a machine that satis-
factorily meets the set of conflicting starting, generating and safety requirements, a multi-
objective optimization method is deemed necessary. Hence, this chapter presents and
describes such a method. Additionally, it takes a preliminary look at the S/G design problem.
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Figure 1.1 Outline of this thesis.

3. Efficient finite element based rotor eddy current loss calculation At high rotational speeds,
rotor eddy current losses in PMSMs can become significant and need to be accounted for.
Unfortunately, rotor loss calculations are expensive, both from human effort and numerical
perspectives. Therefore, alternative 2D and 3D FEM methods are studied, particularly
suited to a purely FEM-based optimization approach as proposed in the previous chapter.

4. AC winding losses in high-speed PM machines Another potential problem in high-speed ma-
chines are the AC winding losses, an effect that is exaggerated by the extremely low supply
voltage of the initial S/G specifications. Under those conditions, conventional solid enam-
eled strands can suffer from excessive AC losses, while litz wire may have a lower fill factor.
In this chapter alternatives are therefore studied and a method to efficiently determine cur-
rent sharing effects among parallel strands using 3D FEM is presented and experimentally
validated.

5. Inter-turn faults – modeling, detection and consequences The S/G cannot be mechanically
disconnected during internal faults, but will be short circuited across all phases instead.
This requires estimates of the expected turn-level short circuit losses before and after the all-
phase short circuit, which are calculated in this chapter using the models presented in the
previous chapter. Furthermore, a fault detection circuit is proposed and the performance is
simulated and experimentally validated in great detail.

6. Analysis of additional losses due to PWM induced current ripple The previous chapters con-
sider the rotor and winding losses in detail, but do not account for the effects of time-
harmonic currents on those losses. This brief chapter considers the additional losses in
the windings, stator iron and rotor versus dc-link voltage and switching frequency. A large
non-S/G machine is used to better demonstrate the potentially high losses.
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7. Design and testing of a prototype permanent magnet starter/generator This chapter starts
with an overview of existing S/G research. Then, using the optimization approach, models
and knowledge gained in the previous chapters, the tradeoffs following from the specifica-
tions are analyzed and discussed. The relation between the machine design and the basic
inverter rating are also considered. A final candidate machine suitable for manufacturing is
designed. After manufacturing, the electromagnetic performance of the machine is tested
to confirm the models used in this thesis.

8. Power density limits and design trends of high-speed PMSMs The final chapter looks beyond
the S/G application and determines power density limits and trends of PMSMs, by using
the optimization method at a large scale. This chapter can be used both as a reference when
performing such a study, or as a reference on the limits of PMSMs and associated design
trends.

Finally, one appendix provides background information:

A. Thermal model This appendix presents the thermal model used in several of the main chap-
ters.
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CHAPTER 2

Machine selection and design with automated

optimization

The rising demand for machines with high a technological and economical performance

calls for an automated design and optimization strategy. Due to the continuous reduction

of computing costs, the possibilities in this area are continuously increasing. This chapter

proposes such a method, based on particle swarm optimization combined with finite-element

based machine analysis. After discussing the basic modeling and optimization approach, two

examples are provided, demonstrating the basic steps applicable to any optimization problem

as well as a number of involved post-processing steps.

Based on

• M. van der Geest, H. Polinder, J. A. Ferreira, and D. Zeilstra, “Optimization and com-
parison of electrical machines using particle swarm optimization,” in 20th Int. Conf.

Elec. Machines (ICEM), 2012, pp. 1380–1386; and

• M. van der Geest, H. Polinder, J. A. Ferreira, and D. Zeilstra, “Machine selection and
initial design of an aerospace starter/generator,” in IEEE Int. Electric Machines Drives

Conf. (IEMDC), 2013, pp. 196–203.
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2. Machine selection and design with automated optimization

2.1 Introduction

Selecting an electrical machine for a given application usually starts with choosing a certain
machine type, such as a switched reluctance machine or a PM machine, based on qualitative
arguments. Due to the distinct differences between various machine types, this approach usually
suffices. Once the machine type has been fixed, the specific machine configuration has to be
chosen. Especially with PM machines many variations exist in terms of flux direction, winding
layout or magnet placement. Qualitative arguments may then no longer suffice to make a proper
selection and the differences need to be quantified. Furthermore, to ensure a fair comparison
between the various machines, each design should be optimized for the specific application at
hand.

Quantifying the performance of each machine variation requires models to estimate the perfor-
mance. Analytical models are often used for this purpose and although these can be evaluated
very fast, they cannot accurately or easily take into account complex geometric shapes or non-
linear effects. Also, separate models may be required for different machine variations, requiring
the designer to spend precious time on creating those. Of course those disadvantages can be
overcome by using FEA, shifting the required time from human to computer, but this creates other
problems, such as a potential loss of insight and possibly very long calculation times. Nonetheless,
hardware and software technologies have evolved to a point where the latter approach can be
used.

The early attempts to use FEA in an electrical machine optimization process usually combine
multiple goals in a single target with a weighted sum and use a limited number of variables. In
[1, 2] induction machines are optimized for a single target with a genetic algorithm (GA), while
deterministic algorithms were used for this purpose in [3]. However, the long calculation times
limited the use to individual machines, optimized for a single task.

With the increase of computer speeds it became feasible to optimize entire machines, sometimes
for multiple targets. Other physical domains can also be included, such as the thermal [4] or
mechanical [5] domains. The latter is especially relevant at higher rotational speeds, where the
stresses in the rotor can reach the material limits or dynamic behavior prevents operation at
certain speeds. Optimizing for multiple targets is sometimes (still) achieved with a weighted sum,
but this requires an a priori decision on the relative importance of all targets and thereby hides
the trade-off between the optimization targets from the user. Several optimization trails with
differing weights are then necessary to gain insight in the design problem. Referring to such an
approach as ‘multi-objective’ may even be considered as misleading. If instead the concept of
Pareto optimality is used, the trade-off between all targets can be visualized after the optimization
and the user can make a more informed decision on the final design space for a new machine [6].
Figure 2.1 shows an abstracted Pareto optimal front, which demonstrates that in the presence of
conflicting targets, no single optimal design exists. Instead, an infinite number of optimal designs
exist, each with a different trade-off between the targets. For electrical machines, x and y could
for instance be losses and mass, among many other parameters. Lastly, Pareto optimal fronts also
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x

y

Figure 2.1 Abstract Pareto optimal front. Both x and y are ideally minimized, but no designs below
the grey line can be found.

are an effective means to communicate machine design limits to a wider audience, as the targets
often involve broadly understood figures such as weight, cost or efficiency.

To perform the actual machine optimization, a wide range of optimization algorithms can be
used, but as the cost function becomes expensive to evaluate, the selection of a suitable algorithm
becomes more important. Since the computation time is very significant with FE modeling, the
algorithm should require as little function calls as possible to achieve convergence. In addition,
the results from FEA can be noisy due to e.g. meshing differences, which impedes convergence in
algorithms using the gradient of the results. These considerations usually lead to the selection of
an evolutionary algorithm.

In machine optimization two major evolutionary algorithms are often applied: particle swarm
optimization (PSO) and genetic algorithms (GA). There have been attempts to compare the two
methods [7, 8], suggesting that, in general, PSO performs slightly better in terms of optima found,
time required to find these optima and ease of tuning. These methods are mostly used in combi-
nation with analytical models [9–12] or magnetic equivalent circuits [13], but the combination
with FEA is gaining popularity [6, 14–16].

This chapter demonstrates a method to combine machine optimization and comparison. To this
end, multi-objective PSO is used to optimize complete machines, resulting in Pareto optimal
fronts. These fronts then provide a simple means for comparison of various machines. 2D finite
element analysis is used to analyze the machines, allowing all relevant effects to be considered
and simplifying the comparison of completely different machine architectures.

In the next section the modeling approach and the PSO algorithm used in this thesis are explained.
In the following section they are applied to a simple two-objective problem to compare three
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PM machines and introduce the concept to the reader, while the fourth section presents a more
involved example with four objectives.

2.2 Optimization and modeling strategy

Any engineering related optimization approach consists of two parts: models to describe the
problem and an algorithm to perform the actual optimization. The models used here are all based
on 2D FE computations, which allows a simple comparison of completely different machines
without the need for separate analytical models. Nonlinearity can also be taken into account,
which is essential to obtain realistic results. The optimization algorithm used here is PSO. This
algorithm was selected because it is gradient free, simple to implement and tune, and potentially
requires very few function calls [7, 8].

2.2.1 Machine analysis

The numerical machine analysis is performed by a combination of MATLAB to create and postpro-
cess the FE models and COMSOL Multiphysics to solve the FE models. To save time a minimum
number of preferably static simulations is executed and the machine characteristics are obtained
by postprocessing the results. The analysis of a single machine consists of the following baseline
steps:

• Compute the linked flux shape, magnitude and offset position. Four static simulations
provide the linked flux at 24 points in time due to symmetry between the phases [17],
allowing the back-emf to be computed up to the 12th harmonic. The phase order is also
determined in this step. To obtain the linked flux from the 2D FE model, the average
magnetic vector potential tangential to the winding path is used:

λdom =
1

Adom

Ï

Az dA (2.1)

where λdom is the flux linked with a given domain, Adom the area of that domain and Az the
z-component of the magnetic vector potential.

• Compute the inductances. The computation is based on a change in linked flux due to an
applied current:

L =
λI −λ0

I
(2.2)

where λI and λ0 are the linked flux with and without current I , respectively. This allows
saturation due to the magnets to be taken into account. If necessary, more involved induc-
tance definitions could be used, such as a current dependent inductance or dq inductances
(versus current if necessary).
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2.2 – Optimization and modeling strategy

• Iteratively determine the phase current needed to obtain the desired torque and then
compute that torque including the torque ripple, using a filtered Maxwell stress tensor
method [18]. This method offers a better accuracy for a given mesh size than a direct
application of the Maxwell stress tensor in COMSOL, saving computational time.

• Compute the mass (of the stack and end-windings), copper losses (in the stack and end-
windigs) and iron losses. The iron losses are computed by using manufacturer data to
obtain an equation for the specific loss density of the form

P = kh f αBβ+ke f 2B 2 (2.3)

where P is the specific power density, f the frequency and B the peak flux density; and kh , α,
β and ke are material dependent constants. With this equation, the loss density distribution
is computed from the AC flux density distribution throughout the entire stator, thereby
correctly taking local high flux densities into account. An example of such a distribution is
shown in Figure 2.2.

• Compute the rotor eddy current losses. The induced currents are computed with

Jz,i nd =σ
d Az

d t
. (2.4)

It is assumed that the magnet pieces are electrically insulated from each other. In 2D models,
this implies that within each magnet piece, the total z-current must be zero (otherwise, an
axial electric field would build up inside the magnet). This is specifically enforced in the
models by subtracting the average induced current density from the locally induced current
density for each individual magnet piece:

Jz =σ
d Az

d t
−

Ï

magnet

σ
d Az

d t
dA. (2.5)

To compute d Az /d t a transient (‘time-stepping’) simulation is necessarily used if interac-
tion between the eddy currents and the inducing stator field (i.e. shielding) can occur. Such
simulations are expensive, particularly with heavily saturated iron parts, and a modified
FEA-based method is used; see Chapter 3 for more details. If the eddy currents are known to
be purely resistance limited over the entire design space, d Az /d t may simply be obtained
from the static solutions used to compute the torque. Lastly, if laminations are present in
the rotor, the lamination losses are computed as for the stator.

Additional problem dependent steps may also be taken, including:

• Compute the static or transient machine temperatures. See appendix A for details.

• Determine the worst case magnet operating point to estimate the risk of demagnetization.

• Compute the steady state short circuit performance (particularly the rotor losses) using a
transient simulation with linear material properties. The short circuit repels the flux from
the stator, warranting the use of linear material properties.
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Figure 2.2 Example of stator lamination magnetic flux density and corresponding loss density
distributions.

• Determine the maximum number of turns for a given DC-link voltage without and with the
use of flux weakening and estimate the bare minimum inverter VA-rating, both using the
PM-flux, synchronous inductance and a predefined torque-speed profile.

• Analyze starting (boost torque) capability, for example by analyzing the losses or temper-
ature rise rate that would occur when operating at a given torque level, which has been
determined iteratively.

Not all of these steps are required for all optimization problems. The time required to evaluate a
complete model varies between 30 and 90 seconds, depending on the saturation level and the
desired torque ripple resolution. This may not seem extremely fast, but combined with the PSO
algorithm it can yield acceptable results in one or two days.

2.2.2 Particle Swarm Optimization

The optimization algorithm that will be used is particle swarm optimization [19], an evolutionary
population based gradient free method based on the movement of birds or insects in a swarm.
The original algorithm can only optimize for a single objective and multiple targets would need
to be combined in a weighted sum. This is undesirable for machine design and optimization
problems, and a multi-objective variant is used instead.
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2.2 – Optimization and modeling strategy

Single-objective PSO

The following equations define the basic algorithm:

vn = mvn−1 + c1r1(xpbest −xn−1)+ c2r2(xg best −xn−1) (2.6)

xn = xn−1 +vn , (2.7)

where v and x are vectors holding the velocity and position for a given particle, n is the iteration
step, m, c1 and c2 are weights and r1 and r2 are vectors with random numbers on [0,1]. The length
of all vectors equals the number of variables. The vectors xpbest and xg best hold the vectors of the
personal and global best positions in the search space known so far, for respectively each particle
and the entire swarm, and should be updated after every iteration if better results are obtained.
All values are initialized randomly.

In words, the equations resemble the movement of particles (originally fish, bees, birds, etc.
searching for food) through a higher dimensional problem space. The direction each member
moves in depends on three factors, each with its own scaling parameter:

• their current velocity combined with a mass; mvn−1,

• a tendency to move to their own known best position; c1r1(xpbest −xn−1),

• a tendency to move to the best position known to the group; c2r2(xg best −xn−1).

Particles with a high m(-ass) and low c1,2 show highly explorative behavior, while the opposite
properties may lead to an early convergence. These three parameters are the main tuning pa-
rameters of the algorithm. Lastly, the number of particles has to be chosen. Fortunately, the
performance does not depend strongly on this [8] and in most optimizations in this thesis, 20–30
particles are used.

Multi-objective PSO

The specific algorithm used here is modified to work with multiple targets simultaneously [7],
which allows the Pareto optimal fronts to be computed. This is accomplished by storing all Pareto
optimal solutions in a repository and picking the global best target randomly from this repository.
The personal best of each particle is updated if a Pareto optimal design is found. If both the
current and new designs are Pareto-optimal, the new design gets accepted with 50% possibility.
After performing different optimization runs, the results can be compared by simply comparing
the repositories. The major downside of this approach compared to single-objective optimization
is that a larger part of the optimization space is considered so that more time is required to obtain
the optimal designs. However, the ability to obtain a Pareto optimal front is deemed to outweigh
the increased optimization time.

Certain parts of the solution space, such as extremely inefficient or heavy designs, will not be
of interest. To prevent unnecessary exploration of these regions, the global target is confined to
interesting parts of the solution space. Note that all results from particles that were successfully
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2. Machine selection and design with automated optimization

evaluated and are Pareto optimal are kept in the repository, since they possibly yield insight into
the design problem. Further note that selecting a too narrow solution space for the global best
target will reduce the true multi-objective nature of the optimization. For such local searches,
alternative algorithms may offer better performance.

Handling boundary conditions

The original PSO formulation does not constrain the optimization variables. However, in most
engineering applications there are restrictions on practically all parameters, and it becomes
necessary to limit the search space. In addition, certain combinations of parameters, where
each parameter individually is within the outer search boundaries, can still lead to geometrically
infeasible designs (e.g. negative lengths, disappearing slots) that cannot be evaluated, further
reducing the search space. Hence, an approach to keep particles inside the allowed and feasible
parts of the search space is therefore required.

In many optimization strategies, constraints are implemented through a penalty on the function
output if the function input is outside the feasible search space. Since this still requires the
cost function to be evaluated, it cannot be used with FE based machine optimization. Another
approach is to place particles that would fall outside the search space, back on the border of the
search space. Several variations of this approach have been proposed, such as speed reduction,
variable clipping or reflecting [15, 20].

For inner infeasible regions those boundary handling methods become more complex, because
often multiple approaches exist to move a particle back in the feasible region. For example, if
the outer radius is fixed and all radial thicknesses are variable, the shaft inner diameter could
become negative. This can be resolved by modifying any of the parameters, or a combination of
them, which requires a complex decision strategy. To avoid this, an approach is used where the
velocity of particles that would drift into an inner infeasible part of the search space is reduced
until they become feasible again. Practise shows that this allows particles to get sufficiently close
to the boundaries of the search space.

It should be noted though that the number and size of inner infeasible regions should and can
be avoided by a proper specification of the geometry, because this generally allows a faster
convergence [16]. For example, it is better to specify the relative than the absolute magnet span,
because the latter, combined with the rotor radius, excludes a part of the search space.

2.2.3 Additional remarks

This section discusses a few additional practical aspects related to performing multi-objective
machine optimization.

When creating a model to be used within an optimization approach, a balance needs to be
found between accuracy, execution speed, ease of creation, and level of detail. Doing so requires
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2.3 – Optimization example 1

a clear picture of the total problem, so that one can determine the amount of modeling and
calculation time spent on a given aspect. Unfortunately, the required insights are often not
available at the start of a new research project, and can only be obtained through several iterations
of optimization and postprocessing. Hence, it is important to not consider the optimization and
modeling approach as a static object.

Next, it is recommended to always include ‘sensibility checks’ in machine analysis code where
easily possible and stop when such an error is encountered. This includes for instance checking
the input to a model against the assumptions used in that model; checking the convergence of any
iterative solver; or checking for nonsensical values such as negative losses or unbalanced currents.
To further find setup or user errors in an early stage of e.g. an optimization, it is important to
display intermediate results, such as average torque, various losses, current density or inductance,
during the analysis of a model. This allows an analysis or optimization run to be stopped and
corrected to prevent a waste of time. In other words, an optimization process that only shows
‘running. . . ’ for three days, is poor practice.

The results of numerically expensive calculations and any derived values should be stored, even
if they are not directly used in the optimization targets. After an optimization, those results can
reveal related design trends (see also Chapter 8); they may be used to correct for errors found
after the optimization is executed; or they can help in the selection of final candidate machines,
where differences in secondary variables can be a deciding factor when all primary performance
targets are met.

2.3 Optimization example 1

To demonstrate the optimization method and familiarize the reader with Pareto based multi-
objective optimization, a simple problem with two targets is presented in this section. Readers
familiar with this topic could skip to Section 2.4. Three electrical machines in some varieties will
be optimized for a theoretical motor application, see Table 2.1 for the specifications. The chosen
rotational speed is fairly high, as this requires the rotor eddy current losses to be considered as
well, which introduces additional complexity. Temperatures, inverter ratings or fault behavior are
not yet considered for this example.

Table 2.1 Theoretical machine requirements

Parameter Requirement

Generator power 10 kW

Rotational speed 10,000 RPM

Stator outer radius 70 mm
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2. Machine selection and design with automated optimization

(a) (b) (c)

Figure 2.3 Three machine types: (a) Surface mounted magnets with retaining sleeve; (b) Buried
(interior) magnets; (c) Flux switching machine.

2.3.1 The PM machines considered

Three interior rotor PM machines will be considered, some in slightly different combinations.
These are:

• Surface mounted magnet machine (SPM, Figure 2.3(a)) with an Inconel retaining sleeve,

• Buried magnet machine (IPM, Figure 2.3(b)),

• Flux switching machine (FSM, Figure 2.3(c)) with:

⊲ 12 slots, 10 rotor teeth and

⊲ 12 slots, 14 rotor teeth.

Exploratory studies have been performed for the SPM machine on appropriate slot/pole com-
binations, leading to the selection of a 15 slot, 10 pole concentrated non-overlapping winding
layout (one coil per tooth). This specific combination has the benefits of tooth-coil windings
(short end-windings, easy manufacturing, potentially high fill factor), but, compared to other
non-overlapping winding layouts, a fairly clean space harmonic spectrum and therefore low
rotor losses, an important design aspect in higher speed machines. For this reason a machine
with an Inconel retaining sleeve was considered. Note that, compared to the often used 12/10
combination, the 15/10 combination has a slightly lower winding factor and a potentially higher
torque ripple [21].

The IPM machine is often quoted for its robustness, because the magnets are both mechanically
and magnetically protected by the laminations containing them. Compared to SPM machines,
IPM machines are better suited for flux-weakening operation due to the reluctance torque they
exhibit [22] and the tendency for higher per-unit inductances. For the IPM a 15/10 slot/pole
combination will be optimized too. Note that to fully exploit the reluctance torque, a distributed
winding should be used, but for the sake of comparison, only tooth-coil winding layouts are used.
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2.3 – Optimization example 1

Flux switching machines received a lot of attention in the past ten years and they are being
considered for many applications [23]. They have a robust rotor suitable for high-speed operation,
and compared with regular rotor-mounted PM machines they possess a potentially higher power
density [24, 25]. A very common stator/rotor teeth combination is 12/10, which for three phase
winding schemes is the layout with the minimum number of teeth that still provides a balanced
force and back-emf [26]. Note that in FSMs every rotor tooth resembles a pole pair to the stator,
so that the electrical frequency in the stator of a 1210 FSM is twice that of a 1210 SPM, potentially
leading to increased iron losses.

2.3.2 Optimization targets, assumptions and search space

The machines will be compared in terms of efficiency and weight. These objectives apply to many
applications and by using only two Pareto targets the fronts can be presented as 2D plots, which
aids comprehensibility when printed.

Table 2.2 summarizes the material properties used. Non-linear iron is assumed in all cases. Satu-
ration could be neglected at low field strengths, reducing the computation time, but neglecting
saturation will generally lead to over-predicted machine performance. The non-linear iron in the
stator is of the 10JNEX900 type, for which extensive saturation curves are available [27]. For the
rotor of the IPM, iron with a lower saturation level was chosen, leading to better performance due
to less leakage flux in the bridges.

Table 2.2 Assumed material properties

Part Property

Magnets

Br= 1.2 T

µr = 1.05

ρ = 1 µΩm

Sleeve
Inconel: ρ = 1.2 µΩm

µr = 1

Stator Iron 10JNEX900

Rotor Iron
FSM: 10JNEX900

IPM,SPM: M250-35

Fill factor 40 %

Table 2.3 shows the limits used for all parame-
ters. A properly selected range avoids useless
computations on models that will not offer a
realistic performance. Common to all designs
is a fixed outer stator radius, a typical require-
ment when a machine has to fit inside a given
space. For the IPM two optimization runs were
executed, one with a fixed current angle of 0°(i.e.
not using reluctance torque) and one where it
was variable.

There are no limits placed on the current or flux
density, which may lead to unrealistic designs
from e.g. a thermal or electrical perspective to
be considered. To avoid wasting computational
cycles on those designs, the global target in the
PSO algorithm was selected from particles with
at least 93 % efficiency.
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2. Machine selection and design with automated optimization

Table 2.3 Optimization variable range

Variable SPM IPM FSM

Stator outer radius (mm) 70

Yoke thickness (mm) 3–10

Slot height (mm) 11–23 11–24

Tooth width (mm) 4–13 4–18

Tooth tip width (%) 40–85 NA

Airgap length (mm) 1–3.5 0.5–2 0.75–2

Rotor teeth length (mm) NA 5–21

Rotor back iron (mm) 8 10 5–30

Bridge/sleeve thickness (mm) 2 1.5 NA

Magnet thickness (mm) 5–16 3–10 NA

Magnet span (%) 50–99 20–50

Stack length (mm) 20–100

Current angle δ (◦) 0 -45–0 0

2.3.3 Optimization results

The resulting Pareto fronts are shown in Figure 2.4, while Figures 2.5 and 2.6 show a selection of
the resulting parameters. The actual front is represented by a line, since all particles by definition
lie on this line. This does not necessarily apply to the derived variables, so these are presented as
scatter plots.

When reviewing optimization results the first step should always be to check that no variable ran
into the boundaries of the search space. This indicates that the boundaries where chosen too
small and limit the performance. On the other hand, if this shows that there are no results in a
certain part of the search space, this part can be omitted in future optimization runs to save time.
Figure 2.6(a) shows that for light designs the IPM with variable angle and the FSM1210 reached
the minimum airgap length, but this specific parameter is usually bound to a minimum from a
mechanical viewpoint.

The next step is to consider the actual results. Since an optimization strategy like this produces a
large amount of data, some time should be spend to examine the credibility of the results and
investigate seemingly wrong behavior. Results in line with expectations are not necessarily correct.
The computed Pareto fronts in Figure 2.4 all show the same trend: an increasing efficiency with
increasing weight. This was to be expected, since heavier machines can operate with reduced flux
and current densities, and since most loss mechanisms scale with the square of the driving force,
the total losses are reduced. A simple plot like Figure 2.4 also immediately shows the power of
Pareto fronts, since it reveals considerably more information than optimizations where the targets
are combined in a weighed sum. (A weighted sum optimization would focus entirely on a single
part of the Pareto optimal front, and the user has to make sure that this is indeed the desired
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Figure 2.4 Maximum efficiency versus weight.

part of the design space.) Figure 2.5 is also a demonstration of the need to store all intermediate
results: while the efficiency at a given weight may be very similar between the machine types (as
can be seen from the true Pareto front), the loss distribution across the various machine parts
may not be as similar.

Studying all results, the following individual observations are made:

• With respect to the maximum achievable efficiency, a FSM is the least attractive option.
Reviewing the individual loss components shows that this is mainly caused by somewhat
higher rotor, magnet and stator iron losses. The efficiency of light FSMs is however equal to
or better than that of the considered SPM and IPM machines.

• The efficiency versus weight curves of the IPM and SPM machines follow the same trend,
with the IPM with variable current angle offering the best performance. The only conclusion
that can be drawn is that IPM and SPM machines perform rather similar in terms of weight
and efficiency, endorsing the conclusions in [28].

• The copper losses in all machines follow the same trend, the 1214 FSM having the lowest
copper losses at low weights.

• The 1214 FSM performs better on all aspects than the 1210 FSM, which corresponds with
findings in [26]. Only the rotor losses have a similar magnitude, probably due to the higher
electrical frequency.

• The split ratio (the stator inner radius divided by the outer radius) of the SPM machines
is slightly lower than that of the IPM machines. This corresponds with results reported by
others [29].
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(a) Copper Losses
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(b) Stator lamination loss
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(c) Total rotor loss
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(d) Magnet loss

Figure 2.5 Individual loss sources.

• The results for the two IPM machines are in accordance with expectations. With the
optimization with a variable current angle the optimum angle deviates from 0 (Figure 2.6(c)),
indicating that reluctance torque is used.

• The airgap in the Inconel sleeve SPM machine is significantly larger than the others to
minimize the eddy current losses in the sleeve.

• The magnet losses in the FSMs are relatively high, even though two radial segments were
assumed. This partly reduces the benefit of having the magnets in the stator.

All in all these findings suggest that the algorithm can correctly detect trends in the solution space
and that the results obtained can actually be used to compare different machines, both in terms
of input and output quantities.
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(a) Mechanical airgap
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(b) Split ratio
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(c) Current angle relative to the q-axis

Figure 2.6 Resulting model parameters.

2.4 Optimization example 2: A first look at the S/G problem

This second example is more involved, having four objectives. It also serves as a first look at the
starter/generator (S/G) design problem. Lastly, more emphasis is placed on a detailed investiga-
tion and presentation of the final results.

2.4.1 Target specifications

The basic S/G specifications used in this section are given in Table 2.4. The S/G is connected to the
turbine via a gearbox, which is a common approach and results in a relatively low machine speed
of 12,000 RPM. The minimum starting torque is about three times the maximum generator torque.
When assuming an active length of 100 mm and split ratio of 0.6, the airgap shear stress during
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Table 2.4 Starter/Generator requirements

Parameter Requirement

Generator power 6 kW

Nominal speed 12,000 RPM

Generator speed range 50–100%

Generator efficiency >93%

Starting torque (0-40% speed) 30 Nm

Starting duration 15–25 s

Starting copper losses <2 kW

Maximum fault losses < 600 W

Dimensions max. 130×110 mm (l×dia)

Cooling Forced air

starting is in the order of 50 kN/m²; which is an appreciable value for high-speed machines and
cannot easily be maintained indefinitely with air cooling (See also Chapter 8). This high torque
transient can take up to 25 s, thereby potentially overheating the windings. The starting copper
losses are therefore limited to 2 kW. A trade-off thus needs to be made between over-dimensioning
the machine for generator mode and overloading the machine in starting mode.

In addition, the machine should be fail-safe, meaning that it may fail, but not catastrophically.
This is achieved by limiting the total short circuit losses to 600 W, which is believed to be a realistic
upper limit. Ideally, a thermal model would be used to estimate the winding and rotor hot-spot
temperatures. However, the outcome of a thermal model depends strongly on the boundary
conditions. Establishing a realistic set of thermal boundary conditions requires involved heat and
mass flow studies, combined with past experiences, and was therefore not yet undertaken at this
point.

2.4.2 Machine optimization

For this problem, SPM machines with four to ten poles in a mixture of tooth-coil and non-tooth-
coil windings will be considered, as well as 12/10 and 12/14 FSMs. Those machines were selected
based on the expectation that they may be suitable as S/G, although this example does not
involve all S/G related aspects, such as inverter dimensioning and control strategy. A more
detailed analysis of the S/G design problem will be presented in Chapter 7. IPM machines are no
longer considered because of their poorer mechanical performance at higher speeds, as well as
preferences from project partners.
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Figure 2.7 Optimization variables for the SPM (a) and FSM.

Description of the optimization approach

The analysis of each machine follows the same approach as the first example, but with the
addition of calculating the rotor, copper and iron losses during a three phase short circuit, as
well as the copper losses during starting. The iron and rotor losses are neglected during starting,
both because they are expected to be low compared to the copper losses and their calculation is
numerically expensive.

Optimization settings

Figure 2.7 shows the machine geometries to be optimized, with all variables indicated. The range
of the variables was wide enough to allow the PSO algorithm to consider any design that would
not lead to a degenerated (infeasible) geometry.

Four optimization objectives are used:

• Maximize generator mode efficiency

• Minimize mass

• Minimize 3 phase short circuit losses

This objective ensures that the optimization progresses towards designs with acceptable
fault losses. In case of a single phase short circuit, a three phase short circuit is applied by
the inverter to reduce the losses in the faulted phase due to the mutual coupling.

• Minimize copper losses during starting

During starting, the frequency is still low and the copper losses are the main cause of losses.
Minimizing these will prevent heat-up of the machine as well as limit the additional power
to be supplied by the inverter and source.
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The fixed properties for all machine types are given in Table 2.5. SmCo magnets are considered
because of their higher maximum operating temperatures compared to NdFeB magnets. The
rotor retaining sleeve for the SPMs is made of carbon fiber (CF). Compared to metallic sleeves, a
CF sleeve strongly reduces the eddy current losses and allows operation at higher speeds [30].

Table 2.5 Optimization settings and assumptions

Parameter Value

Magnets

Br=1 T

µr=1.05

ρ=1 µΩm

Magnet segmentation
SPM: 3 axial

FMS: 3 radial

Lamination type Iron–Cobalt

Slot fill factor 42%

Sleeve Resistivity: ρ=200 µΩm

For the PSO algorithm, 20 particles were
used. The inertia-factor is decreased from
1 to 0.6 over 120 steps. The swarm and per-
sonal best weighing factors are drawn from
a uniform distribution in the range of 1–1.4.
The same global best target was used for at
most four steps. With more than 1000 par-
ticles inside the repository, excess particles
were removed from the repository with a hy-
percube algorithm using 10 segments per
dimension. The optimizations were stopped
after 250 steps. These values were selected
based on literature (e.g. [14,20,31]) and prior
experiments.

2.4.3 Optimization results

The optimization returns a 4D Pareto optimal front, which cannot be visualized easily. The results
are therefore analyzed in three steps. At a high level, sub-fronts of two targets will be analyzed. At
a second level, the complete fronts for one pole/slot combination are shown, separated based
on one of the goals. This more clearly shows underlying trends, but can only be done for one
Pareto optimal front at a time. As a third step, the fronts will be filtered to consider all targets for
all slot/pole combinations simultaneously.

High-level results

Side-views to the 4D Pareto optimal front are shown in Figure 2.8. Only sub-fronts are shown
for clarity, which means that designs located on e.g. the maximum efficiency versus weight
sub-front do not necessarily lie on the minimum starting losses versus weight front as well. This
representation can however reveal particularly strong or weak pole-slot combinations, as well as
provide insight into the limits of each goal individually.

Figure 2.8(a) shows the efficiency versus weight. For the SPM machines, any slot/pole combina-
tion can yield a high generator efficiency (97.5–98%) if a large mass is allowed, but the highest
efficiencies are obtained with a low pole count, because the lower frequencies allow a further
reduction of the iron loss density. For lightweight machines of around 3 kg this trend is reversed
and higher pole counts offer better performance, although the differences are small. The four
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Figure 2.8 Sub-fronts of the Pareto optimal front. All plots show the maximum performance
obtained for each goal, without consideration of the other goals.
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pole distributed winding machine suffers from the heavy end-windings and is a poor choice
for lightweight machines. The same efficiency/weight arguments hold for the FSMs, only the
highest efficiency achievable is now about 96% due to the higher iron losses as result of the higher
frequency.

A high number of poles is beneficial for the starting performance of the machines, as shown
in Figure 2.8(b). There is no apparent difference between distributed or concentrated winding
machines, apart from the 18/04 machine, which is again a poor choice. The FSM1214 is the lightest
starter-only machine, but from 5 kg onward the other machines offer similar performance. When
also considering the current density during starting (Figure 2.8(d)), an interesting observation
can be made: the FSM1214 has the lowest starting losses at low weight, but not the lowest current
density. This implies that the FSMs have less copper mass and that the winding will heat up more
during starting. The current density at 3 kg is at least 30 A/mm², which will render air cooling
ineffective and increases the importance of thermal capacity. For machines above 5 kg the severity
of this issue decreases.

Figure 2.8(e) shows the per-unit (pu) phase inductance, referred to nominal generator mode. The
FSM machines have a minimum inductance nearly twice that of the SPM machines. Moreover,
the machines with q > 0.5 have somewhat lower inductances than the tooth-coil machines. This
tendency of non-tooth-coil winding machines towards lower inductances negatively affects the
possibility to limit the short circuit losses. The pu inductance links the machine design to the
inverter design, since higher pu inductances require either a higher voltage rating (when using
id = 0) or current rating (when allowing flux weakening). In the latter case, the machine current
rating must also be increased.

It should be emphasized that these plots show the maximum achievable performance in one
parameter only, disregarding the performance on the other parameters. Machines that perform
favorably in these plots may perform not so well when considering all parameters. This is espe-
cially true for the fault losses, shown in Figure 2.8(c). Very low values, in the order of 100 W, can be
obtained. These values are misleading however, as the next section will show that these designs
have a very poor starting performance.

The magnet losses are shown in Figure 2.8(f). A clear separation between the concentrated and
distributed winding designs can be observed. With distributed windings, designs with almost
zero magnet losses can be found, while machines with tooth-coil windings will always have some
magnet losses. This is simply the result of a richer space-harmonic content in the airgap of CW
machines. Finally, in line with the previous example, the FSM machines have higher magnet
losses than the SPM machines.

One particular front in detail

The fronts shown in Figure 2.8 are the 2D edges of the 4D front, which hides trends inside the
front. A more detailed view is obtained by plotting all particles of one front, with the particles
divided in groups based on some parameter. This is done in Figure 2.9 for the 12/10 FSM, with
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2.4 – Optimization example 2: A first look at the S/G problem

the individual particles marked based on starting losses. Figure 2.9(a) shows this division; the
horizontal bands are clearly visible. This same division is applied in Figures 2.9(b)–(f) as well,
which immediately reveals design trends.

For example, designs with good starting performance, having starting copper losses less than
500 W (green crosses), also have the highest fault losses and the lowest generator efficiency. That
is, a good starter is a bad fail-safe generator. Also, good starter machines have the highest rotor
losses and the lowest per-unit inductance. The reasons behind this are simple: good starting
performance requires a high torque-per-current-density rating, which in turn requires high
excitation flux-densities in the machine. These are obtained with large magnet volumes and a
short airgap. This leads to high iron and rotor losses at high speed and thus a poor generator
performance. At the same time, the high excitation flux yields a low per-unit inductance, which in
turn gives large short circuit losses. This contradiction applies to all of the machines considered
here.

Figure 2.9 further shows that there is no contradiction between efficient generator operation
and fault losses. In fact, the most efficient designs generally have the lowest fault losses. The
explanation is exactly opposite to the one given above: low fault losses require little PM flux, which
implies small magnets and a long airgap. The low flux density then allows efficient generator
operation, because the generator torque is small compared to the starting torque.

A low per-unit inductance improves the power factor during starting, allowing an inverter with a
lower current rating to be used. This means that the trade-off between starting and short circuit
performance for the machine is coupled to the inverter design. To arrive at the optimal complete
S/G system, it will then be necessary to consider this interaction at an early design stage. This
aspect will be discussed in more detail in Chapter 7.

Another observation from Figure 2.9 is that in the corners of the Pareto space, e.g. at very low
weights or with very low starting losses, the variation in secondary parameters is small. In other
words, if obtaining the lowest possible starting losses is essential, the other parameters will be
fixed. This makes sense, because the extreme corners of the Pareto optimal fronts resemble
regions where a single objective optimization would converge to. From an optimization algorithm
perspective, finding those extremes can be challenging and it is sometimes used as a performance
measure when comparing algorithms. However, for engineering applications those extremes are
rarely relevant and it is not necessary to use an optimization algorithm that excels at finding the
extremes.

In summary, adding fail-safety to a generator has little impact on the performance, while adding
fail-safety to a starter machine does strongly impact the performance, because starting is consid-
ered to be a transient overload condition.
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Figure 2.9 Multiple side-views of the Pareto optimal front of the FSM 12/10 machine, with the
designs grouped based on the copper losses during starting.
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Table 2.6 Initial number of particles on the front, fraction of particles meeting individual criteria
and the fraction of particles meeting all criteria

Type
Initial

particles m
as

s
<

9
kg

P
st

ar
t
<

2
kW

93
%
<
η

P
SC

<
60

0
W

Intersect

09/06 1196 98 43 96 25 2

12/08 972 98 46 99 23 5

12/10 1255 98 53 99 35 8

15/10 1366 99 51 100 18 3

18/04 1513 91 17 96 4 0

18/06 1343 96 30 99 22 0

24/08 1375 94 40 100 31 1

FSM 12/10 892 100 65 79 98 44

FSM 12/14 674 100 83 70 100 53

Considering all results

The previous section showed that a good starter machine has high fault losses and a poor generator
efficiency. In order to assess the feasibility of each slot/pole combination, all performance criteria
have to be considered simultaneously. To this end, constraints are set on the targets. The relative
number of particles that meet all constraints is an indication of the feasibility of that specific
design.

Table 2.6 shows the criteria that were used, the fraction of particles meeting each criterion indi-
vidually and the fraction of particles meeting all criteria simultaneously. This way of representing
the results is far from perfect too, in the sense that much information is lost, but it does allow a
fast comparison of the individual machine types. For the FSM 12/10 machine the numbers in the
table can be directly related to Figure 2.9. For example, Figure 2.9(b) shows that there are designs
with η< 93% and Table 2.6 indicates that 21% of the FSM 12/10 designs have an efficiency below
that limit.

A few observations can be made from Table 2.6. First, both FSMs show considerably more
potential than the SPM machines, with about 50% of the front meeting all criteria. Of the SPM
machines, those with tooth-coil windings show some feasibility, while machines with distributed
windings lead to almost no feasible designs. The main reason lies in the ability to modify the
per-unit inductance. With tooth-coil windings, the tooth-tips can be used to adjust the inductance
independently from the back-emf (to some extent). Distributed windings do not offer this benefit.
Since good starting performance requires a low per-unit inductance and low fault losses require a
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Figure 2.10 Efficiency of the Pareto opti-
mal particles meeting all constraints.
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Figure 2.11 Fault losses of the Pareto op-
timal particles meeting all constraints.

per-unit inductance, the ability to fine-tune the inductance allows a better compromise between
the two requirements to be found.

The performance of the feasible particles after filtering the Pareto optimal fronts is plotted in
Figures 2.10–2.12. These figures show how the feasible designs relate to each other. Because the
FSMs have far more feasible designs, they are presented with a lighter shade to avoid hiding the
SPMs. Among the SPMs, the 12/10 is the lightest design, weighing about 5 kg. The 12/08 and
15/10 both need at least 5.5 kg, and the 9/6 machine even 7.5 kg. The only feasible DW machine,
the 24/08, needs about 6.75 kg.
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Figure 2.12 Starting current density of the Pareto optimal particles meeting all constraints.
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2.5 Conclusion

This chapter presented a method to optimize electrical machines using multi-objective particle
swarm optimization combined with finite element based machine models. Using this method,
greatly different machines can be optimized in an identical ( and thus fair) way, with little user
effort, and a high accuracy. The outcome of each optimization run, a Pareto optimal front, reveals
important design trends and limits and allows different machine topologies and layouts to be
quantitatively compared. A major benefit of a multi-objective optimization strategy is the insight
gained in the designed problem, both at high and low levels, which makes the execution time
–one to two days on standard computers– worthwhile.

Analyzing optimization results is an essential part of any optimization strategy; without it, an
optimization is not finished. This chapter described a number of possibilities to compare and
present optimization results. The first step often consists of checking the results for obvious errors
and whether or not any variable consistently ran into any boundary. Next, to compare results
at a global level, Pareto optimal fronts may be directly compared. Side-views to the front may
become cluttered with more than two objectives, which can be overcome by using Pareto optimal
sub-fronts, although this removes the ability to correlate different side-views. That is, it shows
only the most extreme designs possible. To study trends within a single Pareto optimal front, the
front can be divided based on a parameter of interest. Finally, as a trade-off between high level
comparisons and a detailed per-front investigation, fronts can be filtered based designs having
desirable properties. The fraction of designs meeting a set of criteria is a first indication of the
suitability of a given topology for the intended task.

The optimization method was demonstrated with two examples. In the first example five basic
SPM, IPM and FSM machines were optimized for weight and efficiency, assuming a single oper-
ating point. This demonstrated the basic correctness of the optimization method. The second
example served as a first look at the starter/generator design problem, having two additional
targets: starting copper losses and three phase short circuit losses. Nine FSM and SPM machine
variations were considered. Important observations are that mostly the requirements on both
low starting and short circuit losses directly conflict; a fail-safe generator-only machine could be
constructed with little penalty. Furthermore, concentrated non-overlapping winding machines
(q ≤ 0.5) allow a better fine-tuning of the phase inductance with respect to the linked magnet
flux than distributed winding machines, which is essential to meet all design targets with a low
machine weight. Lastly, FSMs offer lower copper losses than SPMs and in this respect lead to
the lightest S/G. However, they operate with higher current densities and the transient thermal
behavior may be worse. Also, they have large pu inductance values, which increases the minimum
inverter VA-rating.
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CHAPTER 3

Efficient finite element based rotor eddy current loss

calculation

The rotor losses in tooth-coil winding machines cannot be neglected, particulary in high-speed

machines. At high frequencies the rotor losses may not be fully resistance limited, leading to a

coupled eddy current problem. Although analytical models can solve those problems quickly,

they are inflexible and problem dependent. This contradicts with the FE-based optimization

approach, where flexibility with respect to machine types and geometries is highly desired.

The losses can obviously be computed using the existing FE model of the machine, but this is

time consuming, especially with saturated machine parts. Therefore, this chapter proposes an

alternate FE-based approach, using a transient simulation of only the rotor geometry with

linear material properties. The method is demonstrated in 2D and 3D, showing that both

winding distribution and slotting harmonic losses can be correctly computed, even in the

presence of stator saturation or shielding effects in the rotor.

Based on

• M. van der Geest, H. Polinder, and J. A. Ferreira, “Efficient finite element based rotor
loss calculation for permanent magnet synchronous machines,” in Int. Conf. Electrical

Machines (ICEM), 2014, pp. 1133–1138; and

• M. van der Geest, H. Polinder, and J. A. Ferreira, “Computationally efficient 3D FEM
rotor eddy current loss calculation for permanent magnet synchronous machines,” in
IEEE Int. Electric Machines Drives Conf. (IEMDC), 2015.
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3. Efficient finite element based rotor eddy current loss calculation

3.1 Introduction

Rotor eddy current losses in permanent magnet machines can be one of the main electrical loss
sources, especially at high rotational speeds in combination with fractional pitch concentrated
non-overlapping windings. In addition, the cooling capacity at the rotor is limited compared to
the stator. Therefore, obtaining an accurate estimation of the rotor losses and the effectiveness
of any loss reduction method during the design stage of a machine is of great importance to
prevent overheating of the constructed machine. Many rotor loss calculation methods have been
proposed [32], but most can be divided in three categories.

One extreme in rotor eddy current loss calculation are fully analytical methods [33–38]. Typically,
the rotor geometry is simplified to a number of concentric shells or a rectilinear geometry, bound-
ary conditions to account for the stator are imposed, and Maxwell’s equations are solved. This
method is very fast, and can account for shielding effects due to the eddy current reaction field,
but fine geometric details or magnet segmentation cannot be included easily.

The other extreme in rotor loss calculation is transient finite element modeling. Any details of
interest can be accounted for, although some, like axial magnet segmentation, require 3D models
[39]. Obviously, the major penalty is the time required for these calculations.

In between those extremes are methods that combine FE and analytical aspects. The rotor losses
could for instance be computed with field distributions obtained from magnetic equivalent
circuits [40]. For increased accuracy, the rotor field distribution obtained from static FE solutions
may be used to compute the magnet losses, under the assumption that the eddy currents do not
interact with the inducing field [41]. Magnet segmentation in all dimensions can also be included
in this way [42].

Another approach is to simplify FE simulations. If the effect of rotor eddy currents on the stator
field is not significant or of interest, static simulations of the complete machine may be used to
obtain boundary conditions for models containing only the rotor geometry. The rotor-only model
may be solved in the frequency domain for significant space-harmonics only, further saving time
[43]. This concept can easily be extended to 3D [39, 44, 45].

In addition, a recent trend is to design electrical machines with a combination of automated
optimization techniques and FEA, allowing one to arrive at very high performance machines,
even for complex, multi-objective design tasks ([15, 46], Chapter 2). One optimization typically
requires the evaluation of thousands of design candidates. Therefore, a fast analysis of individual
designs while maintaining a high degree of accuracy is essential. To minimize the computational
requirements, transient simulations are preferably avoided [17]. Besides offering a low evaluation
time, the models should also be robust [46]. That is, they should compute correct values, even for
unrealistic machine designs, as these may be considered during the optimization process.

Considering the above discussion, the ideal rotor loss calculation method should possess the
following properties:
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• Flexibility: can account for arbitrary rotor shapes and machine types, without manual
customizations for each new machine.

• Generality: can account for slotting and space-harmonic induced losses, and remain
accurate under stator saturation.

• Speed: requires few computational resources.

• Accuracy: Is as accurate as a full transient FE simulation.

• Shielding: accounts for shielding due to highly conductive rotor parts.

This chapter proposes and demonstrates a FE based rotor loss calculation method, using a rotor-
only simulation with boundary conditions obtained from static solutions of the full machine
model. Two-dimensional transient and three-dimensional transient and time-harmonic models
are considered. Others have reported similar methods [43, 44], but did not demonstrate the limits
and capabilities of the method, or used a boundary condition that cannot account for strong
shielding effects inside the rotor. This modeling approach is ideally suited to an automated
optimization technique, where the full machine model (containing both the rotor and stator) is
also used to compute e.g. iron losses, torque and torque ripple.

The next section introduces the method and elaborates on some of the steps. The third and fourth
sections compare, in respectively 2D and 3D, the accuracy and performance of the models to a
direct solution of the full machine geometry, which serves in all cases as reference model. The last
section draws the conclusions.

3.2 Proposed modeling method

The proposed modeling method consists of the following basic steps:

1. Solve a model of the full machine geometry, under the desired operating conditions over
one electrical period in n static steps.

2. Extract the components of the H-field in the airgap tangential to the rotor surface as
function of time and position. In the 2D case only Hθ is non-zero, in 3D Hz also needs to be
extracted.

3. Analytically rotate the field(s) to the rotor reference frame.

4. With a model containing only the rotor geometry and airgap and having linear material
properties, either

(a) perform a transient (or ‘time dependent’, or ‘time stepping’) simulation, with the
H-field(s) directly applied as time-dependent surface current boundary condition.
The losses can be directly obtained from the solution.

(b) decompose the airgap H-field into a set of spatial harmonics with associated frequen-
cies, using a 1D and 2D Fourier transform for respectively the 2D and 3D models.
Select the strongest harmonics based on a threshold with respect to the strongest
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3. Efficient finite element based rotor eddy current loss calculation

harmonic, and for each harmonic solve a time-harmonic (complex frequency do-
main) model. The eddy currents and subsequent losses can be obtained using the
superposition principle.

The main advantage of the proposed method is that a simpler model is solved, having fewer
degrees of freedom and no need to account for a moving rotor. Additionally, the proposed method
also allows optimization of the meshes used. If the eddy currents in the rotor have small skin-
depths compared to the rotor dimensions, a fine mesh is needed to accurately represent the eddy
currents. In the proposed method, this fine mesh is only required in the rotor-only model. The
full machine model can use a coarser rotor mesh, reducing the time required to solve the model.

The number of static steps n in step 1) that is used as input data poses an accuracy-speed trade-off
that is addressed in the next section. Furthermore, it is important that the lookup function used
as boundary condition has smooth spatial and temporal derivatives to speed up the transient
solver, but not so smooth that the loss calculation is affected. A mild low pass filter in space could
be used to this end. Lastly, the location of the boundary condition in the airgap is not critical, in
this work it is placed at 70% of the mechanical airgap length, as seen from the rotor.

For the 2D models, both the full machine and rotor-only models use the quasi-static magnetic
vector potential formulation of Maxwell’s equations:

σ
d A

d t
+∇× (

1

µ
∇× A) = Jext (3.1)

where A is the magnetic vector potential and Jext an imposed current density, such as the phase
currents. In 2D models only Az is non-zero and a poisson equation results. It would seem
attractive to then directly use Az as a boundary condition instead of the magnetic field (which is
the derivative of Az ), but a later section will show that leads to an overestimation of the losses in
the presence of inductance limited eddy currents.

The transient rotor-only 3D models are also formulated using the quasi-static magnetic vector
potential A. The time-harmonic models also include the scalar electric potential Ve , which is
necessary to account for magnet segmentation:

jωσA+∇× (
1

µ
∇× A)+σ∇Ve = Jext (3.2)

−∇· ( jωσA+σ∇Ve − Jext) = 0. (3.3)

Due to a limitation of the software used here (COMSOL Multiphysics) only time-harmonic models
can use this mixed magnetic-electric formulation. Hence, the time-harmonic model can be seen
as a means to avoid software limitations. Gauge fixing is enabled in all cases, which ensures a
unique solution for the magnetic vector potential and helps to maintain a numerically correct
conservation of current [47].

The time-harmonic approach, whether in 2D or 3D, brings an additional benefit: each of the
harmonics is independent and can be solved without knowledge of the other harmonics, allowing
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3.3 – 2D calculation performance

all harmonics to be solved in parallel in distributed computing environments, greatly accelerating
the solution time (but not necessarily the total computational effort). In contrast, a transient
model is sequential; solution of step n can only be started once step n −1 has completed.

With any FE analysis, mesh size is important. While modern computers have sufficient memory
to handle a fine mesh for 2D FE models without major problems or concerns, this is not yet
always the case for larger 3D problems. Still, the mesh should be fine enough to correctly capture
all modeled phenomena. To ensure that the meshes for the models considered in this chapter
were fine enough, the mesh element sizes were varied to determine a maximum size needed to
obtain results to within a few percent of those for a very fine mesh. In 2D, the linear systems are
solved with the UMFPACK solver [47], while in 3D either the direct PARDISO solver or iterative
FGMRES solver [47] are used, selecting the fastest of the two for every model. The timestepping
algorithm for the transient models is the generalized-α method [47], with α = 0.75. Lastly, axial
and circumferential (anti-) symmetry are used where possible both for the 2D and 3D cases.

3.3 2D calculation performance

This section demonstrates the performance of the method in 2D with a number of hypothetical
benchmark machines, designed to emphasize the various rotor loss aspects. Concentrated non-
overlapping windings are used in most cases, as the richer space-harmonic content induces
higher rotor losses.

The rotor losses are computed four times for each test case:

A. with an accurate transient simulation of the entire machine over one full electrical period,
providing the baseline value for the rotor losses for comparison. A relative tolerance of 1%
is used to control the stepsize of the transient solver algorithm.

B. with a fast transient simulation of the entire machine, to demonstrate the minimum time
required to compute the rotor losses with reasonable accuracy using a full machine model.
Half an electrical period is simulated to allow start-up transients to damp out. A relative
tolerance of 2.5% is used.

C. with the proposed method over one full electrical period. A relative tolerance of 0.5% is
used.

D. as with the proposed method, but using an Az boundary condition to demonstrate the
limits of this approach. A relative tolerance of 0.5% is used.

To summarize: the goal of this work is to find a method that approximates the rotor losses
computed with an accurate FE transient simulation of the full machine model, yet requires less
time. Whether the FE computed losses match the losses in an actual machine is beyond the scope
of this work, and no practical validation is therefore performed. Note that the time-harmonic
model is not used in 2D. Generally, it was found to have less accuracy than the transient rotor-only
model, as will be shown for the 3D case.
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Table 3.1 System specifications

Property Specification

Rated power 100 kW

Rated speed 20000 RPM

Winding 12 slots, 10 poles, double layer

Laminations M250-35A

Rotor yoke Ideal, µr =800

Magnets µr = 1.05, ρ=1 µΩm, Br = 1.0 T

Sleeve
Low cond.: µr = 1, ρ=100 µΩm

High cond.: µr = 1, ρ=1 µΩm

3.3.1 Baseline machine

A baseline machine is used, with specific adjustments for each loss aspect. Figure 3.2 shows the
geometry and Table 3.1 provides relevant details. A 12 slot 10 pole double layer winding is used,
as this layout has both lower and higher order asynchronous space-harmonics. This machine is
not a realistic design in terms of power, speed and size, but the sole goal is to provide a test case to
compare the methods. Zero total axial current is imposed per magnet, to more correctly represent
the current flows inside individual magnets. The magnet conductivity specified in the FE models
is not modified to account for the finite length or segmentation [48]. Either a poorly conducting
sleeve, constructed with e.g. carbon fiber reinforced plastic, or a metallic sleeve, made from e.g.
Inconel, is considered.

3.3.2 Space-harmonic losses only

The first case considers resistively limited eddy currents, mainly induced by asynchronous space-
harmonics. A 1.5 mm airgap is used, together with reasonably wide tooth tips. The geometry
shown in Figure 3.2 is used. Figure 3.1 shows the current density distribution computed with
the full and rotor-only models. The most important observation is that the current density is
almost identical in the two plots, in terms of both distribution and magnitude. An additional
observation with regards to rotor losses in general, is that the eddy currents in the yoke mostly
reveal a two-pole field, while the losses in the sleeve and magnet are caused by a 14-pole field,
which follows directly from the space-harmonic spectrum of the 12/10 winding. Of these two
harmonics, two-pole field can more easily cross the magnetic airgap to induce losses in the yoke,
but since the magnet pitch is much shorter than the two pole pitch, less current is induced in the
magnets. In other words, the magnets are segmented with regards to the two-pole field.

Figure 3.3 shows the sleeve and magnet losses as function of time, computed with the proposed
method and the slow and fast transient full machine models. The magnet losses are approximately
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(a) (b)

Figure 3.1 Current density distribution computed with the transient full (a) and rotor-only (b)
models. For these plots, the material resistivities were adjusted to have losses in all rotor parts.

5 kW, while the sleeve losses are a negligible 100 W. The proposed method correctly predicts
both the magnitude and time-variation of the losses. Table 3.2 summarizes the average losses
computed and time required. The stated times include model and mesh creation in case of the
rotor-only models. The proposed method is faster (10 vs 15 s, while simulating a full electrical
period instead of a half) and more accurate (1% vs 5%) than a coarse simulation with the full
model. Figure 3.3 shows that simulating a full electrical period is not strictly necessary for this
specific case, as the solution reaches steady state after 1/6th electrical period. However, this
settling time increases if the eddy currents become inductance limited, and before deciding to
use a shorter simulation time, convergence of the solution should be checked.

Selection of n

The number of static simulations that provide the boundary condition for the rotor-only model,
n, needs to be chosen sufficiently high. To demonstrate this, Figure 3.4 shows the total rotor
losses, computed with the proposed method, as function of n. With too few steps the losses are
underestimated. For this case n = 20 yields an accurate prediction of the rotor losses. Unless
indicated otherwise, n = 24 is used in the remainder of this chapter.

Choice of boundary condition

The proposed method uses a surface current density boundary condition for the rotor model,
instead of a magnetic potential boundary condition, as is reported in other works [43, 44]. With
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Figure 3.2 Machine
geometry for space-
harmonic losses only.

Table 3.2 Summary of computed losses and time required,
with predominantly winding space harmonic losses

Case Model
Sleeve
(kW)

Magnets

(kW)
Sum
(kW)

Error
(%)

Time
(s)

CFRP
sleeve

A 0.1 5.2 5.3 69
B 0.1 4.9 5.0 -5.3 15
C 0.1 5.2 5.3 -0.2 10
D 0.1 8.1 8.3 +55.5 11

Metallic
sleeve

A 10.3 3.9 14.2 94
B 9.9 3.7 13.6 -4.2 24
C 9.7 3.7 13.5 -5.1 23
D 21.2 8.0 29.2 +105 23

Solid
back
iron

A 0.1 5.0 5.3 6243
B 0.1 4.7 5.1 -4.2 817
C 0.1 4.9 5.3 +0.2 140
D 0.1 8.1 9.1 +73.4 106

purely resistance limited eddy currents, both methods will yield similar results, but with a mag-
netic potential boundary condition the rotor losses are overestimated in the presence of strong
shielding effects, because both the radial and tangential flux density are constrained.

To illustrate this, Figure 3.5 shows the magnet and sleeve eddy current losses versus sleeve
conductivity, computed with an accurate transient simulation of the entire machine (providing
a reference) and rotor-only models with either a Js or Az boundary condition. Initially the
eddy currents are resistance limited; increasing the sleeve conductivity linearly increases the
sleeve losses, while the magnet losses do not significantly decrease. With conductivities above
σ=1 MS/m, the eddy currents gradually become inductance limited, the sleeve losses reach a
maximum before stabilizing (not shown in the plot) and the magnet losses go towards zero. With
a poorly conducting sleeve, all methods show good agreement. In fact, transient FE simulations
are not necessary for this specific case, as postprocessing methods can also give correct results.
For a sleeve conductivity of σ=1 MS/m, which is the order of magnitude for metallic sleeves like
Inconel, the losses are overestimated by 100% when using an Az boundary condition, while with
a Js boundary condition, the error is negligible. With higher conductivities the Js method will
start to underestimate the losses by 40%, but still correctly captures the trends in both the magnet
and sleeve losses, while the Az method overestimates the losses 4–5 times. Therefore, using a Js

boundary condition is preferred over an Az boundary condition.
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Figure 3.3 Magnet and sleeve losses in the presence of space-harmonics.
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Figure 3.4 Total rotor losses as function of n.

3.3.3 Space-harmonic losses and shielding

In this case a conductive retaining sleeve with ρ=1 µΩm (e.g. Inconel) is assumed. Eddy-currents
in the sleeve can develop to such an extent that the AC magnetic field and losses in the magnets
are reduced. The geometry from Figure 3.2 is used and n = 40.

The results are included in Table 3.2. In this specific case, both the coarse transient simulation with
the full machine geometry and rotor-only model underestimate the losses by about 5%. However,
the rotor-only model is twice as fast, because a full electrical period is simulated, compared to
half a period for the full machine model. Lastly, when using an Az boundary condition, the total
losses are overestimated by 100%.
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Figure 3.5 Magnet and sleeve losses as function of sleeve conductivity, computed with three
different models.

3.3.4 Solid back-iron

A solid rotor yoke brings significant mechanical and cost benefits, but is also susceptible to
eddy current losses. Estimating whether a solid yoke can be used in a certain design requires
computation of the yoke eddy current losses. The low skin-depth in the rotor yoke requires a
locally dense mesh in FE calculations, increasing the time required to calculate the losses. To
estimate the consequences for the rotor loss calculation, the rotor yoke resistivity of the baseline
design (Figure 3.2) is set to ρ=1 µΩm. The low-conductivity sleeve is assumed to maximize the AC-
field inside the yoke and n = 24. The maximum mesh element size at the yoke-magnet interface
is set to 0.4 mm.

The results are again summarized in Table 3.2. The yoke losses are computed as 238 W with the
accurate transient model of the full machine, while with the proposed method 215 W is computed,
a 6% underestimation. The coarse transient full model overestimates the yoke losses by 25% and
is 12 times slower than the rotor-only model. With an Az boundary condition, the yoke losses are
overestimated threefold. Also note that the magnet losses are slightly reduced compared to the
baseline case, due to shielding.

3.3.5 Slotting losses

Slotting or permeance variation induced losses are caused by a varying permeance experienced by
the magnets as they rotate past individual stator teeth. The extent of this effect strongly depends
on the tooth tip shape and airgap length, with shorter airgaps and straight teeth increasing the
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Figure 3.6 Machine ge-
ometry with pronounced
slotting losses.

Table 3.3 Summary of computed losses and time required
with high slotting losses

Case Model
Sleeve
(kW)

Magnets

(kW)
Sum
(kW)

Error
(%)

Time
(s)

CFRP
sleeve

A 0.2 35.7 35.9 441
B 0.2 34.7 34.9 -2.6 128
C 0.2 32.8 33.0 -7.9 36
D 0.2 51.4 51.6 +43.9 36

Metallic
sleeve

A 27.1 32.9 60.0 446
B 26.0 31.9 57.9 -3.5 126
C 23.3 28.1 51.4 -14.4 46
D 32.4 51.0 83.4 +38.9 46

losses. Figure 3.6 shows the geometry used; a 0.4 mm airgap and 0.9 mm thick retaining sleeve
are assumed, n = 40. To emphasize the slotting losses, zero stator current is specified.

In this case, the proposed method underestimates the losses by 8%, while the coarse full simu-
lation underestimates the losses by only 3%. However, due to the short airgap the full machine
model requires a dense mesh inside the airgap, increasing the required computation time. This
does not apply to the rotor-only method, making it 6–7 times faster than the coarse full simulation.
With an Az boundary condition the losses are overestimated by 44% in this case.

Aside from the differences between the calculation method, this example shows that the slotting
losses can be excessive, even in no-load. Compared to the baseline case (Table 3.2) under full load,
the losses have increased over sixfold. This should be kept in mind when designing fractional slot
tooth-coil machines without tooth-tips.

3.3.6 Slotting losses with shielding

When a conducting sleeve is used with the ‘high slotting losses’ geometry, the proposed method
underestimates the losses by 14% and the speed gain is decreased to about 6 times. Increas-
ing n does not significantly reduce the error. With an Az boundary condition, the losses are
overestimated by 39%.

3.3.7 Strong stator saturation

Strong stator saturation can occur during a torque overload, but also in an optimization process,
where unrealistic machine designs may need be evaluated. Transient simulations with heavily
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Figure 3.7 Machine ge-
ometry for pronounced
stator saturation.

Table 3.4 Summary of computed losses and time required
under strong stator saturation

Model
Sleeve
(kW)

Magnets

(kW)
Sum
(kW)

Error
(%)

Time
(s)

A 0.2 15.2 15.4 1009
B 0.2 14.2 14.4 -6.7 375
C 0.2 12.8 13.0 -16.0 14
D 0.4 23.4 23.9 +55.0 14

saturated machines require small time steps to prevent divergence of the solution, increasing
the time required. By performing a transient simulation with only the rotor and assuming linear
materials, this problem is avoided.

To demonstrate the performance under heavy saturation, the yoke and teeth are made narrower,
the stack length is halved and the output torque is doubled. Figure 3.7 shows the adjusted
geometry. For this case, the coarse transient simulation requires 375 s and underestimates the
losses by 7%. The proposed method requires only 14 s, but underestimates the losses by 16%.
Given the roughly 25 times speed gain, this loss of accuracy is deemed acceptable.

3.3.8 Low magnet span

As part of an optimization process, very unrealistic designs need to be correctly evaluated. One
extreme is a very low magnet pole span, as shown in Figure 3.8. The performance of the proposed
method is in this case very similar to the initial case; a comparable error and approximately
twice as fast as a course simulation with a full model. With an Az boundary the losses are still
overestimated, although to a lesser extend due to the smaller magnets.

3.3.9 Distributed windings

Distributed integer pitch windings have a significantly cleaner airgap space-harmonic spectrum
than concentrated fractional pitch windings, which strongly reduces rotor losses. Correctly
accounting for the eddy currents induced by the low amplitude asynchronous space-harmonics
requires accurate transient solver settings, slowing down the solution process. In addition, the
higher number of teeth simply requires more mesh elements, further increasing the solving time.
To estimate the performance of the proposed method under these circumstances, a distributed
winding machine with 36 slots and 6 poles (q = 2) is considered. The geometry is shown in
Figure 3.9, the poorly conducting sleeve is assumed and n = 50.
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Figure 3.8 Machine ge-
ometry with low relative
magnet span.

Table 3.5 Summary of computed losses and time required
with a low magnet span

Model
Sleeve
(kW)

Magnets

(kW)
Sum
(kW)

Error
(%)

Time
(s)

A 0.2 4.5 4.8 66
B 0.2 4.4 4.7 -3.3 10
C 0.2 4.5 4.8 +0.6 11
D 0.2 5.0 5.3 +10.6 11

Figure 3.9 Machine ge-
ometry for a distributed
winding.

Table 3.6 Summary of computed losses and time required
with a distributed winding

Model
Sleeve
(kW)

Magnets

(kW)
Sum
(kW)

Error
(%)

Time
(s)

A 0.008 0.15 0.16 136
B 0.006 0.12 0.13 -20.4 30
C 0.009 0.18 0.19 +16.5 16
D 0.007 0.15 0.16 -1.6 16

The results are summarized in Table 3.6. The rotor-only model executes about four times faster
than the coarse transient full model. However, the rotor-only model overestimates the losses
by 17%, wile the coarse full model underestimates the losses by 20%. With the Az boundary
condition the losses are underestimated by only 2%, but this is believed to be coincidence.

3.3.10 Tangential magnet segmentation

Two dimensional FEA can directly account for tangential magnet segmentation (unlike axial
segmentation). The baseline geometry is modified to have three isolated magnets per pole, see
Figure 3.10, and the losses are computed. In this case the proposed method overestimates the
losses by 2% and is twice as fast as the coarse transient full machine model.
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Figure 3.10 Machine ge-
ometry with tangentially
segmented magnets.

Table 3.7 Summary of computed losses and time required
with tangentially segmented magnets

Model
Sleeve
(kW)

Magnets

(kW)
Sum
(kW)

Error
(%)

Time
(s)

A 0.1 3.7 3.8 79
B 0.1 3.6 3.7 -3.2 16
C 0.1 3.8 3.9 +2.2 15
D 0.1 4.0 4.0 +5.6 15

3.4 3D calculation performance

The method is now demonstrated with 3D models, followed by the determination of two rotor
loss trends. Both the transient and time-harmonic rotor-only models will be compared to the full
machine model. Contrary to the rotor-only models, which are solved using the magnetic vector
potential formulation A (and scalar electric potential for time harmonic models), the full model is
solved using a magnetic scalar potential Vm in the airgap region, as this allows a moving boundary
between the rotor and stator to be accounted for via interpolation [47]. Additionally, the Vm

formulation introduces fewer degrees of freedom per mesh element. However, a Vm formulation
can only be used in domains that are both free of current and simply connected. To maintain
a simply connected air domain, the stator iron and air around the end-windings (which carry
current, so require the A formulation) are also solved with the A formulation.

A slightly different baseline machine design is used for the 3D simulations, relevant details of this
machine are provided in Table 3.8, while Figure 3.11 shows an impression of this machine.

3.4.1 Loss calculation

First, to demonstrate that all three methods can indeed approximate the losses, Figure 3.12 shows
the eddy currents computed with the transient full geometry and rotor-only models. The eddy
current pattern and magnitude appear mostly identical. Figure 3.13 shows the instantaneous
magnet losses versus time, computed with all three models and using a relatively high number of
steps. Compared to the full machine model, the transient rotor-only model overestimates the
losses by 3%, while the time-harmonic model, using the 81 most significant spatial harmonics,
underestimates the losses by 18%. Figure 3.14 shows how the losses and solution time vary versus
inclusion threshold. Increasing the number of harmonics considered only marginally improves
the calculated losses, while this increases the calculation time well beyond that of the full model.

The motivation for using the transient rotor-only model is to save time, and Figures 3.15–3.17
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Figure 3.11 Example 3D machine geometry. The lamination surface color indicates flux density;
the airgap surface shows the tangential magnetic field strength.

Table 3.8 Machine specifications

Requirement Specification

Power 10 kW

Speed 16,000 RPM

Pole pairs 4

Stator teeth 12

Magnets
Br = 1 T

ρ = 1 µΩm

Retaining sleeve
Carbon fiber

ρ = 200 µΩm

Rotor yoke Laminated non-conducting
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(a) (b)

Figure 3.12 Eddy-current flow patterns (arrows) and density (color at bottom) computed with the
transient full (a) and rotor-only (b) models, without magnet segmentation.
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Figure 3.13 Magnet losses versus time, computed with three different 3D models.
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Figure 3.15 Computed losses and solution time for the full machine model.

elaborate on this. Figure 3.15 shows that 40 transients steps with the full model are needed to
calculate the losses to within 10% of the final value, taking about 50 minutes on a given computer.
Next, Figure 3.16 shows that for the rotor-only model the number of time steps is more important
than the number of static steps with the full model (which provide the boundary conditions).
Twenty steps with the full model plus 75 steps with the rotor-only model are needed to obtain
losses to within 10% of the final value, taking in total 27 minutes on the same computer, as shown
in Figure 3.17. Hence, the proposed approach is approximately two times faster than a direct
solution of the full model.

3.4.2 Inductance limited currents

An important requirement of a rotor loss calculation method, is the ability to correctly account for
shielding effects caused by inductance limited eddy currents. This allows the method to be used
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Figure 3.16 Losses computed with the transient rotor-only model versus number of steps.
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Figure 3.18 Rotor losses versus magnet resistivity.

on machines with shielding cylinders or metallic retaining sleeves, but also when the magnets
are large with respect to the expected skin-depths. More generally, the method can be applied
without the need to check the limiting cause of the eddy currents, which simplifies a machine
analysis tool and reduces the risk of modeling errors.

To determine the accuracy in the presence of inductance limited eddy currents, the magnet
resistivity is varied between 10 µΩm and 25 nΩm. Figure 3.18 shows the computed magnet losses;
the transition from resistance to inductance limited eddy currents is clearly visible and correctly
captured by the transient rotor-only model. The time-harmonic model underestimates the losses
by 20% throughout the entire range, but also correctly captures the trend.

3.4.3 Effect of magnet segmentation

A benefit of both proposed methods is that for a given machine geometry, the full machine model
only needs to be solved once, after which the same boundary conditions can be applied to rotor
models with different numbers of magnet segments or magnet resistivities. This is useful to,
for instance, determine the minimum number of segments needed to reduce rotor losses to an
acceptable level.

To demonstrate this, the losses are computed for 1–14 segments per pole in either axial or tan-
gential direction with magnet resistivities in the range of 50 nΩm to 1 µΩm; Figure 3.19 shows
the result. As expected, the magnet losses reduce with increasing numbers of axial or tangential
segments, but only for high values of resistivity. With low values, segmentation is at first ineffective
or even adverse. This is a well known effect, and extensively described in literature [38, 49]. The
difference between axial and tangential segmentation is generally small, but for high numbers
of segments, the losses will settle at a non-zero value with tangential segmentation, while with
axial segmentation the losses continue to decrease. The reason is that the magnetic field in
the rotor has mostly radial and tangential components. Axial segmentation is effective for both
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Figure 3.19 Rotor eddy current losses versus axial and tangential magnets segments, for multiple
values of magnet resistivity.

components, but tangential segmentation only for the radial component. A simply solution, if
needed, is obviously to combine axial and tangential segmentation, or even radial segmentation.

Note that for this analysis the magnet resistivity was altered, which is perhaps unrealistic, but
a similar trend can be obtained if the machine properties would be altered instead, since eddy
current problems are characterized by the geometry dimensions, material conductivity and
permeability, and frequency. This also means that the losses in any machine will generally follow
the trends shown in Figure 3.19, but to determine where specifically a given design is located and
the scaling of both axes, separate calculations will still be required.

3.4.4 Alternate winding layouts

With different winding layouts, the airgap space-harmonic content changes. Generally, a reduc-
tion in slots per pole per phase (q) increases the number of asynchronous space-harmonics and
their amplitude relative to the torque producing harmonic, which potentially increases the rotor
losses. The proposed method will now be tested on several single and double layer tooth-coil
winding layouts, as summarized in Table 3.9. Note that some of the considered winding layouts
are unrealistic for the given application; these windings are only included to demonstrate the
proposed method. To obtain the results in Table 3.9, 20 static steps and 50 transient steps were
conducted with the full model and 100 steps with the transient rotor-only model. For the time-
harmonic model, an inclusion threshold of 0.15 was used. The performance could be improved by
including a frequency and pole-count dependent threshold, since higher frequencies and lower
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Table 3.9 Calculation performance with other winding layouts

Slots/Poles
Full model Rot. only, trans. Rot. only, TH

Loss
(W)

Time
(min.)

Error
(%)

Time
(%)

Error
(%)

Time
(%)

9/6 244 103 +0.8 -53 -21.6 -51

9/8 565 448 -4.6 -28 -33.8 -83

12/8 108 57 +2.0 -48 -19.4 -5

12/8 SL1 278 326 -3.0 -51 -40.2 -68

12/10 129 228 +2.1 -33 -21.9 -61

12/10 SL1 263 304 -1.7 -33 -51.4 -68

12/16 405 72 -0.3 -32 -28.0 +6

12/16 SL1 584 318 -0.2 -29 -33.3 -6

1 Single Layer (ie. alternate teeth wound).

pole counts contribute more strongly to the losses.

Generally, the proposed method based on a transient rotor-only model estimates the losses to
within ±5%, while the total time needed for the static plus rotor-only models is about 30–50%
less than that for the transient full model. The time-harmonic rotor-only model underestimates
the losses by 20–55%, but needs up to 75% less time than the full model. However, the time gain
strongly depends on the harmonic content of the airgap, which can be seen as a disadvantage.
Due to these larger variations in both time gain and error, the time-harmonic model is considered
to be inferior to the transient rotor-only model.

As a side note to the loss calculation performance, this table confirms some general trends on
rotor losses also found in literature [50]: space-harmonics of lower orders than the synchronous
harmonic are particularly harmful to the rotor losses. Especially the 9/8 slot/pole combination
–which has two sub-harmonics– and single and double layer 12/16 combinations –which have a
sub-harmonic of larger magnitude than the synchronous one– have high rotor losses, but also the
single layer versions of 12/8 and 12/10 have higher rotor losses than the double layer versions.

Lastly, the loss reduction obtained by axially segmenting the magnets is also calculated for some
of the winding schemes in Table 3.9, using the time-harmonic model. Figure 3.20 shows the
resulting losses, normalized to the losses with 10 segments. This shows that for resistance limited
eddy currents, the effectiveness of segmentation for a larger number of segments is very similar
between the different winding layouts.
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Figure 3.20 Normalized rotor eddy current losses versus axial magnets segments, for several wind-
ing layouts.

3.5 Conclusion

This chapter proposed two FE-based methods to compute rotor eddy current losses in surface
mounted PM machines. The primary motivation to use those methods is to reduce calculation
time. A secondary motivation is to work around software limitations. Both methods ‘revolve’
around a model containing only the rotor geometry and airgap, excited with a surface current
boundary condition obtained from static solutions of the full machine model. This makes the
method ideally suited to optimization applications, where static solutions are also needed for e.g.
torque and iron loss calculations. The methods differ in the modeling domain, with one model
being solved in the time domain and the other model in the complex frequency domain. Both
methods can correctly account for inductance limited eddy currents (ie. with shielding effects
occurring), in addition to both slotting and winding harmonic induced losses. In other words, the
methods can be applied unconditionally, an important aspect in a flexible machine optimization
approach.

In terms of performance, the transient rotor-only model is superior to the time-harmonic model.
The error in calculated losses varies from -16 to +2%, while the time-harmonic model underes-
timates the losses by 30 to 50%. The time gain with the transient model varies between 2 and
25 times compared to a full machine model, with particularly high gains achieved in heavily satu-
rated machines, or with machines having very short airgaps. While the time-harmonic method
can be up to 80% faster, it is an order of magnitude slower if an accurate answer is needed. The
inconsistent performance of the time-harmonic model makes it less attractive. Although this was
only demonstrated for the 3D models in this chapter, this also applies to the 2D models. However,
the time-harmonic model is the only means to account for magnet segmentation when using
COMSOL Multiphysics and the independent nature of each harmonic makes it well suited to a
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parallel computing environment.

Using the proposed methods, the effect of magnet segmentation was demonstrated and common
winding layouts were analyzed, confirming general trends also described in literature and showing
the general correctness of the methods.
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CHAPTER 4

AC winding losses in high-speed PM machines

The electrical frequency in high-speed machines can easily exceed 1 kHz. As a result, few turns

per coil will be needed to obtain sufficient back-emf to interface with the inverter. In low

voltage battery fed systems this effect is even more pronounced. Therefore, the cross-sectional

area per turn increases, making the turns susceptible to eddy current losses. The high electrical

frequency enhances this problem. To reduce these additional losses, individual turns can be

constructed with multiple insulated strands and the placement of those strands in the slots

can be varied. However, analyzing suitable configurations is non-trivial, particularly with very

few turns in non-square slots, while this is a necessary step in the design of a new machine.

Hence, this chapter presents a modeling method to estimate the current distribution across

parallel strands using simplified 3D FE models. After experimentally confirming the models, a

number of design guidelines with regards to strand placement are determined.

Based on

• M. van der Geest, H. Polinder, J. Ferreira, and D. Zeilstra, “Current sharing analysis of
parallel strands in low voltage high speed machines,” IEEE Trans. Ind. Electron., vol. 61,
no. 6, pp. 3064–3070, Jun. 2014; and

• M. van der Geest, H. Polinder, J. A. Ferreira, and D. Zeilstra, “Stator winding proximity
loss reduction techniques in high speed electrical machines,” in IEEE Int. Electric

Machines Drives Conf. (IEMDC), 2013, pp. 340–346.
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4. AC winding losses in high-speed PM machines

4.1 Introduction

Obtaining a high slot fill factor is very desirable in any electrical machine, since it reduces both the
copper losses and thermal resistance, which ultimately increases the achievable power density
[51,52]. However, measures against skin and proximity effects oppose a high fill factor. This applies
to measures such as using several thinner strands in parallel, optionally with twisting, or even litz
wire [53], but also in very large machines with bar windings, where discrete displacements are
used (Roebel winding) [54]. The fill factor is also reduced when strands close the slot opening are
omitted, as they incur high losses due to leakage fields [53, 55–57], particularly at the frequencies
present in high-speed machines. Therefore, such measures should only be applied to the extent
necessary to sufficiently reduce the winding AC losses. Hence, calculation of the AC losses, both
due to unequal current sharing and proximity effects is necessary. This chapter starts with the
calculation of the losses due to unequal current sharing between parallel strands, as these losses
dominate in low voltage high-speed machines, followed by an overview of various loss mitigation
methods and their effectiveness.

Before commencing, a few words will be spent on terminology. All induced currents are the result
of a varying linked magnetic flux, but the associated losses can be separated in two groups based
on the source of the flux.

• First, additional losses in a strand due to a bulk AC current in that strand itself are referred
to as skin effect losses. A ‘discrete’ skin effect occurs when using parallel strands, and this
will be the topic of the next section.

• Secondly, additional losses in a strand due to an externally imposed field on that strand
are typically called proximity losses. The source of the proximity losses is often divided
again based on the cause, with small differences depending on the research topic. When
analyzing the performance with litz wires, which consist of twisted bundles of twisted
strands, a distinction is often made between strand-level and bundle-level losses, as this
allows modeling simplifications [58]. In regular electrical machines that have solid copper
strands, a distinction can be made between armature field proximity losses (either due to
other turns of the same coil, or other phase coils) and excitation field proximity losses.

Excitation field induced losses are mainly a problem in slotless machines, since in such machines
the windings are directly exposed to the field flux. Axial flux machines are often based on slotless
designs and a simple method to compute the field induced losses is presented in [59]. In high-
speed machines without tooth tips these losses may also need to be considered [60], but the
presence of tooth tips can nearly diminish these losses. Proximity losses induced by the armature
field are mainly the result of slot leakage flux. A high permeability material completely enclosing
a winding, except for a small gap, enhances the field near that gap and proximity losses will occur
at lower frequencies than in an identically shaped air core coil. This effect is clearly pointed out in
e.g. [53, 55, 61]. Section 4.3 will discuss and compare methods to reduce both proximity losses
and bundle level skin effect losses.
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4.2 – Current sharing analysis

4.2 Current sharing analysis

4.2.1 Overview

In low voltage high-speed machines, the necessarily low turn count and consequential large cross
section per turn further exacerbate the problems of induced winding losses [62]. Using parallel
strands wound straight through the slots does not solve the problem, because of unequal current
sharing and circulating currents [61, 63, 64]. In the extreme case, segmenting one solid turn into n

isolated parallel strands, but connecting those strand together at the coil ends, will not reduce
the losses at all. Similar problems can occur in high frequency magnetic components [65, 66].
Displacing or twisting the conductors inside a slot can reduce the effects, but at the expense of a
reduced fill factor, and should therefore be used only when necessary.

To assess the necessity of twisting the strands and by how much, a model is required that can
predict the current imbalance. Conventionally, analyzing strand twisting is a topic within high
frequency transformer and inductor design. Analytical methods on simplified geometries are
often used to predict effective resistances and losses [58, 67–69]. Such methods also clearly
demonstrate that litz wire is only beneficial over a limited frequency range [70, 71]. A specific
model where the effects of twisting the strands is considered is presented in [72], where the
effect on the resistance of the longitudinal magnetic field resulting from twisting the strands
is computed. To account for the losses in end-windings or other complex structures where an
analytical model is infeasible, FEA can provide a solution [65, 73, 74]. FEA is also used in [75],
where the AC resistance of core-less planar windings is computed. In such a winding the copper
is exposed to a significant magnetic field, increasing the AC loss density in the copper. Similarly,
machines may have a large amount of leakage flux may exist inside the slots. Note that in the
majority of the work on this topic, the litz wire is assumed to be ideal. That is, each strand carries
the same net current.

In the field of machines little research exists on this topic, although one particular series of papers
specifically discusses this topic [63, 64, 76, 77]. In this work, fully analytical models are derived
to compute the magnetic field inside the slot, the current distribution and the induced losses.
However, 3D effects related to the end-windings cannot be taken into account and while analytical
methods are certainly faster than FE simulations, implementing the equations takes time and
FEM verification is usually applied to confirm the equations. Also, the use of analytical models
requires expertise. For single case studies, it can then be attractive to accept the longer time
required for FE simulations. When using FEA to compute the winding losses, both transient
and time-harmonic calculations can be used, but if only the steady state solution is of interest,
time-harmonic simulations can provide the same answer as a transient simulation in less time, as
is demonstrated in [60] for the no-load eddy current losses.

The aim of this section is to compute the current distribution across parallel strands with full
account of the actual geometry. A simple method is proposed, based on the turn-level impedance
matrix of the windings, which is extracted from 2D or 3D FE simulations, and basic circuit
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4. AC winding losses in high-speed PM machines

Table 4.1 Machine specifications

Requirement Specification

Rated power 10 kW

Speed 32,000 RPM

RMS phase current 200 A

Pole pairs 5

Stator teeth 15

Stack length 50 mm

Turns/tooth 5

equations. Complex 3D models are avoided by simulating only individual strands and using the
superposition principle, allowing otherwise too complex 3D structures to be modeled on desktop
computers. A machine with concentrated non-overlapping windings serves as an example,
although the method can also be applied to distributed windings. The only difficulty with the
latter type is the description of the end-winding shape.

4.2.2 Problem elaboration

Solid bars cannot be used as conductors in low voltage high frequency machines due to skin and
proximity effects. As an alternative, regular circular wires connected in parallel may be used. To
maintain a high fill factor, these strands are preferably wound straight (i.e. without twisting or
displacements) around the teeth. Figure 4.1 shows four possibilities for such a winding, each hav-
ing seven parallel strands and five turns of 1.5 mm diameter copper wire. More permutations are
possible, but the four depicted here are considered reasonably manufacturable. In the ’grouped
strands’ style, the parallel strands are wound one at a time and all turns of one strand physically
touch each other, while with ’grouped turns’, all strands are wound simultaneously. In all cases
the fill factor is 51%.

To assess the performance of these winding configurations in terms of copper losses, they are
analyzed with transient 2D FEA. Table 4.1 summarizes the specifications of the machine used in all
analyses. The seven strands of each phase are connected in parallel and a total current is imposed.
Table 4.2 reports the resulting steady-state strand currents. Large differences exist between the
strand currents; strands close to the slot-opening carry significant current in particular. Do note
that this table reports RMS currents; the vector sum of the currents will always equal the phase
current. At first sight these values may even seem erroneous and experiments will have to confirm
these results.

Also listed in Table 4.2 are the copper losses computed with the transient FE simulations and the
copper losses based on the strand currents only. The former includes all AC and DC losses, while
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Figure 4.1 Straight winding styles for a concentrated fractional pitch winding with 5 turns. Each
color represents one strand. The strand diameter is 1.5 mm.

Table 4.2 Transient FE results for the winding schemes of Figure 4.1. The ideal strand RMS current
would be 6.4 A with conduction losses of 31 W.

Winding

style
Strand currents

(Arms)
Total copper

losses (W)
Conduction copper

losses (W)

Grouped
strands

42.5, 11.6, 7.2, 3.6,
2.5, 0.8, 1.2

260 213

Grouped
turns

37.1, 15.1, 9.1, 11.7,
9.2, 9.6, 6.8

299 217

Radial
layers

35.7, 15.7, 6.7, 1.4,
0.8, 0.6, 1.0

216 167

Tangential

layers
7.5, 4.7, 14.3, 36.7,

6.4, 12.6, 5.2
255 196
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4. AC winding losses in high-speed PM machines

the latter is computed solely with strand resistances and currents, that is, it accounts for the DC
and unequal sharing losses only. The difference between these two values are losses due to strand
level skin and proximity effects. These induced losses can be eliminated with sufficiently thin
strands or even litz wire, while the losses due to the current imbalance can only be reduced by
altering the layout of the coil. For this reason, the induced losses are not considered further and
the focus lies solely on the current imbalance.

Of the four winding schemes shown, the one labeled ‘Grouped turns’ seems to have a reasonable
strand current distribution, with most strands carrying around 10 A, yet the conduction losses
are 30% higher than the ‘Radial layers’ scheme, which has strand currents ranging from 1 A to
35 A. Given that the ideal strand current is 6.4 A, the ‘Grouped turns’ scheme still has a fairly high
imbalance, but predominantly in the current angles.

The total losses reported in Table 4.2 are high with respect to the volume, but could be cooled with
adequate measures if they would be distributed uniformly. However, in the current imbalanced
situation, local current densities can be in excess of 20 A/mm², leading to unavoidable hot-spots.
The impact on the machine efficiency may also be considered too severe and alternatives are thus
required. To quickly consider many options in a short time, a fast analysis method of the current
distribution is needed, since transient models with many strands are too slow or even impossible
to solve. In the remainder of this section, such a model is proposed and applied to this machine.

4.2.3 Model development

This section presents a fast means to obtain the current distribution computed with (slow)
transient FEM in the previous section.

Circuit based current distribution

From a circuit perspective, the current distribution across the parallel strands depends on the self
and mutual inductance between the strands, the strand resistances and the linked field flux from
e.g. magnets or an excitation winding, i.e.:

u = jωLi+Ri+ jωλexci. (4.1)

Here u, i and λexci are vectors representing the strand voltages, currents and linked excitation
field fluxes, respectively, L is the inductance matrix and R is a diagonal matrix holding the
strand resistances. Note that in this case the vectors have length 21, since each strand of each
phase is individually modeled. Computing L and λexci is the most difficult step. In [76, 78] the
parameters are computed completely analytically. Although such an approach is fast, it requires
simplifications to be made, reducing the accuracy.

The impedance matrix and linked flux can also be computed with FEA. Any desired two or three
dimensional detail can be included, at the cost of computation time. 3D FE models contain-
ing hundredths of individual strands in close proximity are extremely memory intensive, but
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4.2 – Current sharing analysis

multiple simple models each having only one strand can provide the same answer by using the
superposition principle.

The flux linked with a turn can be computed by using a line integral of the tangential magnetic
vector potential (MVP) along the path of that turn. That is,

λi =
∮

li

At dli (4.2)

where λi , li and At are the flux linked with turn i , the path of turn i and the tangential MVP,
respectively. This is valid only when the average At in each perpendicular cross section of a
conductor is sufficiently constant, which implies that the strands must be thinner than the skin
depth. An advantage of this approach is that the strands where the flux is to be determined do not
need to be present in the modeled geometry, significantly reducing the mesh complexity. Also
note that this approach is equally applicable to distributed and concentrated windings and that
any end-winding shape can be analyzed.

Summarizing, the following approach can be used to predict the current distribution:

1. Solve the machine model with only the excitation field present and compute the fluxes
linked to all strands.

2. Either with static or time-harmonic simulations, compute the inductance matrix as follows:

(a) In a model containing all strands, assign a current to one strand and compute all
linked fluxes. Repeat for each strand.

(b) Alternatively, solve a model containing one current carrying strand and extract all
linked fluxes. Repeat for all other strands. In this case the modeled slots are largely
empty, significantly reducing the mesh complexity.

3. Form the circuit equations and solve.

Parameter considerations

It may not be necessary to include all parameters with the same level of detail. Three main
aspects are now checked for necessity of inclusion, based on 2D analyses, using the winding of
Figure 4.1(a) as benchmark. In all cases the conductors of each phase are tied together at the ends
and each phase is current driven, which is standard in vector controlled machines.

DC versus AC impedance matrix In practical machines the impedance matrix depends on
frequency. Induced currents in the copper and iron parts increase the effective resistance and
reduce the effective inductance at higher frequencies. To consider the significance of these effects,
an impedance matrix is extracted from both a static simulation and a time-harmonic simulation
at the rated frequency. For reference, the static inductance matrix is shown in Table 4.3. Note
the large differences in both self and mutual inductance between the strands: strands 6 and 7,
which lie near the bottom of the slot, have a 60% higher self inductance than strand 1, which lies
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4. AC winding losses in high-speed PM machines

Table 4.3 Inductance matrix (µH) for the winding in Figure 4.1(a)

Strand →
1 2 3 4 5 6 7

←
St

ra
n

d 1 5.10 5.22 5.03 5.01 4.91 4.94 4.90
2 6.13 5.74 5.85 5.56 5.67 5.54
3 6.27 6.26 6.11 6.15 6.05
4 7.25 6.65 7.10 6.72
5 7.08 6.97 7.04
6 8.22 7.54
7 7.97

Table 4.4 Winding properties and strand currents computed with different parameters

Strand currents under nominal load current (A) No-load currents

St
ra

n
d

Linked flux
(mWb)

Transient
FEM

With DC
Z -matrix

With AC
Z -matrix

One
phase

Without
field

Transient
FEM

With AC
Z -matrix

1 1.805 42.55 43.88 43.75 37.49 43.80 2.52 2.64

2 1.808 11.60 14.05 14.05 12.54 14.86 0.83 0.82

3 1.813 7.23 7.87 7.90 8.05 4.96 2.98 3.14

4 1.812 3.58 4.44 4.45 4.40 3.64 0.72 0.81

5 1.814 2.45 2.27 2.28 4.94 1.28 1.50 1.60

6 1.812 0.76 1.40 1.41 1.38 0.57 0.81 0.91

7 1.813 1.19 1.04 1.04 2.45 1.05 0.20 0.22

at the top of the slot. Next, the current distribution is computed for both cases and the results are
presented in Table 4.4 for a winding with seven strands. Also included are the currents computed
with a full transient FEM simulation, which serve as baseline.

A small discrepancy exists between the currents computed with the transient FE model and those
computed with the impedance matrices, even though the same FE model was used to obtain
the impedance matrices. The AC-inductance matrix should better capture the behavior of the
transient FE model, but the underlying behavior of the transient model is more complex and
the accuracy is not significantly improved. The currents computed with both the AC and DC
impedance matrices are generally within 10% of the FE-predicted currents. This also holds for
windings with a different number of parallel strands.

Inclusion of neighboring phases Throughout this work it is assumed that all phases are wound
identically, that the mutual coupling between all phases is identical and that the machine is
perfectly symmetrical. It then suffices to only excite the coils of phase A and duplicate the results
to other phases to form the full inductance matrix. Completely neglecting the mutual coupling

64



4.2 – Current sharing analysis

between the phases could however further reduce the computation complexity.

To determine the feasibility of this assumption, the strand currents are computed based solely on
the circuit of a single phase coil and the results are also included in Table 4.4. The deviation from
the FE results is in this case more severe and it is recommended to always solve the full system
including all phases.

Inclusion of excitation flux Although certainly relevant from a global circuit perspective, the
effect of the excitation flux may not be as relevant on the current distribution. More specifically, if
the relative differences in inductance are larger than the relative differences in linked field flux,
the linked flux simply induces a total voltage across the winding, without influencing the current
distribution.

To verify this assumption, the current distribution is again computed, now setting the excitation
flux to zero in the circuit equations, and the results are again given in Table 4.4. The predicted
distribution still agrees with the baseline FE results. This assumption is further supported by the
linked fluxes and self inductance; the variation in PM flux linked with the strands is only 0.5%
(see Table 4.4) while the variation in self and mutual inductance between the strands is over 50%
(Table 4.3).

This further implies that circulating currents will pose no problem. The last two columns of
Table 4.4 show the no-load strand currents and the magnitude is indeed insignificant compared
to the loaded currents. Also observe the close match between the transient FE and impedance
based results for this load case.

Summary of the proposed model

This section presented a simple modeling approach to determine the strand currents in the case
of parallel strands. Some conclusions are

• Basing the calculations on the DC or AC impedance matrix gives similar results.

• The mutual coupling between phases should be included for the highest accuracy. If
the phases are wound identically, the results can be copied between the phases and no
additional simulations are required.

• Field flux can be ignored. The variation in linked flux between the conductors is typically
far smaller than the variation in inductance. This also implies that there are no significant
circulating currents.

4.2.4 Experimental validation

The proposed method is now to be verified on a test stator. The previous section concluded that
the field flux can be ignored, which implies that a stationary test setup without rotor is justified.
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4. AC winding losses in high-speed PM machines

It was also concluded that in a three phase system, all phases should be considered in the
calculations. However, only one phase will be tested and modeled to minimize the experimental
complexity. Since this is an intrinsically one phase system and will be modeled as such, there are
no consequences.

These considerations led to the creation of a stator with a single wound tooth. To this end, the
windings and short circuit rings were removed from a 50 mm long single phase shaded pole
induction machine stator with 0.65 mm thick laminations, and the stator was rewound with
nine five-turn coils of 1.5 mm diameter copper, as depicted in Figure 4.2(a). A FE model of this
setup was created, with the strand assignment shown in Figure 4.2(b). A 3D model is depicted
in Figure 4.2(c). Such a model is too complex to solve directly and 45 models with one current
carrying turn were solved instead. In models with only one strand, computing an AC impedance
matrix would not reflect the actual situation, since induced currents in other strands are not
included. However, as shown in the previous section, the DC impedance matrix may be used
without penalty.

In the models with only one strand present, the mesh is coarser in the slots than it would be if all
strands are included, and as a result the accuracy is slightly reduced. A measure of the accuracy
is the symmetry of the computed inductance matrix, which should be symmetrical. For the
validation model, the average deviation between two symmetrical components is 0.01%, which
indicates that the numerical accuracy poses no problem.

The modeled inductances are frequency independent, while in reality inductance reduces at
high frequencies, or the winding even behaves capacitive due to parasitic capacitances. Hence,
an error between the expected and measured current distribution is to be expected at high
frequencies. To estimate the frequency at which this deviation starts to occur, the impedance of
the coils is measured with an impedance analyzer (HP 4294A with fixture 16047E). The length
of the connection leads is 10 cm, which is negligible compared to the actual coil length. The
current magnitude used in such a measurement will not saturate the iron, but since linear iron is
assumed throughout all computations and measurements, this is acceptable. Figure 4.3 shows
the result of such a measurement where coil A was excited. Since each coil consists of the same
number of turns and mutual coupling is never perfect, the self inductance will always have a
larger magnitude than the mutual inductances. Although there is no definite region of constant
inductance (which is not uncommon in machines), the measured inductance starts to reduce
noticeably above 2 kHz and the predicted current distribution may start to deviate significantly.

Next, the actual current distribution is measured by exciting the parallel coils with a current and
measuring the individual strand currents with current probes (Yokogawa 701929) and an oscillo-
scope. The total current is measured as well and provides a reference for the relative magnitude
and phase of the individual strand currents. Figure 4.4 shows a schematic representation of the
setup. At the connection side the conductors were slightly separated to allow access of the probes,
as shown in Figure 4.2(d). The effect of the parasitic impedance of the current probes (0.3 µH) and
the bends in the strands was found to be negligible. A total peak current of 8 A was used, keeping
the iron well out of saturation.
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Figure 4.2 Models and setup used for the validation test.
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Figure 4.3 Measured self and mutual inductance with coil A excited. Parasitic effects start to reduce
the inductance above 2 kHz.

Figure 4.4 Schematic representation of the measurement setup. The actual setup has nine parallel
coils.

68



4.2 – Current sharing analysis

100 1k 10k
0

0.1

0.2

0.3

0.4

0.5

0.6

Frequency (Hz)

F
ra

ct
io

n
 o

f 
to

ta
l 

cu
rr

en
t

 

 

Measured

Predicted

Figure 4.5 Measured (solid) and predicted current distribution for five of the nine strands.

The measured and simulated current distributions versus frequency are presented in Figures. 4.5
and 4.6. Only the five most current carrying strands are shown for clarity. At low frequencies the
resistance of the conductors determines the distribution, and most strands carry approximately
the same current. With increasing frequency, the inductive part of the impedance becomes
significant and dictates the current distribution.

Figure 4.7 shows the relative error for the five strands of Figure 4.5 and the combined error for
all strands, weighted by the strand currents. The predicted distribution matches the measured
distribution generally within 15–20%, even for frequencies near 10 kHz, where the actual induc-
tance starts to deviate from the computed inductance. The largest error occurs with the strands
carrying the least current, which is not important from a loss perspective. In fact, the combined
error weighted by the square of the strand currents never exceeds 15%. Note that some strands
indeed carry a factor ten more current than others at high frequencies, as predicted in earlier
transient simulations, which are therefore deemed credible.

4.2.5 Effect of strand twisting

The proposed method is now demonstrated by analyzing the effect of a single 360° twist of each
turn along the stack length. Twisting or conductor displacements are common and proven
technologies to equalize imbalances. Such a winding requires a 3D approach for a correct analysis
and numerically analyzing such a layout is infeasible with a direct approach, where the full
machine geometry is modeled.
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Figure 4.6 Measured (solid) and predicted current-angle distribution.
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Figure 4.7 Relative error of the predicted currents in Figure 4.5, and the weighted relative error for
all nine strands.

Model creation and solving

Twisting the strands introduces complexities in both the manufacturing and modeling of the
windings. For simplicity, five circular bundles are assumed and sized such to exactly fill the slot.
Within each bundle various conductor sizes and layout options were considered, leading to the
selection of 0.84 mm diameter strands in a 1-6-11 arrangement, as shown in Figure 4.8. The
resulting copper fill factor is 36%. By forcing the bundles in the slot, a higher fill factor may
be obtained in reality, but the strand shapes become highly irregular and creating the models
becomes tedious.
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Figure 4.8 Cross-sectional view of a slot-side containing five 18-strand bundles. Each color repre-
sents the same conductor.

Figure 4.9 shows a 3D impression of the resulting five turn winding with 18 parallel strands per
bundle. Directly solving such a model is deemed impossible and only one strand is actually
modeled at a time (thus requiring 90 simple models), as shown in Figure 4.10. This greatly reduces
the memory requirements. Circumferential symmetry is exploited to further reduce the problem
size. The models typically had 3.5 million degrees of freedom, and solving all models took 24 hours
on a 4 core desktop pc. A rather fine mesh was used to ensure accurate results; the same results
could be obtained in less time with a more carefully selected mesh size.

Results

After solving all models, the fluxes linked to each turn and strand are merged and duplicated
between the phases to form the full 54×54 inductance matrix, the strand resistances are computed
and the circuit equations are solved. The resulting current distribution as function of frequency is
shown in Figure 4.11, along with the distribution for the straight winding layout from Figure 4.1(a).

The effect on the current equalization is obvious; the currents start to diverge from the DC
distribution only after 1 kHz for the twisted winding, while for the straight coils this occurs already
at 80 Hz. Inspecting the results more closely reveals that the currents in the seven inner strands go
to zero for high frequencies, as expected due to the bundle level skin effect. At the rated frequency
for the target design, 2.67 kHz, the worst and average strand current deviations from the DC
distribution are 38% and 4.4%, respectively. At this frequency the conduction copper losses are
79 W, while with a DC current distribution they are 71 W, an acceptable increase and still lower
than the 200 W computed for the straight windings.

This result shows that for low voltage high-speed machines strand twisting will be necessary, but
a single twist per stack length suffices. The impact of this on the manufacturing process of the
windings is however considerable. Moreover, the reduction in fill factor may reduce the low speed
high torque performance of machines in e.g. electric vehicles. All in all, the results indicate that in
low voltage machines the windings should receive special attention early in the design.
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Figure 4.9 Depiction of the full 3D model,
showing five 19-strand bundles twisted 360°
inside the slot.

Figure 4.10 Example solved single strand
model with exaggerated strand twisting.
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Figure 4.11 Strand currents as function of frequency for one straight and one twisted winding.
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Additional observations

Having determined the 2D and 3D inductance matrices for both twisted and non-twisted windings,
a few perhaps interesting observations can be made.

For a non-twisted layout, the self inductance of each coil increases for the machine considered
by some 20–22% due to the end-windings. The mutual inductance between parallel coils on the
same tooth increases slightly less; 18–20%. The mutual inductance between coils of neighboring
phases increases by only 6–10%. As a result, the end-windings will act to equalize the current
distribution across the strands. However, the extent of this effect is insignificant and cannot
be seen as a method to equalize the strand currents, unless an unrealistically short machine is
considered.

4.3 Loss reduction techniques

The goal of this section is to summarize winding loss reduction methods and numerically compare
the benefits. The focus lies on small high-speed machines.

4.3.1 Background

The additional winding losses due to skin and proximity effects have been known since machines
are widely being used [79]. Various models to compute these losses have been proposed and
applied to show, for instance, the effects of segmentation [80], tooth tip shape [55], parallel strands
[76], PWM [57], or the use of foil windings [81].

Using litz wire is a well known strategy from high frequency transformer design and is sometimes
also applied to machines. When using litz wire the number of strands and bundles still needs to
be determined. The individual strands should be no thicker than necessary as the effective copper
area decreases with decreasing strand diameter due to the space required for the insulation. For
high-frequency transformers approaches to determine the optimum are presented in [68, 82].
High frequency magnetic components are mostly designed with no or small airgaps and, as a
result, have little leakage field inside the slot. The results obtained are then not directly applicable
to machines.

Most examples found in literature concern single cases, obscuring the exact benefits and draw-
backs of the measures. The aim of this section is to provide more insight into the problem of
eddy current loss reduction methods in high-speed PM machines by systematically analyzing the
consequences of using parallel strands, a reduced slot filling or slot size, or an increased fill factor.
A high-speed fractional pitch concentrated non-overlapping winding machine is used as example
and analyzed with 2D finite element (FE) analysis.
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Table 4.5 Machine properties

Property Value

Rated power 10 kW

Rated speed 36,000 RPM

Poles 6

Turns/tooth 18

Copper losses 33 W (in-slot)

Iron losses 83 W

Dimensions

Outer radius: 70 mm

Yoke thickness: 12 mm

Slot height: 23 mm

Tooth width: 12.3 mm

Stack length: 41 mm

Tooth tip height: 1.2 mm

Tooth tip span: 75%

Figure 4.12 Cross section of the basic machine.

4.3.2 Example machine

This section presents the SPM machine that will be analyzed. Table 4.5 gives the basic specifica-
tions and Figure 4.12 shows a cross section. The rotational speed and power level are those of e.g.
an auxiliary generator for a gas turbine. The electrical frequency was deliberately chosen fairly
high (1.8 kHz) to enhance eddy current losses in the winding, but it is not unrealistically high.

The initial machine is assumed to have perfect litz wires, and the copper losses are computed with
a fill factor of 30%. This gives rise to 33 W of copper losses inside the slots. Only the in-slot copper
losses are considered, because the magnetic field strength inside the slots is higher than in the
end-windings, leading to far stronger pronounced loss effects [83]. In addition, the losses inside
the end-windings can be neglected compared to the in-slot part for longer machines, especially
for machines with tooth-coil windings.

The following sections aim to find design modifications that allow regular solid strands, placed
inside the slots without twisting, to be used. This enables a cost reduction and an increased fill
factor.

4.3.3 Analytical models

The strand level AC copper losses can also be computed analytically, as is demonstrated in e.g.
[55, 76]. The difficulty with analytical modeling is to obtain the distribution of the magnetic field
inside the slots. FE modeling does not suffer from this drawback, but creating and solving models
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with a large number of strands inside the slots can take a long time. Also, rotor motion cannot be
accounted for with standard time-harmonic models, and transient or multiple specially prepared
time-harmonic models are required instead [60].

An intermediate solution is to use FE models with bulk strand domains to compute the magnetic
field inside the slots and compute the AC copper losses afterwards. This allows a quick evaluation
of the AC losses for various strand dimensions and slot fill styles. It also allows AC losses to be
accounted for in automated FE-based optimization strategies, where on the one hand the FE
models should be as simple as possible, while on the other hand all loss mechanisms should be
taken into account.

In the field of high-frequency magnetic components, much research exists on AC losses in wind-
ings. The induced losses inside a strand subjected to an external magnetic field He are for instance
given by [66]:

Pstr = ρl Ĥ 2Ds with Ds = 2πRe

{

αr I1(αr )

I0(αr )

}

(4.3)

where Pstr is the power in one strand, ρ the resistivity, l the length, Ĥ the peak of the magnetic

field, α= 1+ jp
2ρ

p
ωµ, r the radius of the strand and I0 and I1 are modified Bessel functions.

To demonstrate the applicability of such an approach, the AC copper losses were computed with
a FE model containing the individual strands and using eq. (4.3) together with a simpler FE model.
Figure 4.13 shows a strand layout inside the slot along with the losses for each strand, computed
in the two ways. A close match can be observed. The asymmetry between the slot sides is the
result of the selected load angle. The total analytically computed losses are 11% less than the
FEM predicted losses. Although this is a close match, FEM will be used to calculated strand level
proximity losses throughout the rest of this chapter for maximum accuracy.
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Figure 4.13 Individual average strand losses computed semi-analytically (top, black) and with
transient FEM (bottom, red). Total losses: FEM: 5.08 W, Analytical: 4.54 W.

4.3.4 Loss reduction mechanisms

This section considers the effects of the proposed loss reduction schemes.

Parallel strands

If the diameter of a single strand is close to the skin depth, employing several thinner strands in
parallel may sufficiently reduce the additional losses. Two disadvantages of using parallel strands
are increased manufacturing complexity and an uneven current distribution across the stands.
Advantages over pre-fabricated litz wire are a higher fill factor and reduced cost.

The uneven current sharing among the strands has two causes as pointed out in the previous
section: circulating currents, which are the result of imbalances in the linked field flux; and varia-
tions in mutual coupling between the parallel strands, which depend on the winding geometry
and cause the imposed current to distribute unevenly. For small machines the differences in the
inductance matrix are greater than those in the linked field flux and circulating currents present
no significant problem. To minimize both effects, the impedance of all strands should be as
similar as possible, which can be achieved by placing each strand in various positions inside the
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Figure 4.14 Four slot fill schemes with 18 turns and an increasing number of parallel strands.

slot. Twisting the bundle of strands was shown to be a very effective method, but reduces the fill
factor. This section considers the case where the strands are placed in the slot without twisting,
which allows high fill factors to be obtained and can be analyzed with 2D computations. The best
averaging of the impedances can in this case be obtained by winding all strands simultaneously,
as shown in Figure 4.14, where the slot layouts for increasing numbers of strands are shown.

The strand arrangements of Figure 4.14 are analyzed with transient FEA to consider both the
induced losses and the current imbalance. Each case is analyzed with the same number of turns
(here: 18) and total phase current. In the FE models the total phase current is imposed on the
windings and the individual strand currents are added as a degree of freedom, allowing for an
uneven current distribution across the strands to exist, as well as circulating currents. The average
induced voltage and resistive voltage drop across each strand are used in the formulation of the
parallel connection, which is only valid if the single strands are thinner than the skin depth.

Figure 4.15 shows the ratio of AC to DC copper losses across the operating range of the machines.
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Figure 4.15 Computed ratios of AC to DC copper losses for increasing numbers of parallel strands.

Without parallel strands the total copper losses at full speed are 13 times the DC losses. Introduc-
ing parallel strands reduces this, although with diminishing returns. For the case with six strands,
the AC losses are still 3.4 times the DC losses, which amounts to 64 W. This is still 193% of the
baseline litz design.

The increased losses are partly due to an imbalance among the strand currents, caused by dif-
ferences in mutual and self inductance of the individual turns, and partially due to strand level
eddy current losses. Table 4.6 shows the strand current deviation from DC at nominal speed. With
six strands, the imbalance alone gives rise to a 1.58 times loss increase. This table also shows
that large variations between different numbers of parallel strands exist as a result of differences
in slot filling. This implies that a high number of parallel strands is unattractive, because small
differences in strand placement lead to large loss variations.

To further demonstrate the effect of current imbalance, the current distributions are computed for
various winding styles and parallel strand numbers, each having 48 strands inside the slot. 48 was
selected because it allows many integer divisions, so that many parallel strand combinations can
be considered. Table 4.7 shows the computed loss increases solely due to current imbalance. Even
with three parallel strands, a fivefold increase may result, while the worst case exceeds 12 times.
The winding style denoted ‘Grouped turns, tang layers’ has the lowest loss increase factor and is
the one used for the windings in Figure 4.14.

Looking at Table 4.7, it appears that using 12 turns with four parallel strands is still feasible (loss
ratio 1.4), while using 8 turns with six parallel strands is not (loss ratio 4). Considering also the
results from Table 4.6, a safe initial rule-of-thumb for the maximum number of parallel strands
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Table 4.6 Relative strand current deviations from the ideal DC distribution and resulting loss
increase

Number of
strands

Strand current deviation
from ideal (%)

Additional
losses (%)

1 0 0

2 -2 +6 5

3 +103 -1 +30 126

4 +44 +3 +8 +22 45

5 +126 +45 -3 -3 +50 128

6 +2 +4 +33 +16 +4 +78 58

Table 4.7 Loss increase factors due to unbalanced currents for four winding schemes (all with 48
strands per tooth).

fill
type

Parallel strands

2 3 4 6 8 12 16 24 48

Grouped cond., random (Fig. 4.1(a)) 3.2 4.4 4.7 6.3 6.2 7.6 8.1 8.6 9.0

Grouped turns, random (4.1(b)) 2.9 5.0 7.1 9.8 8.7 10.0 10.6 10.8 9.0

Grouped turns, tang layers (4.14) 1.3 1.7 1.4 4.0 6.7 5.2 6.9 12.6 9.0

Grouped cond., tang layers (4.1(d)) 2.8 6.5 6.8 6.3 7.6 8.1 8.5 9.1 9.0

when not using equalization methods, would be to use at most half the number of turns as
number of parallel strands.

Partially filled slots

With semi-closed slots, most leakage flux exists near the slot opening. In addition, a part of the PM
flux also leaks close to the slot opening. By using only the rear side of the slot, the total losses may
then be reduced, despite a decrease in slot fill factor. Moreover, to maintain the same number
of turns, thinner strands will be required, further reducing the AC losses. For machines which
require transient high-torque operation, such as machines in electric vehicles, this measure may
not be attractive as the thermal capacity of the windings is reduced.

The main benefit of this solution is the reduction of the production cost, since less material is
required, and regular round enameled wires and simple automatic winding techniques can be
used.

The shape of the tooth tips greatly affects the field distribution near the slot opening and therefore
also the AC copper losses. The effect of the main tooth tip dimensions, the span and height, on
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4. AC winding losses in high-speed PM machines

(a) 0 mm (b) 5 mm

(c) 10 mm (d) 15 mm

Figure 4.16 Slot fill schemes with additional air near the slot opening. They are created by moving
a virtual line, which runs parallel to the strand sides, gradually to the right. The height of the tooth is
22 mm.

the copper losses is demonstrated in e.g. [55]. Besides the copper losses, the span of the tooth
tips also affects other machine parameters, such as cogging torque or inductance and is therefore
kept constant in this analysis. The height of the tips can be changed with less consequences and
the effect on the winding losses will be considered.

Figure 4.16 shows several strand arrangements with increasing distance to the slot opening. Both
fixed and variable height tooth tips are indicated. In each case the winding has 18 turns with
two parallel strands, thus keeping the voltage rating constant. The previous sections showed
that two parallel strands pose no problem for the current sharing, while still reducing the losses
significantly. To accommodate the same number of strands, the strand diameter is gradually
reduced.

Figure 4.17 shows the resulting AC and DC copper losses, computed with transient FEA. For small
distances away from the slot-opening, the decrease of the induced losses is greater than increase
in DC losses, and it is beneficial to not fill the complete slot. The optimum lies near 11 mm, when
only half the slot is filled. Increasing the tooth tip height along with the strands can be seen to
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Figure 4.17 DC only and total losses as function of extra slot clearing.

result in slightly lower AC losses, but the difference is negligible. At the height with the lowest
combined losses, the total losses are about 50 W, which still equals 1.5 times the losses with ideal
litz wire.

Effect of strand shape and fill factor

In an attempt to increase the fill factor, a coil with circular strands may be compressed, leading to
a hexagonal cross-section [84]. Rectangular wires may also be used to obtain a high fill factor. The
effect of these strand shapes on the losses is analyzed in this section.

Five cases are considered:

• A winding with circular strands as reference, with a fill factor of about 55%.

• Two windings with hexagonal strands, one having the same total cross-sectional copper
area as the reference case and one having a maximized cross-section with a minimum space
between the conductors of 50 µm. In the latter case the fill factor was in the order of 75%.

• Two windings with square strands, but otherwise identical the hexagonal case.

For each case the number of strands was varied between 18 and 108. Figure 4.18 shows how the
strands are placed inside the slots and the current distribution inside the strands for a strand
cross-sectional area of 2 mm².

81



4. AC winding losses in high-speed PM machines

(a) circular

(b) hexagonal (c) square

Figure 4.18 Current densities in the strands under full load.
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Figure 4.19 DC losses for windings with circular, square and hexagonal shape.

Figures. 4.19 and 4.20 show the DC and AC losses for the analyzed strands. The DC losses are
obviously identical for strands with identical surface area, while for the maximum fill windings
the DC losses are up to 20% less. The AC losses in strands with the same area are virtually identical.
That is, using hexagonal or square strands instead of circular strands does not increase the losses.
However, in windings with a high fill factor the AC losses are consistently 20 W larger than in the
lower fill factor counterparts.

This shows that in a case where the AC losses form a substantial part of the copper losses, maxi-
mizing the fill factor is not immediately beneficial. To still benefit from a larger fill factor, design
modifications as proposed in the other sections will be required.

Decreasing the slot size

The previous sections showed that maximally filling the slot with windings may result in higher
copper losses. Instead of partially filling the slot, the total losses can perhaps also be reduced
by using narrower slots. An added benefit of wider teeth is a lower thermal resistance from the
windings to the stator, allowing a higher current density. To investigate this assumption, this
section considers the effect of tooth width on the copper and iron losses.

Narrowing the slots causes in two opposing effects on the induced copper losses: on the one hand,
the strand diameter has to be reduced to fit the same number of turns in the slot, thus reducing
the losses, while on the other hand the magnetic field strenght inside a narrower slot increases,
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Figure 4.20 AC losses for windings with circular, square and hexagonal shape.

thereby increasing the losses. Apart from this, the DC losses will logically increase while the iron
losses will decrease. The key question is whether there is a benefit in terms of total losses.

Figure 4.21 shows various loss components as function of tooth width. Two fill cases were
considered: one where the entire slot was filled and one where, for each tooth width separately,
the fill height of the slot was chosen to give the minimum total copper losses. About 70% of the
slot height was typically filled in the second case, which slightly increases for narrower slots. Forty
series-connected turns were considered, so that no uneven distribution between parallel strands
can occur.

Considering the total copper losses, a small reduction can be observed for the fully filled slot case;
from 110 W for a narrow tooth to 80 W for a wide tooth. In the optimally filled slot case, the total
losses show a slight increase, from 40 to 55 W. This result shows that the effects of changing the
tooth width on the total copper losses is small compared to the other methods.

The copper losses in the best case are still 50 W; 17 W more than the baseline design. Compared
to that same design, the iron losses are however reduced by 15 W, giving this design a similar
efficiency at full load and reduced no-load losses.

4.3.5 All methods combined

To demonstrate the benefits of combining the proposed methods, a final design incorporating all
modifications is created. A tooth width of 16 mm was selected and only the lower 12 mm of the
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Figure 4.21 Loss components as function of tooth width.

slot was used to place 5 parallel strands. Figure 4.22 shows this machine and the strand placement.
The strand diameter is 0.97 mm and the total copper area per slot-side is 66 mm², with a local fill
factor of 62%. The baseline design presented in section 4.3.2 has an almost identical copper area
(65 mm²), but a fill factor of only 30%. The performance of the new design will therefore be better
at low frequencies.

The total in-slot copper losses are 46 W, which is 1.4 times the DC losses, of which 1.09 times due
to current unbalance. Compared to the baseline design, iron losses are reduced by 13 W, which
exactly equals the increase in copper losses. In the end, this new design with solid non-twisted
strands offers similar full load performance and reduced no-load losses compared to the initial
design. This shows that it is not always necessary to use litz wires in high-speed machines, as long
as appropriate measures are taken.
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Figure 4.22 Cross section and strand placement of the final design.

4.4 Conclusion

This chapter focussed on winding losses in low-voltage high-speed machines. The need for very
few turns in combination with a high electrical frequency is problematic for the AC copper losses.
Using litz wire may provide a solution, but suffers from a somewhat poorer fill factor. Discrete
parallel strands may be used as an alternative, but this solution is susceptible to bundle level skin
effects (‘discrete skin effect’).

A simple approach was presented to predict the current distribution across parallel strands in
low voltage high-speed machines by using the inductance matrix obtained from FE simulations.
Basic experiments were performed to confirm the modeling method. The use of two or three
dimensional FE analysis requires little set up time and allows any desired detail to be included,
trading run time for simplicity. Any distributed or concentrated winding style can be considered,
including strand displacements or twisting. Using the method it was demonstrated that including
a 360° twist per stack length very effectively equalizes the strand currents, reducing the copper
losses from 200 W for a non-twisted winding to 79 W. The example further indicated that the
current imbalance is the result of variations in the mutual inductance between the strands, and
that circulating currents pose no problem, because the linked field flux shows far less variation.

After having demonstrated the correctness of the strand level FE models, a number of more
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general loss reduction methods were compared, starting from a baseline design using litz wire.
Considered were the use of parallel strands, partially filling the slot and changing the tooth width.
Of these, the most promising technique is to only partially fill the slots in radial direction. In the
example case, filling only the lower half of the slots limits the copper losses to 150% of those with
ideal litz wire. Although this is not interesting when a high efficiency is essential, this approach
can be cheaper and has a lower thermal resistivity from the winding core to the ambient than
litz wire. When using parallel strands the best case losses were 193% of the ideal winding losses.
However, compared to partially filling the slots, this approach gives a better total fill factor and
hence a larger thermal capacity and lower DC losses, which are beneficial for sustained low-speed
or transient operation modes. The benefits of this approach diminish for larger numbers of
parallel strands due to an increasing current imbalance across the strands. A rough rule of thumb
to avoid problems with an uneven current distribution across non-twisted parallel strands, is to
keep the number of parallel strands below half the number of turns. For example, with ten turns,
no more than five parallel strands should be used. Lastly, using wider teeth hardly changes the
copper losses, but does lower the iron losses and can bring a small benefit in this way.

Techniques to maximize the fill factor are of limited use if they are not combined with the other
methods considered here, because the increased strand area gives rise to more AC copper losses. If
however all of the proposed methods are combined, a design results that has similar performance
as the baseline design with litz wires. This shows that solid copper strands, wound without
twisting or displacements, can be used in high-speed machines.

Lastly, this chapter only considered the losses at the fundamental frequency, neglecting any time-
harmonics in the phase currents. Considering that high-performance machines are commonly
driven by an inverter, the effect of time-harmonics should be given some consideration. This is
further motivated by the results from Figure 4.11, which shows that even with twisted windings, the
strand currents start to diverge above a few kHz. Therefore, the consequences of time-harmonics
in the phase currents are given further consideration in Chapter 6.
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CHAPTER 5

Inter-turn faults –

modeling, detection and consequences

In fail-safe and fault-tolerant applications, a thorough understanding of all possible faults is

necessary to minimize the risk of those faults occurring. Some faults cannot be intrinsically

avoided by proper design and additional measures are needed to reduce the consequences if

those faults occur. Turn-to-turn or inter-turn short circuits in PM machines are an example of

such faults. Even though the use of heavy grade multi-layer insulation materials can reduce

the likelihood of a turn-to-turn short circuit, this may not suffice and fault detection and

mitigation systems will be needed.

This chapter is a detailed study of turn-to-turn faults. Starting with a modeling and analysis

section, the consequences of various fault types and turn-turn combinations are considered.

The fault currents, losses and other properties are computed for an idealized or complete

drive system, allowing the severity of various faults to be compared. Next, a short series of

experiments is performed to determine the failure mode and behavior of electrical coils. Finally,

a fault detector concept is presented, demonstrated with the models from the earlier sections,

and validated with lab experiments on two different machines.

Based on

• M. van der Geest, H. Polinder, J. A. Ferreira, A. Veltman, J. J. Wolmarans, and N. Tsiara,
“Analysis and Neutral Voltage Based Detection of Inter-Turn Faults in High-Speed
Permanent Magnet Machines with Parallel Strands,” IEEE Trans. Ind. Electron., vol. 62,
no. 6, pp. 3862–3873, Jun. 2015; and

• M. van der Geest, H. Polinder, and J. A. Ferreira, “Short-circuit faults in high-speed
pm machines with parallel strands and coils,” in Int. Conf. Power Electron. Machines

Drives (PEMD), 2014; and

• M. van der Geest, H. Polinder, and J. A. Ferreira, “Experimental determination of stator
winding failure behavior,” in 16th European Conf. Power Electron. Appl. (EPE-ECCE

Europe), 2014.
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5.1 Introduction

Electrical drives in safety critical applications, such as those in automotive or aerospace systems,
should exhibit a high system availability. One approach to achieve a high availability is to design
for a high reliability of the individual components that make up a system by using overrating.
Examples are employing a higher grade winding insulation material than strictly necessary, or
over-dimensioning the cooling system. In addition to, or as an alternative to overrating, a system
can be made fault-tolerant. A fault-tolerant system can continue to (partially) function in the
presence of faults. To achieve this, possible failure modes are identified and the design is adapted
to handle such faults. Aerospace drive systems are a clear example of fault-tolerant systems. In
these systems, both the electrical machine and the inverter can be implemented as multiple
isolated and independent single or three phase subsystems [85–87]. By ensuring a complete
thermal, magnetic and electrical isolation between those systems, the failure of one subsystem
does not affect other subsystems. Still, when a fault occurs, taking corrective actions can further
reduce post fault risks such as fire hazards; improve performance, such as reducing torque ripple
or power loss; or generally ensure a predictable post-fault state.

A particular problem with PM generators are short circuits, since the magnets cannot be disabled.
Turn-to-turn (inter-turn) short circuits are especially dangerous, because the local short circuit
currents can greatly exceed those caused by terminal short circuits [88], leading to rapid machine
failure. In many fault-tolerant drive systems inter-turn faults are dealt with by designing the
machine to have a one per-unit inductance, leading to a terminal short circuit current equal to the
rated current. After the occurrence and detection of an inter-turn fault, the affected phase is short
circuited at the terminals, ideally reducing the fault current to the nominal value [81, 86, 89, 90].
An alternative approach is to not act after an inter-turn fault and relying on the design to reach a
safe, non-functional steady state.

So, in the development of a fail-safe or fault-tolerant machine, a number of questions must be
answered:

• How large are the expected short circuit currents and how do they affect the total drive
system?

• How does an unmitigated fault evolve? And, strongly related;

• How much time is available to detect a fault?

• How can faults be detected?

• How effectively can a terminal level short circuit suppress the local short circuit currents?

This chapter will address these topics. To this end, models will be created, partially based on the
modeling method described and tested in Chapter 4, and used to estimate the fault currents and
losses for turn-to-turn faults in single strands, between parallel strands and between neighboring
phase coils, with account of the position of the short circuit inside the slot. Contributions are
the level of detail that is considered and the fact that short circuits between parallel strands are
also considered. Next, experiments are performed on coils to determine basic failure behavior,
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providing insight into the failure process of coils. Lastly, a novel fault detector is proposed, which
is simple enough for hardware implementation as an independent observer, but cannot locate or
identify faults. The detection concept is demonstrated with simulations and experiments. The
results presented in this chapter will ultimately improve the understanding of (the detection of)
turn level faults in electrical machines.

All of these items have been addressed in literature in one way or another. What now follows is an
overview of relevant work with regards to modeling, detection and mitigation of faults.

5.1.1 Modeling of short circuits

Short circuits at a turn level can be modeled in various ways, with a tradeoff between simplicity
and level of detail. At the simplest level, the impedances of the healthy and faulty parts of the
winding are computed as a fraction of the total healthy impedance. Although this approach does
not consider the effect of strand shape and position inside the slot, it can be used to quickly
estimate faulted machine performance. For a more detailed analysis, fully analytical methods
[91–93], magnetic equivalent circuits [88, 94, 95], or finite element analysis (FEA) [96–98] can be
used. Analytical models accounting for individual layered turns are described in [78,89], and show
that vertical strip layers can very effectively suppress fault currents, but are prone to proximity
effect losses. Ref. [76] presents a model to compute turn level windings properties with circular
strands, but does not compute fault behavior.

5.1.2 Fault detection

For the detection of short circuits, a large variety of systems has been proposed, differing in
complexity, sensitivity and fault identification abilities [99]. A somewhat older approach is to
compute the negative sequence component of the line currents for voltage fed machines, or the
voltages for current fed machines [100]. Instead of computing the negative sequence component
from the terminal quantities, the zero sequence component may be measured at the neutral
point of the machine, which is simpler and slightly more sensitive [101–103]. Other frequency
components in the synchronous reference frame can also indicate faults, particulary for multi-
phase machines[104]. Applying time-frequency or wavelet methods to the terminal quantities
yields a more sensitive system, but is also computationally intense [105–107]. Nature inspired
methods such as neural networks [108] or ant clustering [109] potentially offer high sensitivity
with limited complexity. Model based fault detection is yet another approach, but requires
extensive knowledge about the machine parameters [97, 110], although Kalman filtering can
improve performance[111].

Many detection methods are passive, using only existing terminal level voltages or currents to
determine the state of the machine. Such a method can be added to an existing drive system with
few modifications, but perhaps the major disadvantage is the dependency of the sensitivity on
motor speed. By injecting excitation signals, faults can be detected even at stand-still [112, 113],
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5. Inter-turn faults – modeling, detection and consequences

which is particularly attractive in e.g. electric vehicle applications. Instead of measuring or
injecting signals at the machine terminals, faults can also be detected with search coils, either
internal [114] or external to the machine [115]. Although these methods are invasive, they are
among the most effective approaches.

Ultimately though, the question is not if a method can detect a fault, but if it can detect the fault
fast enough [86].

5.1.3 Fault mitigation

After detection of a fault, corrective actions have to be taken to minimize damage. For non-PM
machines, electrically disconnecting the machine will obviously suffice, but with externally driven
or fault-tolerant PM machines, which need to function in the presence of faults, other actions are
required. A typical approach is to design the machine with a 1 pu phase inductance and short
circuit the affected phase(s) at the machine terminals, ideally limiting the short circuit to the
rated current [85]. Due to leakage flux inside the machine slots, the current equalization is not
perfect and short circuits near the slot opening will maintain a higher than nominal fault current
[89, 116, 117].

An additional choice is the number of phases to be used. The highest level of modularity is
obtained if each phase is individually fed by a full bridge converter. By appropriately driving the
remaining phases, a reduced but ripple free torque may still be obtained in the presence of a
fault. Disadvantages of this approach are that non-standard bridges will be needed, as well as
non-standard vector control during faulted operation. Moreover, since each phase is a single
phase load with pulsating power requirements, filter capacitors may be needed in the converters.
To avoid all of those problems, it can be attractive to utilize multiple independent three phase
lanes [85].

5.2 Modeling of short circuit faults

This section briefly presents the various models that will be used to compute short circuit currents
and estimate fault-detector performance.

5.2.1 Machine

The machine considered is a non-salient surface mounted PM machine, Figure 5.1 shows a cross
section. Intended for aerospace applications, the machine has a 16,000 RPM nominal rotational
speed and an 18 slot 12 pole tooth-coil winding layout. The six coils of each phase are connected in
parallel to meet the voltage constraints, which can lead to circulating currents between the parallel
teeth, especially during short circuits. In addition, each tooth is wound with three parallel solid
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5.2 – Modeling of short circuit faults

Figure 5.1 Field distribution of the considered machine, on a logarithmic scale to emphasize the
distribution inside the slots.

strands (no twisting or displacements) to reduce strand level eddy current losses. This can lead to
unequal current sharing between the strands and allows short circuits between parallel strands to
occur, which needs to be correctly taken into account. Because of the various imbalances that can
exist, it is believed that the usual benefits of modeling the machine in the synchronous dq-frame
are reduced and all models are formulated entirely in the stationary abc-frame.

5.2.2 Circuit

Figure 5.2 shows a part of the circuit that is solved. Each phase consists of t parallel teeth and
each tooth carries a coil with s parallel strands and N turns. The machine is connected in star, but
the modeling approach can also be used for delta connected machines. Each turn is described by
an inductance, a resistance and an electromotive force (emf). The short circuit is applied between
turns na and nb . The values of the self and mutual inductance as well as the emf are obtained
from 3D FEA using Comsol Multiphysics. To minimize computational complexity, each strand is
modeled individually and the linked flux is obtained by post-processing the result as described in
Chapter 4. The three short circuit types that are considered are indicated: 1, a turn-to-turn short
circuit in one strand; 2, a short circuit between two parallel strands around the same tooth; and 3,
a short circuit between neighboring conductors of different phases.

A number of assumptions is made:
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Figure 5.2 Partial machine circuit with parallel strands and teeth, including the following short
circuits:
1: turn-to-turn short circuit in one strand;
2: turn-to-turn between parallel strands;
3: turn-to-turn short circuit between two phases.
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Figure 5.3 Strand and turn locations inside the slot. Blue, red and green turns belong to strands 1,
2 and 3, respectively.

• Only one simultaneous short circuit is considered.

• The external short circuit impedance is described by a resistance with value Rs (in addition
to the turn resistance).

• The temperature (resistance) is held constant and fault propagation is not considered. This
represents a short circuit immediately after it occurred.

• In the FE models, each turn is modeled as a closed loop. That is, the small diagonal
displacements present in an actual winding are ignored.

• The short circuit is assumed to exist, without considering the cause.

• The number of parallel teeth, t , is 6, the number of parallel strands, s, is 3 and turns/tooth
N =49.

• The back-emf is sinusoidal.

• The iron is considered to be linear and constant inductance terms are used, based on the
fact that a short circuit current opposes the inducing flux.

• Eddy current losses in the winding are ignored.

All combinations in terms of start turn and end turn of the fault will be considered. To this end,
the turns are numbered as shown in Figure 5.3. In reality the exact position of each turn can vary
by a few strand diameters, changing the short circuit properties, but this approach still allows
trends to be identified.

5.2.3 Time-harmonic model

Time-harmonic (frequency domain) models at the synchronous frequency with ideal current
source excitation allow a quick estimation of the steady state currents and losses for all short

95



5. Inter-turn faults – modeling, detection and consequences

dq-current

controller
VSI

Turn level

machine model

U*

UI
line

θ
m 

, ω
m

Mech.

load
T

Figure 5.4 Top level transient system model.

circuit combinations of na and nb . The voltage across each turn is given by:

u = Ri+ jωL+e (5.1)

Here, vectors u and i hold the turn voltages and currents, R is the diagonal resistance matrix, L

the self and mutual inductance matrix and e the back-emf vector. By equating the strand voltages
for each phase and imposing a total current for each phase, the strand currents can be solved for.
The losses per turn are then simply obtained from:

pturn = R(i◦ i) (5.2)

5.2.4 Transient models

Simulink models are used to consider transient behavior, the effect of PWM switching and to
model the proposed fault detector. The circuit in Figure 5.2 is re-written to state space form:

di

dt
= L−1(u−Ri−e) (5.3)

and combined with either an ideal voltage source inverter (VSI) or a switching VSI, as shown in
Figure 5.4. The controller is entirely conventional [118]: the measured line currents are converted
to the dq-frame where two PI controllers regulate the dq-currents by adjusting the dq-voltage
references. Feed-forward terms for the back-emf and inductive voltage drops are also added.
These set points are then converted back to the abc-frame. It is assumed that the rotor position is
known to the control system and zero-sequence injection is used to maximize the phase to phase
output voltages.

The ideal VSI is modeled as a perfect linear amplifier between 0 and the DC-link voltage, having
only a delay of 50 µs to somewhat account for the limited bandwidth of an actual power stage,
while the switching inverter switches at 16 kHz. In either case, the DC-link voltage is 500 V.
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5.3 Analysis of short circuit faults

Now, the various short circuit cases will be compared in terms of severity and the time-harmonic
and transient models are compared.

5.3.1 Parametric exploration

Three measures are relevant when considering the faulted copper losses. Firstly, the total losses
are important as they determine the expected braking torque and torque ripple (remember that a
short circuit is a single phase load, and as such will always cause a 100% torque ripple). Secondly,
the maximum losses per turn are relevant because these relate to the localized temperature rise,
which in turn determines the time available for detection of the fault. Lastly, if a terminal short
circuit is used as safety measure in fault-tolerant or fail-safe applications, the per-turn losses
after applying a terminal short circuit are relevant because they indicate how effectively the fault
current can be suppressed. These aspects will now be discussed individually for the three short
circuit cases shown in Figure 5.2.

Single strand short circuit faults

A short circuit inside a single strand is indicated in Figure 5.2 by number 1 and is the most likely
turn-to-turn short circuit to occur in machines with one solid strand.

Figure 5.5(a) shows the total copper losses for this short circuit under nominal load and with a
perfect short circuit (Rs = 0) for all combinations of na and nb , with the short circuit occurring
in strand 1. Refer to Figure 5.3 for the turn and strand numbers. The diagonal in Figure 5.5(a),
na = nb , indicates that only that turn is shorted. All turn combinations are shown, even though a
short circuit will most likely occur for turns directly adjacent to each other inside the slot.

In this example, the maximum total losses are 8 kW and occur for a difference of |na −nb | = 6,
and are largely independent of the location of the short circuit along the length of the coil.
With less turns involved, the turn resistance limits the fault current and a short circuit across
more turns leads to linearly increasing losses. For larger |na −nb |, the inductance becomes the
limiting impedance and both the short circuit current and total losses reduce due to the squared
relationship between inductance and the number of shorted turns. As an indication, the single
turn impedance at the synchronous frequency is 6.8–8 mΩ + j3–5 mΩ.

Figure 5.5(b) shows the maximum losses per turn for all turn-to-turn combinations. For single
turn short circuits, the largest losses are in the range of 1.7—1.9 kW/turn, with current densities
in the range of 0.8–1 kA/mm². The electrical position of the short circuit along the strand again
has little impact on the magnitude of the losses.

To emphasize these numbers, the initial temperature rise of the shorted turn is in the order
of several thousands K/s when assuming adiabatic heating. If a temporary 200 K increase is
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igation action (terminal short circuit)

Figure 5.5 Copper losses in the presence of a single strand turn-to-turn short circuit, versus start
turn and end turn of the short circuit. The axis numbers refer to the turn numbers in Figure 5.3.
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acceptable, the available detection time is in the order of 100 ms, or 160 electrical periods. These
numbers clearly show that assuming a constant resistance will quickly overestimate the faulted
losses. However, the models are still useful to compare all short circuit cases and provide a
rough figure for the available detection time. It should be noted that this specific machine has a
fundamental frequency of 1600 Hz. Since the turn resistance limits the fault current with very
few turns involved, the losses depend on the square of the frequency and in e.g. line-connected
machines the temperature rise rate will be considerably lower.

These losses are partially so large because the healthy and shorted parts of the affected strand
behave as an autotransformer, with the healthy phase coils on the other five teeth acting as an
excitation source, in addition to the PM flux directly linked with the faulted tooth. Therefore, a
few amperes from the healthy coils may induce several tens of amperes in the shorted strands,
depending on which turns are affected. If the inverter is driving current into the machine, this
will even further increase the losses. Note that with a short circuit across nearly all turns (from e.g.
1 to 48 of 49) the losses in the shorted strands are nearly nominal as the inductance is leading in
limiting the fault current magnitude. The other teeth of the same phase will however be short
circuited by the few remaining turns. Because the impedance of a single turn is far smaller than
the impedance of an entire coil, the current is limited by the feeding coils. Hence, increasing the
number of parallel machine sections increases the short circuit losses. With 1, 2, 3 or 4 sections,
the losses are 2, 11, 29 and 55 W/turn, respectively. This should be kept in mind when machines
with a very large number of parallel sections are considered. One solution would be to drive each
section from an individual inverter with independent current control.

Strand-to-strand short circuits

A strand-to-strand short circuit between parallel strands around one tooth is indicated in Fig-
ure 5.2 by number 2. The fault current is driven by a voltage difference between the turns that
come into contact; in an ideal machine, a short circuit between two strands at the same turn does
not lead to any fault current. With this specific fault, the short circuit current forms a closed path
via the terminals and is therefore limited by the resistance and leakage inductance of each turn
encountered. As a result, a short circuit with a turn difference of e.g. five turns will lead to a larger
fault current if it occurs between turns 1 and 6 than between turns 20 and 25. In the latter case
the total losses may be higher though, as more turns carry the fault current.

Figure 5.6(a) shows the total copper losses for all possible turn-turn combinations between the
first two strands. Along the diagonal line na = nb –where the voltage difference between the turns
will be minimal– the losses are indeed near zero. When the difference in turn number |na −nb |
increases, the fault losses increase as well, indicating that the short circuit current is still (partially)
limited by ohmic resistance. The maximum losses are again in the order of 8 kW and occur for
|na −nb | =10–13, but only near the electrical middle of the coil.

Figure 5.6(b) shows the maximum per-turn losses. Note the large differences to Figure 5.5(b).
The largest loss is now 1 kW, about half that of a single strand short circuit, and only occurs for
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Figure 5.6 Copper losses versus start turn and end turn of a short circuit between parallel strands
around one tooth.
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a turn difference of 4–7 turns close to the terminals, which is in line with the explanation given
above. The distribution is highly symmetrical about both diagonals, which indicates that only the
number of affected turns and electrical distance to the terminals determine the faulted losses,
rather than the exact strand that is involved or whether the fault occurs near the neutral or supply
side of the coil.

Phase-to-phase short circuits

A phase-to-phase short circuit is indicated in Figure 5.2 by number 3. Proper manufacturing
techniques can make the likelihood of this short circuit far smaller than the previous two cases,
especially when a single layer fractional pitch tooth-coil winding is employed.

Figure 5.7(a) shows the total copper losses during the fault under rated load. The peak of the total
losses is 7.3 kW; almost identical to both other cases, and occurs for na = nb = 5. When moving
away from the neutral point (increasing n), the total losses decrease strongly. This is caused by
the orientation of the fault current and mutual coupling between consecutive teeth, giving a high
effective inductance.

The losses per turn are shown in Figure 5.7(b). The maximum losses occur for a short circuit
between turn 1 of both phases and are about 1.7 kW. This is more than in the strand-to-strand
case, but less than the turn-to-turn case. All in all, phase-to-phase faults are less severe than short
circuits within in one coil.

Fault mitigation actions

In safety critical applications a machine should not catastrophically fail, or is even required
to continue operating in the presence of faults. Applying a short circuit at the terminals of
the affected phase or machine section is a typical approach to meet this requirement, as this
approximately equalizes the current in all turns [117]. To estimate the effectiveness of this
remedial action for this specific machine, a three phase terminal short circuit was imposed for
the three fault cases considered, with the machine being mechanically driven (generator mode).

Figure 5.5(c) shows the worst per-strand losses remaining in the presence of both a single strand
inter-turn short circuit and a terminal level short circuit. The highest losses are still 86 W/turn for
a short circuit in turn 12, which is a turn located close to the slot-opening, while the average loss is
3 W/turn. Other peaks also occur for short circuits involving strands close to the slot-opening, an
effect also described in [89, 117] for single strand short circuits. The cause is an increased leakage
flux of strands in the slot back and the effect can be reduced by using strip windings, but at the
cost of increased eddy current losses [117]. As an alternative, negative d-axis current exceeding
the short circuit current could be injected [116].

Some imbalance exists for parallel strand short circuits (Figure 5.6(c), max 8 W/turn), but it is
negligible compared to single strand short circuits. This suggests that having multiple parallel
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Figure 5.7 Copper losses versus start turn and end turn of a short circuit between neighboring
phases.
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strands or even litz wire increases the post-fault safety aspect of the machine. Finally, phase-to-
phase short circuits (Figure 5.7(c)) can still induce 45 W/turn if the short circuits occur close to
the terminals.

Summary

Comparing the various short circuits, the following can be said:

• A short circuit between turns of a single strand is the worst case. Without external short
circuit resistance, the initial losses can reach 1.9 kW in a single turn. Moreover, the short
circuit current is not completely equalized after applying a terminal short circuit, especially
for short circuits involving turns close to the slot-opening.

• A turn-to-turn short circuit between parallel strands is less severe: the peak per-strand
losses can reach 1 kW and only occur for specific combinations of shorted turns. In addition,
good current equalization is obtained after applying a terminal short circuit. The maximum
total losses before applying a terminal short circuit are of the same magnitude as a single
strand short circuit, but occur for a larger difference in number of shorted turns. This
implies a larger physical distance between the turns, which reduces the likelihood of a
critical short circuit occurring.

• A turn-to-turn short circuit between neighboring teeth falls between the other two cases in
terms of severity. The total peak losses are again in the order of 7 kW, but occur for far fewer
short circuit combinations. The worst per-strand losses are 1.7 kW and 34 W without and
with a terminal short circuit applied. Because of the medium severity and the fact that this
fault can be prevented comparatively easy with tooth-coil windings, it is not considered
any further.

5.3.2 Number of parallel strands

The baseline machine is designed with three parallel strands as a trade-off between manufactura-
bility, eddy current losses and fill-factor, but the short circuit losses also depend on the number
of parallel strands. This section will consider the effects on the fault losses of using 1–4 parallel
strands. The strand and turn placement in the slot for all strand numbers follows the same pattern
as for the three strand case given in Figure 5.3.

Figure 5.8 shows the worst total and per-turn losses during a single strand short circuit under
nominal load as function of the number of turns shorted (note that the data for the ’3 strands’
lines is a subset of the data in Figures 5.6(a)&(b)). With just a few turns shorted, the short circuit
current will be resistance limited, giving a constant current density. In this case, using less but
thicker strands will cause larger losses. With more turns shorted (the threshold depending on
R and L, in this case about 4–5 turns), the short circuit current becomes inductance limited,
causing a constant current behavior. Now, using less parallel strands becomes a benefit. For this
machine, a peak in the worst total losses occurs for a short circuit with 7–12 turns difference,
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Figure 5.8 Losses as function of shorted turns for different parallel strand numbers and a short
circuit across turns of one strand.

slightly depending on the number of parallel strands. When manufacturing the coils, a close
proximity of turns separated by this distance should be avoided, although that may be difficult in
a layered coil.

As a side note, the ‘suddenly’ increasing losses beyond 26–32 turns in Figure 5.8(b) are the result
of using multiple machine sections connected in parallel. In this case, when a short circuit across
a large fraction of a coil occurs, the short circuit will, through the few remaining ‘healthy’ turns,
short circuit the entire phase. As a consequence, those few remaining turns will carry the short
circuit current from all other phase coils, and have larger per-turn losses than the directly shorted
turns. This could be an argument against using parallel connected phase coils, but do note that
the plot is shown on a logarithmic scale: the worst losses under this condition are still an over
order of magnitude less than those for a short circuit across only a few turns.

The previous analysis is repeated for short circuit between parallel strands in Figure 5.9. In this
case a short circuit across a small number of turns causes far less losses (and even negligible losses
with 0 turns difference), while a peak exists around 4–6 turns difference. This peak is however
still lower than with a single strand short circuit. For a short circuit across many turns, constant
current behavior applies and fewer parallel strands will again gives less losses per-turn and less
total losses.

Whether or not to use parallel strands from a safety perspective is therefore a non-trivial question.
In a coil wound with regular layers, consecutive turns are often in close physical proximity, which
increases the likelihood of a short circuit across just a few turns and hence suggests the use of
more parallel strands. However, a short circuit between consecutive layers is less severe with
fewer parallel strands. Additional insulation between winding layers could reduce the occurrence
of this specific short circuit, but at the cost of copper area and thermal conductivity. When also
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Figure 5.9 Losses as function of shorted turns for different parallel strand numbers and a short
circuit between parallel strands.

considering that a short circuit between parallel strands can be neutralized more effectively with
a terminal short circuit, using more parallel strands is perhaps desirable from a safety viewpoint,
although it should be kept in mind that using more parallel strands increases the chance of a
short circuit occurring.

5.3.3 Closed loop drive model

A few of the short circuit cases are now analyzed with the transient circuit model to consider the
effects of real current controllers and PWM switching.

Figure 5.10 shows the results for a single strand short circuit being applied across turn 24 (2% of
the coil) at t=0.1 s. Subfigure (a) shows the line-neutral voltage of phase A. Since the currents are
controlled and the short circuit reduces the apparent impedance and back-emf in that phase,
the terminal voltage will reduce, but for this specific short circuit, the reduction is only 4%.
Subfigure (b) shows the dq line currents. Until the short circuit occurs, the currents predicted
by the continuous and switched model show good agreement and are constant, but during the
short circuit the limited bandwidth of the controllers causes an AC component in the dq currents
at twice the fundamental frequency, which could be used as fault indicator [119]. Subfigure (c)
shows the current through the shorted turn. The RMS current in the shorted turn computed by
the continuous and switched source models is 483 A and 486 A, respectively, indicating that the
ripple in the short circuit current does not significantly increase the losses for this short circuit
case. The time-harmonic model predicts a current of 487 A.

Figure 5.11 shows the same quantities, but for a single strand short circuit across turns 24–34 (20%
of the coil). The fault current is now mainly inductance limited and therefore has a much larger
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Figure 5.10 Selected system signals under nominal load, with a single strand short circuit being
applied in phase A across turn 24 at t=0.1 s

impact on the magnetic fields inside the machine. The reduction in terminal phase voltage is
significant, as is the increase in the dq-current ripple. The RMS current through the shorted turns
is 294 A, 341 A and 270 A, computed by respectively the continuous time model, switching model
and time-harmonic model. The increased coupling between the faulty and healthy part of the coil
causes an increased ripple in the fault current that can no longer be neglected. The discrepancy
between the system models and the time-harmonic model is caused by the poor regulation of
the currents in the system models, which shows that the interaction between the machine and
inverter cannot be neglected under all circumstances. If nearly the entire winding is shorted, the
time-harmonic model may underestimate the current by 50%.
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Figure 5.11 Selected system signals under nominal load, with a single strand short circuit being
applied in phase A across turns 24–34 at t=0.1 s

5.4 Turn-level short circuit current measurement

Rudimentary experiments are now performed to validate part of the short circuit current calcula-
tions.

5.4.1 Test setup

The prototype starter/generator (to be fully presented in Chapter 7) was equipped with two
additional wires around two different teeth to mimic single turn short circuits. Due to the risks
involved, this was preferred over modifying the actual winding. The wires have diameters of 1 mm
and 2 mm diameter, with measured resistances of 8.7 mΩ and 4.6 mΩ, and represent smaller and
larger faults, respectively. The inductance of both turns is about 650 nH, approximately twice that

107



5. Inter-turn faults – modeling, detection and consequences
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Figure 5.12 (a) Test setup showing the prototype starter/generator machine with two additional
short circuit turns, a contactor and a current transformer; (b) detail of the short circuit turns.

of a normal turn due to the additional external length. Only one short circuit is applied at any time,
for a predetermined safe duration using a mechanical contactor outside the machine. No further
impedance is added to limit the fault current, which is measured with a current transformer and
logged on an oscilloscope. Figure 5.12 shows the described test-setup.

5.4.2 Results

Figure 5.13 shows the initial short circuit current density versus speed. The initial short circuit
current density is considered, because the current noticeably reduces (with e.g. 10% over 0.1 s
in the thin wire at nominal speed) due to heat-up of the wire. The additional impedance of
the external relay and connection leads never allows the fault current to be completely limited
by the turn resistance. As a result, the thin wire shows the largest current density under all
conditions. At nominal speed the measured initial current density is 451 Arms/mm², while the
worst case predicted in section 5.3.1 reaches 1 kArms/mm². Considering that the measurement
setup approximately doubles the inductance of the circuit, this result suggests that the losses and
current densities predicted in section 5.3 are realistic.

Figure 5.13 also shows the initial short circuit current density with a three phase short circuit
applied at the terminals. This should ideally reduce the fault current density to the average
winding current density (11 Arms/mm²), but depending on the position of the shorted turns in
slot, larger current densities may remain. In this case, the current densities in the thick and thin
wire are reduced by 3.6 and 13 times to 40 and 33 Arms/mm², respectively. This is a consequence
of the position of the extra turns close to the slot opening, as discussed in Section 5.3.1.

The short circuit current in the separate turns was also simulated with 2D models, with the extra
end-winding inductance of the main winding included. Figure 5.14 shows one of the solved
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Figure 5.13 Measured short circuit current density versus speed in the thin and thick wires, under
open circuit and terminal short circuit conditions.

FE models. Table 5.1 summarizes the simulated and measured short circuit current densities
at nominal speed. The largest error, a threefold overestimation, occurs for the thin wire with a
terminal level short circuit applied. This error can be reduced by adjusting the position of the
simulated turn and the assumed external impedance, but due to a lack of information, this is not
done. A more important result is that a shorted turn close to the slot-opening will have a higher
than nominal remaining fault current density after application of a terminal level short circuit.

Figure 5.14 Field distribution with a
terminal short circuit applied and a sepa-
rate shorted turn.

Table 5.1 Short circuit current densities
(A/mm²) in the separate wires at nominal speed,
simulated and measured

Simulated Measured

Terminals Open shorted Open shorted

Thin wire 424 97 451 33
Thick wire 177 42 144 40
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5.5 Consequences of short circuit faults

The previous section considered the short circuit currents and losses immediately after occurrence
of the short circuit, but did not address how the fault could progress if no action is taken. This
section will investigate the propagation of unmitigated faults, focussing on the following topics:

Ultimate failure mode The ultimate failure mode is defined as the steady state reached when all
failure propagations have occurred, but with any voltage or current excitation still present.

Time to initial failure (TIF) This aspect is particularly relevant for the design of fault detection
systems, as it gives upper limits for the available detection time. In addition, under high
overloads the time to failure can be predicted using the thermal capacity and current density.
These experiments provide confirmation of such predictions.

Emissions Due to the high temperatures involved, smoke, fire or liquid materials may be ejected
from the coil. Knowledge on this aspect is needed to design a proper enclosure for the coil
or machine.

Predictability If the failure behavior is sufficiently consistent, it can be taken into account during
the design stage to ultimately create more reliable machines.

5.5.1 Test setup

This section details the test and measurement setup used for the experiments. Figure 5.15
schematically shows the setup. A stepwise DC current source is used because this corresponds
best with instantaneous short circuits in electrical machines. The wire current is measured
through a shunt resistor and the wire voltage is measured with a differential probe to exclude any
voltage drop across the connectors. The voltage and current are logged on a 12 bit oscilloscope
for further processing.

The coils are wound on a ceramic coil former, as this material can withstand high temperatures.
A winding machine is used to ensure a consistent wire tension, but the strand is only fixed to
the former at the ends. During heat up, it may therefore expand and detach from the former.
All tested coils have three layers and about 100 turns. An untested coil is shown in Figure 5.16.
The tests are conducted in a closed chamber to capture smoke and ejected particles as well as
preventing undesirable air flow. The coil is suspended in air to minimize interaction with the
surroundings.

The wire tested is 0.8 mm diameter round copper wire according to IEC 60317-13 and NEMA
MW 35 (Magnetemp® CA-200, grade 2). This wire is intended for high-temperature operation up
to 200 °C and can withstand temporary overloads to 240 °C [120].
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Figure 5.15 Schematic of the test setup.
Only a current source is used in this work.

Figure 5.16 Untested three layer coil on
ceramic former.

5.5.2 Results

Time to initial failure

Figure 5.17 shows the coil resistance versus time for four different terminal currents, derived from
the terminal voltages and currents. Multiple traces per current level are shown to demonstrate
the differences between coil samples due to e.g. manufacturing. For clarity, the traces are
truncated after initial failure to avoid clutter. The time between applying the current step and
initial failure (TIF), clearly recognized by a sudden drop in voltage caused by interlayer short
circuits, is surprisingly consistent. The terminal resistance has increased almost threefold just
before the initial failure, implying an average coil temperature rise of about 450–500 K.
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Figure 5.17 Coil voltage resistance versus time under constant current excitation.
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Figure 5.18 shows the distribution of TIF versus current level for the various coil samples. The
consistency of the TIF increases with current magnitude, suggesting that this is a purely adiabatic
process at higher currents, as was to be expected. To confirm this assumption, an elementary
thermal model was created, accounting only for the resistive losses, copper specific thermal
capacity and dependency of copper resistivity on temperature. The TIF obtained with this model
using a threshold temperature of 1100 K is also shown in Figure 5.18. The adiabatic model
predicts a six times resistance increase at the time of failure, while only a three times increase is
measured. This discrepancy is attributed to an unequal heating of the three layers in the actual
coil; the layer closest to the former will initially stay cooler due to the heat capacity of the former.
Generally though, this shows that for large current densities a simple adiabatic model can be
used to accurately predict the time to failure, but it does need to be calibrated to the specific coil
geometry.
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Figure 5.18 Time to initial failure (TIF) versus step current magnitude.

Fault progression

Figure 5.19 shows a detail of the resistance versus time in the first seconds after the initial failure
occurred. In all cases the resistance reduces in smaller stepwise changes after the initial larger
step. In this period, inter-turn and inter-layer contacts are formed. The exact magnitude and time
of occurrence of the individual steps varies (this phase is a somewhat stochastic process), but after
1.2 s and 0.3 s for respectively 50 A and 75 A (initially 100 A/mm² and 150 A/mm²), all coils reach
a similar low resistance state, with a terminal resistance lower than the initial resistance. This
suggests that the failure behavior immediately following the initial failure is also fairly predictable.

The ultimate steady state behavior of faulted coils depends entirely on the environment, e.g. core
material acting as heat sink, presence of forced cooling, or the medium surrounding the coil.
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Figure 5.19 Coil resistance versus time immediately after initial failure. Different lines correspond
to different coils.

Hence, the results on the steady state behavior presented here will only be an indication.

Figure 5.20(a) shows the coil resistance over a longer period of time for a terminal current of 25 A.
All but one coil show similar behavior over the course of 6 minutes, with a sharp but repeatable
decrease in resistance after 250 s. It is suspected that this is related to insulation failure of the
bottom layer, which is cooled via the coil former. Figure 5.20(a) shows the coil resistance for a
terminal current of 50 A. At this current, one out of 6 coils failed to an open circuit after 36 s, while
the other coils sustained this current for at least 90 s, when the test was stopped. With a terminal
current of 75 A, all samples failed to an open circuit within 10–17 s, typically with electrical arcs
occurring and liquid copper drops being ejected, potentially damaging the coil surroundings.
Inspection of the samples showed that all failures occurred at the connection terminals, thus not
providing fully realistic data.

These results show that short circuits between the coil layers can reliably be formed at moderate
current densities, reducing the effective current density and allowing the coils to sustain larger
terminal currents. Although the coils did repeatedly fail at 75 A, this failure occurred near the
connection terminals. To realistically determine the failure behavior after the initial failure for
larger initial current densities, more elaborate setups will be necessary, using e.g. magnetically
induced currents.

The above results allow some predictions about fault progression in PM machines to be made.
Short circuits in PM machines across few turns are typically resistance limited, allowing a maxi-
mum current density to be determined, based on per-turn resistance and induced voltage, from
which the time to failure can be estimated. Machines with a high per-turn voltage will therefore
exhibit a faster failure process. As the fault spreads after the first failure, more turns (conductor
area) will carry the fault current and the current will become inductance limited (ie. the fault
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Figure 5.20 Coil resistance versus time after initial failure. Different lines correspond to different
coils, some measurements were stopped early.

current fully opposes the inducing flux), reducing the local current densities. The reduction in
locally dissipated power will slow down this process. It is therefore not unlikely that a steady state
is reached where parts of the coil carry a current, but guaranteeing that a minimum fraction of
turns carries this current (to impose a maximum on the power loss) will be difficult.

5.6 Fault detector: concept

This section proposes a synchronous fault detector and investigates its performance, using the
circuit models and machine presented in Section 5.2.

5.6.1 Detector description

The goal of the fault detector is to measure the voltage difference between the machine and
supply neutral voltages, at the synchronous machine frequency. This neutral voltage spectrum
contains many harmonics, including many PWM related harmonics and the third harmonic of
the fundamental frequency when using zero sequence injection, but the synchronous harmonic
will only be non-zero if the machine in not balanced. For small imbalances, such as single-turn
short circuits, the synchronous neutral voltage will be small, so it is necessary to properly filter
this signal.

Refs. [101–103] also consider the difference between the supply and machine neutral voltage,
but propose a tunable band-pass filter or a Fourier transform to determine the fundamental
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Figure 5.21 Block level model of the proposed fault detector.

component, which are complex to implement. Instead, ref. [119] uses the amplitude of the 2nd

harmonic in ud q,r e f as measure of imbalance, and applies synchronous detection to determine
the amplitude. Although this requires no additional hardware and few processor cycles, the close
integration with the controller can pose a safety issue.

Synchronous detection is based on the property that when a signal is multiplied with a signal of
frequency ωshift, the signal is shifted in the frequency domain by ωshift:

f (t )a jωshiftt = f̂ (ω−ωshift) (5.4)

where f (t ) is an input signal and f̂ (ω) its Fourier transform. By choosingωshift equal to a frequency
of interest, that frequency shifts to dc. The amplitude of the signal can then by obtained by a
simple fixed low-pass filter. If the frequency of interest changes, only ωshift needs to be adjusted.
The advantage of this approach is that narrow low-pass filters are simpler to implement than
equally narrow adjustable band-pass filters.

The key elements of the actual fault detector are shown in Figure 5.21. The difference between the
machine neutral voltage and the inverter neutral voltage (created with three equal impedances) is
multiplied with the sine and cosine of the fundamental frequency and the result is low pass filtered,
squared and added. This performs amplitude detection around the synchronous frequency with
the bandwidth of the low-pass filter. A phase-locked loop (PLL) is used to obtain the fundamental
frequency independently of the motor controller.

The drawback of the topology proposed here is that it cannot identify faults; it merely provides an
indication of the system imbalance. Still, this topology is chosen because it can be implemented in
relatively simple microcontrollers and can operate as an independent observer of a drive system,
which is beneficial in safety critical applications.

5.6.2 Basic operation

To demonstrate the fault detector operation, a single strand short circuit is applied across turn 24
of the first strand and coil of phase A (arbitrarily chosen) at t = 0.1 s, with the machine operating
under nominal conditions. Figure 5.22(a) shows the computed machine neutral voltage. The
time-continuous model clearly shows the triangular voltage at f = 3fe, with fe the fundamental
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Figure 5.22 Machine neutral voltage computed with two models. A short circuit is applied at
t = 0.1 s.
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Figure 5.23 Simulated detector output.

electrical frequency, due to zero-sequence injection. The difference between the two neutral
voltages is shown in Figure 5.22(b). After the fault occurs a fundamental component exists, and
in the case of PWM also sideband harmonics at f = fs ±2kfe,k = 1,2,3, . . ., with fs the switching
frequency, because the machine is imbalanced at all frequencies. Note that the difference voltage
can be small with respect to the zero-sequence component. In this specific case 0.8 V on a 45 V
signal, or 1.8%. This implies that the subtraction hardware should have adequate common mode
rejection. The output of the detector is shown in Figure 5.23; both models give a nearly identical
response, since only the fundamental component is considered by the detector. Because of the
good match between the ideal and PWM VSI models and the fact that the ideal VSI model runs
about ten times faster, the ideal VSI model is used for the remaining simulations.
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Figure 5.24 Simulated detector output in a noisy system for multiple detector bandwidths. A single
turn short circuit is applied at t = 0.5 s.

5.6.3 Low pass filter tuning

The cutoff frequency and, to a lesser degree, the order of the two low pass filters are the only
critical parameters that affect the performance of the detector, and directly represent the trade-off
that needs to be made for any fault detector: a high cutoff frequency allows a quick detection
of faults, but also makes the detection more susceptible to noise and essentially reduces the
sensitivity.

To demonstrate this effect, white noise is added to the simulated neutral voltage and the detector
response is computed for different bandwidths, using fourth order Butterworth filters. The effect
of interfering signals, such as unintended supply grid leakage, will be similar in nature. Figure 5.24
shows the detector responses for increasing bandwidths with a single turn short circuit applied
at t = 0.5 s. This specific fault can only reliably be detected with a bandwidth of at most 5 Hz.
The detection time is in the order of 0.25 s, which can already cause damage to the machine. In
a following section, experiments are performed to determine the impact of noise in an actual
system.

5.6.4 Fault detection performance versus short circuit position

Figure 5.25 shows the detector output level range versus the number of shorted turns for a single
strand fault and the shorted turns difference for a parallel strand fault. For a given number of
shorted turns, the detected imbalance varies due to the position of the short circuit along the coil,
as indicated by the shaded areas of possible fault levels. With a short circuit across a given number
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Figure 5.25 Detector output level range versus shorted turns.

of turns, the lower range of the detector output occurs for short circuits close to the slot opening.
This is somewhat unfortunate, since it was shown earlier that those faults also exhibit the highest
short circuit current densities. This is inherent to the nature of the short circuit though, and any
fault detection scheme will suffer from this. A final important observation in Figure 5.25 is that
a short circuit between parallel strands causes roughly half the detector output compared to a
single strand fault.

Ideally, high losses in the machine lead to high detector output to enable fast detection of the
fault. Figure 5.26 shows the detector level versus the total copper losses for a single strand short
circuit, which indeed increases with increasing total losses. This figure also shows that resistively
and inductively limited fault currents can both cause e.g. 2 kW of total losses, but the detector
output is larger in the latter case. Figure 5.27 shows the detector output versus the maximum per
turn losses. Unfortunately, the detector output decreases with increasing per-turn losses.

5.6.5 Open circuit faults

The machine under consideration has 18 parallel strands per phase (3 per tooth) and an open
circuit fault of one strand is not immediately critical (the copper losses will increase by 1

17 ), but
may indicate the start of a larger fault and detection is still desirable. The detectability of open
strand failures is therefore considered.

Table 5.2 summarizes the detector output when one, two or all three parallel strands of one coil
are disconnected. With two of the three strands disconnected the detector output is 0.05 V, still
below any of the short circuit faults. Only the disconnection of a complete tooth produces a strong
error indication. This was to be expected, since at nominal speeds the voltages in the machine
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Figure 5.26 Detector output versus total copper losses for a single strand short circuit.

Table 5.2 Simulated fault detection level for various faults

Failure Level (V)

Single turn turn-to-turn short circuit 0.48–1.2 V

Ten turn turn-to-turn short circuit 5–7 V

One open strand 0.013 V

Two open strands 0.051 V

Three open strands (full tooth) 1.5 V

Partial demagnetization ∼0 V

Dynamic rotor misalignment ∼0 V

Static rotor misalignment 0.021 V

mainly depend on the back-emf and phase inductance, neither of which significantly changes
when one or two parallel strands disconnect.

5.6.6 Other faults

Partial demagnetization

Large negative d-axis currents, high temperatures, overspeed situations or manufacturing faults
may lead to partial magnet failure, ie. situations with differing pole magnetization. This introduces
additional harmonics in the machine emf and attenuates the synchronous emf.
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Figure 5.27 Detector output versus maximum per turn copper losses for a single strand short
circuit.

Since the proposed detector only measures the fundamental frequency voltage, lower or higher
order harmonics will not be detected, provided that the additional harmonics fall sufficiently
outside the passband. The fundamental emf amplitude will reduce, but since the machine remains
balanced at the fundamental frequency, this will not lead to detector output. To validate this, a
model is created having one partially demagnetized pole, as shown in Figure 5.28. The simulation
indeed predicts no output, which is also summarized in Table 5.2. Note that by changing the
detector center frequency to one of the additional emf harmonics, this fault can be detected.

Mechanical faults

The most common mechanical fault is a bearing failure, which causes misalignment between
rotor and stator [109]. Rotating misalignment, where the position of the shorter airgap side is fixed
with respect to the rotor, induces additional lower and higher order harmonics in the machine
emf and circulating currents between any parallel connected phase coils. This failure mode is
highly similar to partial demagnetization. With static misalignment, the position of the shorter
airgap side is fixed with respect to the stator. No additional harmonics appear in the emf, but the
magnitude of the emf will differ between the phases, leading to some imbalance and thus fault
detector output. The largest three phase imbalance occurs for a two pole machine, because this
maximizes the difference in relative rotor displacement between the phases.

To estimate the detected imbalance levels, a model of a misaligned machine is created, using
coil field flux linkages obtained from a FE model with static or rotating offset. An offset length of
70% of the mechanical airgap length is used. Figure 5.28 shows the field flux linkages versus rotor
angle for one coil. Table 5.2 summarizes the simulated fault detector level. As expected, rotating
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Figure 5.28 PM field flux linked with one tooth coil versus rotor position for three mechanical
faults.

misalignment does not produce significant detector output. Static misalignment produces output
an order of magnitude smaller than a single turn turn-to-turn short circuit. This demonstrates
that the proposed method cannot readily detect mechanical failures.

5.7 Fault detector: experimental validation

The fault detector concept will now be experimentally validated. To this end, two different
machines will be used: the prototype high-speed starter/generator machine also considered in
sections 5.2–5.4, to demonstrate basic performance on a high-speed machine; and an industrial
off-the-shelf machine, to analyze the detection capability of small faults and compare the natural
imbalance of identical machines.

5.7.1 Test on the prototype machine

Test setup

To perform the test on the starter/generator, the same setup described in Section 5.4.1 and
Figure 5.12 is used again. In addition, for tests under motor operation, a standard two-level IGBT
inverter is used, switching at 18 kHz. The fault detector is implemented on a dedicated circuit
board, shown in Figure 5.29, which scales the voltages and filters the switching harmonics before
final processing using a TI TMS320F28069F microcontroller.
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Figure 5.29 Prototype fault detector circuit.
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Figure 5.30 Measured short circuit current and detector output versus time, for a short circuit in
the thin wire at nominal speed.

Fault detection

First, a 0.13 s short circuit during no-load, steady state, nominal speed operation is considered,
using the thin wire to create the short circuit. Figure 5.30 shows the short circuit current and
detector output around the short circuit. A fourth order Chebyshev type II filter with 80 dB
stopband attenuation at 500 Hz is used. The fault is clearly detected, with a delay of 6 ms. Observe
that the fault indication level is non-zero even when no fault is present, which is the result of
natural imbalance, ie. small differences between the phases in machine properties, inverter
components and detector circuit. Further notice that the reduction of short circuit current over
time also reduces the detected imbalance level, as one would expect.

The dependency of the imbalance level on the operating conditions is also demonstrated in
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Figure 5.31 Measured detector output level at rated speed during various operating modes.

Figure 5.31, which shows the detector output under various operating conditions at nominal
speed. Between no-load generator mode, no-load motor mode and loaded motor mode, the
detected imbalance during healthy conditions increases and even exceeds the detected level
of imbalance during a small fault under no-load conditions. Moreover, under loaded motor
operation the detected imbalance level reduces during a fault. This suggests that to detect small
faults under all conditions, more involved approaches may be required, such as using a lookup
table of the healthy system imbalance. It should be noted that this is not specific to this system,
since any imbalance can be seen as a fault and may trigger a fault detection system.

Finally, the detector performance during a speed ramp of 1300 RPM/s is considered. For proper
detection during speed transients, the PLL should be able to track the motor frequency to within
the filter bandwidth. Hence, a low filter bandwidth requires a more accurate and faster PLL.
Figure 5.32(a) shows the machine speed. The short circuit, applied between t=0.5–1 s with
the thicker wire, slightly disturbs the machine speed due to the instantaneous additional losses.
Figure 5.32(b) shows the short circuit current and detector output. Unlike the steady state case, the
increasing frequency compensates the current reduction due the increasing resistance, leading to
an approximately constant fault current. The fault detector correctly detects the fault throughout
the entire short circuit, although both the healthy and faulted imbalance level increase with speed,
as pointed out earlier.

5.7.2 Test on the industrial machine

Setup

Additional tests are performed on commercial off-the-shelf PM machines to determine the
detection performance of small faults and compare the healthy imbalance of identical machines.
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Figure 5.32 Fault detection during speed transients: (a) machine speed; (b) short circuit current
and fault detector output.

Table 5.3 Commercial test machine specifications

Property Specification

Type SEW K37 DY71S

Rated power (S1) 0.8 kW

Rated speed 3,000 RPM

Rated current 2 Arms

Short circuit current 6.2 Arms

Layout 36 slots, 6 pole, single layer

Stack dimensions 40.5 × 110 mm (l×dia)

Wire diameter 0.7 mm

Table 5.3 provides the details of the tested machines. Figure 5.33(a) shows one machine with five
additional taps on the winding to create various short circuits, as indicated in Figure 5.33(b). The
smallest short circuit covers 0.4% of the winding, based on DC resistance. For this machine the
detector algorithm is run in a realtime Simulink model, because this allows greater flexibility in
comparing filters and storing measured signals.

Detection of small faults

Figure 5.34 shows the detector output versus time for a two filter bandwidths and a small fault
(0.4%, taps 4&5) and larger fault (2.2%, taps 3&5). Firstly, this graph demonstrates that a short
circuit across 0.4% of the winding can be detected, although the margin is small (40% detection
level increase). Secondly, it is a clear demonstration of the trade-off between detection sensitivity
and speed. For example, if a warning is issued above a detection level of 0.3 V, a large fault (taps
3&5) can be detected correctly within 8 ms using a 100 Hz bandwidth, but a small fault is not
detected at all. With warning level of 0.15 V small faults can also be detected, but only with a low
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Figure 5.33 (a) Photo of the commercial test machine with additional taps; (b) relative location of
the taps.

bandwidth to avoid false positives due to noise. The detection time is now in the order of 100 ms.
This problem is partially fundamental in nature, and will apply to any detection scheme.

Speed and load dependency

As with the starter/generator machine, the detector output will vary with speed, id , and iq ,
amongst other factors, both for a healthy and faulted machine. Figure 5.35 shows the healthy and
faulted detector output and the ratio between those versus speed for a fault between taps 4&5. The
increase of the imbalance level when going from no load to full load exceeds or equals the increase
due to a short circuit in no-load. Moreover, the variation of the imbalance level with speed has
the same order of magnitude. The relative output level, which can be seen as an indication of the
detectability, slightly decreases with an increase in machine load, suggesting that fault detection
is more difficult in heavily loaded machines.

These results indicate that detection of the 0.4% fault requires a very carefully designed system.
On the other hand, the detection level during a larger 2.2% fault (tap 3&5, see Figure 5.34) exceeds
any of the changes due to speed and load variations. So, by sacrificing some sensitivity, a much
simpler fault detection scheme could be considered.
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Figure 5.34 Measured detector output for two short circuits and two detector bandwidths. During
t=5.6–6.6 s a short circuit is applied.
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Figure 5.35 Measured detector output for a short circuit between taps 4&5.

Natural imbalance

Previous sections have shown that even a healthy machine can exhibit an imbalance level larger
than the change caused by short circuits across a small fraction of the winding. To obtain an
impression of the natural imbalance between identical production machines, the healthy detector
level of four machines is measured. All six possible phase connection orders per machine are
compared, because the inverter imbalance also affects the natural imbalance.

Figure 5.36 shows the healthy detector output versus speed. The measured imbalance is asym-
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Figure 5.36 Healthy level detector output for all possible connection orders for four different
machines of one type.

metrical for forward and reverse rotation; for unidirectionally operated machines, the sensitivity
can be maximized by using the phase order with the smallest healthy imbalance. In a produc-
tion environment, where pairing machines with inverters is undesirable, such an approach is
infeasible. Fortunately, the maximum measured imbalance is comparable for all machines and a
possible solution would be to use a slightly higher warning level, again sacrificing sensitivity for
less complexity.

5.8 Conclusion

This chapter focussed on turn-level short circuit faults, covering all areas including modeling,
analysis, progression, detection and mitigation.

To analyze the effects of inter-turn faults, idealized but fast time-harmonic as well as more realistic
but slower transient circuit models were used. The properties of each turn were obtained from 3D
FEM, so that all turn-turn combinations can be considered, fully accounting for the position of
the fault inside the slot. Important observations are that, when increasing the number of parallel
strands the total faulted copper losses do not significantly change, but the worst case per turn

losses do decrease and occur for fewer turn-turn combinations. Because faults between parallel
strands can also be better suppressed with a remedial three phase terminal short circuit, using
parallel strands may be beneficial in safety critical applications. Furthermore, faults near the
slot-opening lead to higher losses, and are more difficult to suppress with a remedial terminal
short circuit.

The idealized time-harmonic circuit model was compared to transient circuit models of a com-
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plete closed loop drive system, using either an idealized VSI or switching VSI. It was found that for
short circuits across a small fraction of the winding, all models yield highly similar numbers. This
shows that involved models are not necessary to estimate the worst case current densities. With
larger parts of the winding short circuited, neglecting the limited bandwidth of actual current
regulators and the switching nature of real VSIs will cause an underestimation of the losses,
although in practical cases this is unlikely to cause any issues.

A further observation is that single-turn short circuits remain resistance limited up to very high
speeds. This implies that turn-to-turn faults in high-speed machines can be more severe than in
line frequency machines. Experiments on the starter-generator underline this, with measured
fault current densities up to 450 Arms/mm2, still partially being limited by the measurement setup.
This highlights the need for a fast fault detection system in safety critical applications.

Brief experiments were performed to determine the basic failure behavior of coils in the presence
of unmitigated faults. Three layer dummy coils were subjected to a current step until steady
state breakdown was achieved. Important observations include that at moderate initial current
densities, the inter-layer contacts formed due to failing insulation allow the coil to carry higher
currents for extended periods of time; and that at high current densities, a simple adiabatic
thermal model can predict the time to initial breakdown.

Lastly, a fault detector is proposed that can provide an indication of the three phase system im-
balance, based on synchronous detection of the machine and inverter neutral voltage difference.
The main benefit is the simplicity of implementation. The concept was demonstrated on two
different machines, showing that short circuits across 0.4% of the winding can be detected with a
carefully designed detector system. The design of this fault detector entails two tradeoffs: one, the
detection speed is fundamentally limited by noise; that is, detecting smaller faults requires more
time. Two, imbalances in practical systems cause fault detector output during healthy conditions
of a similar order of magnitude as small faults, leading to a tradeoff between a simple but less
sensitive system on the one hand, and a more involved and more sensitive detection system on
the other hand. These considerations apply to any fault detection system to some degree.

Concerning the detectability it is shown that short circuits between parallel strands are more
difficult to detect than single strand short circuits. In the case of parallel strands, open-circuit
faults are even more difficult to detect, but are also far less dangerous. Short circuits across a
given number of turns are more difficult to detect if they occur close to the slot-opening. This is
somewhat unfortunate, as those faults also exhibit the highest losses. Mechanical faults or partial
demagnetization cannot be detected without changes to the proposed detector.
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CHAPTER 6

Analysis of additional losses due to PWM induced

current ripple

The previous chapters of this thesis occasionally considered the problem of matching a machine

to an inverter, but considered only the primary aspect: relative inductance. The impact of the

current ripple caused by the pulse width modulated inverter output voltages was neglected.

This brief chapter considers the impact of this current ripple on the rotor losses, iron losses and

winding losses. These losses are calculated for one machine, allowing their relative magnitude

to be compared. A different, larger machine is used instead of the S/G to better highlight the

potentially large losses.

Based on
• M. van der Geest, H. Polinder, and J. A. Ferreira, “Influence of PWM switching frequency

on the losses in PM machines,” in Int. Conf. Electrical Machines (ICEM), 2014, pp.
1243–1247.
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6.1 Introduction

Electrical machines are increasingly used in combination with an inverter due to obvious benefits,
such as energy savings or improved dynamic behavior. One of the side effects of inverter driven
machines is a high frequency current ripple, which induces additional losses in all parts of the
machine. If these additional losses are neglected during the design stage, the machine may run
warmer or even fail in operation.

The magnitude of the current ripple depends on three factors: firstly, it is inversely proportional
to switching frequency, secondly, it is inversely proportional to the machine inductance and lastly,
it is proportional to the dc-link voltage. When designing a complete drive system, at least some
care should taken to optimize these factors. Not only can this minimize the current ripple, it can
also reduce the total system size and/or inverter rating, ultimately saving cost.

The effect of the current ripple on the iron losses has received considerable attention in e.g. [121–
124]. Compared to an ideal sinusoidal supply voltage, using a PWM power supply increases the
losses only marginally (10-20%) if the switching frequency and modulation index are sufficiently
high. At high modulation indexes but low switching frequencies, only a small loss increase of
about 15% occurs, compared to high switching frequencies. With a decreasing modulation index,
which implies an increase in dc-link voltage and current ripple, the additional iron losses at low
switching frequencies can exceed 50%. This emphasizes the importance of a good match between
the machine voltage level and dc-link voltage. As a side note, although many models have been
proposed to accurately compute iron losses under various conditions, they are of limited use
because a large spread in actual iron losses can exist, even between identical motors [125].

The high frequency current ripple also induces losses in the machine windings. In a machine with
parallel strands (bundles) inside the coils, four components can be recognized (as explained in
Chapter 4): skin and proximity effects inside individual strands, and skin and proximity effects
between parallel strands [63, 126]. At the strand level, the skin-effect can be ignored if there are
many strands inside a slot, as the proximity effect will dominate. At bundle level, the variations
in (leakage) inductance between strands are often far greater than variations in linked magnet
flux, and the proximity effect can be ignored instead. Due to these effects, the distribution of high
frequency currents in the strands and bundles, as well as the corresponding AC/DC loss ratio, can
be significantly worse than for the fundamental current component. In [57] up to 15% additional
losses are reported due to PWM switching. In [127] it is however demonstrated that the use of litz
wire removes the dependency on switching frequency.

High frequency stator currents also create asynchronous airgap harmonics, which induce rotor
eddy current losses. At lower frequencies the induced currents are resistively limited and the
losses depend on the square of both the frequency and field strength. At higher frequencies, the
skin-effect provides shielding, limiting the loss increase [127, 128].

This chapter considers the additional losses as function of switching frequency with a case study
on a 500 kW machine (ie. not the starter/generator). Losses in the stator laminations, windings
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(proximity and unequal current sharing) and rotor are considered. Ultimately, this demonstrates
the sensitivity of these loss sources to the current ripple.

This chapter is structured as follows: the first section presents the system model that is used to
obtain the current ripple. In the following sections, this ripple is used to compute the additional
lamination, winding and rotor losses, respectively.

6.2 System model

6.2.1 Introduction

A Simulink model of the complete drive system, containing the machine, inverter and closed
loop dq-current control, is used to obtain an estimate for the current ripple. Note that this
approach assumes that the machine impedance is independent of frequency, which is true if the
magnitude of the eddy currents is sufficiently small. A conventional six-switch inverter with ideal
switches and dc-link voltage is assumed. The controller is a sampled time, continuous amplitude
system, consisting of two PI-controllers to regulate the dq-currents. The machine is connected
in star and modeled in the abc-domain, with the inductance matrix and shape of the PM flux
linkage obtained from 2D FEM, while the phase resistance is based on the winding dimensions.
A single constant inductance matrix is used; saturation or high-frequency effects are ignored.
Asynchronous carrier based PWM is used, with zero sequence injection to maximize the use of
the dc-link voltage.

The geometry of the machine is shown in Figure 6.1. The machine is a 72 slot, 12 pole single
layer distributed winding surface mounted PM machine, rated for 500 kW. The stator winding
consists of 5 turns/coil with 25 parallel strands/turn to reduce AC-winding losses and facilitate
manufacturing, but the strands are not intentionally twisted or displaced. The rotor has a non-
conductive non-magnetic retaining sleeve and laminated back iron. Further details are provided
in Table 6.1.

6.2.2 Current ripple

The machine currents are computed under nominal load in steady state for dc-link voltages of
450 V (well matched to the machine emf) and 650 V (higher than needed). Figure 6.2 shows
the three phase currents in the time and Figure 6.3 in the frequency domain, for a low and high
switching frequency and Udc=450 V. The typical spectrum can be recognized, with harmonics
occurring at f = mfs ±nfe, where m,n = 1,2,3, . . . and fs and fe are respectively the switching and
fundamental frequency. At fs=3 kHz the peak ripple harmonic has an amplitude of 5.6% of the
fundamental. At 12 kHz, the worst peak reduces to 1.4%.

In the following sections, these current trajectories are used as input to the loss calculations.
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Table 6.1 System specifications

Property Specification

Rated power 500 kW

Rated speed 1800 RPM

Rated current 1100 A

Inductance 0.25 pu

Winding
72 slots, 12 poles, single layer

5 turns/coil, 25 parallel strands

Laminations M270-35A

Magnets µr = 1.05, ρ=1 µΩm, Br = 1.16 T

Ideal losses

Lamination: 4.8 kW

Windings: 4.5 kW

Rotor: 600 W

Figure 6.1 Machine geometry.
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Figure 6.2 Phase currents with Udc=450 V: (a) fs=3 kHz; (b) fs=12 kHz.
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Figure 6.3 Phase current spectra with Udc=450 V: (a) fs=3 kHz; (b) fs=12 kHz.
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6.3 Stator lamination losses

The effectiveness of laminations reduces at higher frequencies, potentially leading to higher
losses. This section attempts to quantify the additional losses. To this end, the field distribution
is computed over one electrical period for every time harmonic in the current, including the
synchronous harmonic. The field distribution is converted to the loss distribution and integrated
over the lamination volume to obtain the total losses. Given that the non-synchronous harmonics
are small compared to the fundamental harmonic and occur at higher frequencies (Figure 6.3),
only the eddy current loss component is computed for those harmonics, while at the synchronous
frequency the PM field is also included and both hysteresis and eddy current losses are computed.
The eddy current losses are computed with two functions as means of confirmation. Firstly via a
function fitted to manufacturer data, using separate terms for the hysteresis and eddy current
components, and secondly via an analytical approach based on the lamination thickness and
resistivity [129].

Figure 6.4 shows the additional iron losses as function of switching frequency and dc-link voltage.
Firstly, the expression fitted to manufacturers data corresponds well with the theoretical expres-
sion. Secondly, as expected from other works, the increase in iron losses seems insignificant.
Compared to the ideal iron losses (4.8 kW), the worst case increase is only 16%, which occurs for
fs=3 kHz and a dc link voltage of 650 V. Generally, the dependency on the switching frequency is
far smaller than the dependency on the dc-link voltage.
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Figure 6.4 Additional iron losses due to the current ripple as function of switching frequency and
two dc link voltages.
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6.4 Winding losses

This machine is wound with 5 turns/coil, each turn having 25 parallel strands, but without inten-
tional strand twisting or displacements. Using parallel strands possibly introduces imbalanced
currents inside the windings, with the extent of the imbalance strongly depending on layout of
the strands (straight or twisted/displaced) and operating frequency, as demonstrated in Chapter 4.
At higher frequencies the effect is typically stronger and a large harmonic content in the current
may thus induce large losses. In addition to imbalanced currents, ’regular’ proximity losses in
individual strands may also occur, but those depend solely on the strand thickness.

This section will analyze the additional losses due to both causes. The current distribution across
the parallel wires can be evaluated in two ways, either completely with time-harmonic or transient
FEA, or by extracting the inductance matrix at turn level from a FE calculation, and solving time-
harmonic or transient circuit equations using this inductance matrix, as described in Chapter 4.
The latter is obviously much faster and used here, but assumes a single, constant value for all
inductance terms, while FEM can also account for strand level skin- and proximity effects.

Figure 6.5 shows the position of each strand and turn inside one slot. For simplicity, all slots are
assumed to be wound identically. The fill factor obtained is 0.47 and a 2D model is used.

6.4.1 Current imbalance

As a first step, the current imbalance is computed with the inductance matrix method, the result
of which is shown in Figure 6.6. The inductance is based on 2D FEM data, but the wire resistance
(length) is adjusted to also account for the end-winding copper losses. This adjustment shifts
the point where the wire currents start to diverge by a few 100 Hz to higher frequencies. At high
frequencies a significant imbalance exist due to the bundle level skin-effect: some strands carry
20 times the DC current, while other strands carry almost no current. Note that thermal effects

Figure 6.5 Strand and turn positions inside one slot. The black edges indicate boundaries between
turns, while each color represents one specific strand.
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Figure 6.7 Loss ratio compared the ideal
DC-distribution.

and end-winding inductance were not included; in reality both will act to equalize the current
distribution.

Figure 6.7 shows the associated loss increase due to the unequal current sharing compared to
the ideal DC distribution. At the fundamental frequency, the AC/DC loss ratio is about 1.5, which
could be improved by displacements or twists inside the slot. At 3 kHz, the AC/DC loss ratio is
about 40, which indicates the loss potential for high-frequency currents.

Figure 6.8 shows the additional losses due to the unequal division of the high frequency ripple
currents, obtained by combining the current spectrum (Figure 6.3) with the AC/DC loss ratio
(Figure 6.7). At fs=3 kHz and dc-link voltages of 450 and 650 V, the switching ripple causes 2.2 kW
and 4.5 kW of additional losses, respectively, on ideal fundamental DC-losses of 4.5 kW. Using a
higher switching frequency is beneficial, since this linearly reduces the ripple amplitude (and thus
quadratically the loss contribution), while the AC/DC loss ratio saturates at higher frequencies.
These results show that if parallel strands are used in combination with a low switching frequency,
care should be taken to sufficiently twist or displace the strands.

6.4.2 Induced losses (classical proximity effect)

The copper losses due to the proximity effect are computed using 2D FEA. Note that the winding
AC losses mainly occur inside the stack, which is the only part considered here.

Figure 6.9 shows the winding proximity losses versus switching frequency. Some proximity losses
occur at the fundamental frequency. At fs=3 kHz, 730 W, or 16% of additional proximity losses
occur. The proximity losses depend more strongly on the dc-link voltage than on the switching
frequency, compared to the losses due to unequal current sharing.
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6.5 Rotor eddy current losses

Harmonics in the machine supply current also create pulsating or asynchronously rotating space
harmonics in the airgap, which induce eddy current losses in the conducting parts of the rotor.
This section analyzes these additional losses. To this end, accurate transient FEM simulations
(with a fine mesh and small time-steps) with and without supply current harmonics are compared.
A large insight can be obtained by considering one time harmonic at a time, but this is very time
consuming and not undertaken at this point.

Figure 6.10 shows the instantaneous total magnet losses over 1/3 of the electrical period, for
multiple switching frequencies. The switching harmonics can be recognized from their pulsation
frequency, which is approximately twice the switching frequency. Figure 6.11 shows the average
total magnet losses versus switching frequency for two dc link voltages. Increasing the switching
frequency strongly reduces the losses: at fs=3 kHz and 15 kHz the rotor losses are respectively nine
and two times the losses with ideal stator currents. Besides increasing the switching frequency
(which to some extent shifts the losses to the inverter), the rotor losses could of course also be
reduced with magnet segmentation.

Figure 6.12 shows the average loss distribution inside the magnets for fs=3 kHz and 9 kHz at
Udc=450 V. Note that the magnets are tangentially segmented in three pieces. At the higher
switching frequency, the losses are concentrated near the surface of the magnets (the skin-effect is
already pronounced for this harmonic), while at fs=3 kHz the losses occur over the entire magnet
height.
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6. Analysis of additional losses due to PWM induced current ripple
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6.6 Conclusion

This chapter considered the additional iron, winding and rotor losses occurring in a PM machine
due to time harmonics in the phase currents. A range of switching frequencies and two dc link
voltages were considered in a machine with a 0.25 pu inductance.

Based on literature, the increase in the stator lamination losses was expected to be small, which
was confirmed. The largest increase obtained was 16%. Moreover, the additional iron losses
depend much stronger on the dc-link voltage than the switching frequency. The rotor losses
were found to be the most sensitive to the switching frequency: compared to ideal sinusoidal
supply currents, the ripple at low switching frequencies causes a ninefold loss increase, while at
higher switching frequencies the losses only double. The winding losses were analyzed separately
for proximity effect losses and unequal current sharing between parallel strands. The winding
proximity losses due to the ripple currents depend more strongly on the dc-link voltage than
the switching frequency, but always remain a fraction of the dc copper losses for the machine
considered. However, unequal current sharing can cause significant AC/DC loss ratios, which
needs attention when used in combination with a low switching frequency, although it can be
very effectively counteracted by increasing the switching frequency.

Comparing the different loss mechanisms, two groups can be identified. On the one side are the
resistively limited eddy current losses –in this case the lamination and winding proximity losses–
which barely depend on the switching frequency but strongly depend on the dc-link voltage. On
the other side are the inductively limited eddy current losses –here the rotor and winding current
sharing losses– which depend strongly on both dc-link voltage and switching frequency. Those
aspect have to be kept in mind when deciding on a (new) switching frequency for a new or given
machine.

All in all, the results emphasize the importance of performing a system wide initial design of
a drive system, where upper and lower limits on the machine inductance, inverter switching
frequency and system voltages are determined, to avoid excessive machine losses.
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CHAPTER 7

Design and testing of the prototype permanent

magnet starter/generator

This chapter discusses the basic design of the prototype starter/generator (S/G) and experi-

mentally validates the performance. After a brief overview of existing S/Gs, the impact of the

starting, generating and safety requirements on the machine and inverter sizing is discussed.

Then, some detailed design aspects are described, such as the use of parallel wires and magnet

segmentation, using the models and results covered in detail in the earlier chapters. Finally,

the machine is assembled and the basic functionalities are tested.

Based on

• M. van der Geest, H. Polinder, J. A. Ferreira, and D. Zeilstra, “Machine selection and
initial design of an aerospace starter/generator,” in IEEE Int. Electric Machines Drives

Conf. (IEMDC), 2013, pp. 196–203; and

• M. van der Geest, H. Polinder, J. A. Ferreira, and D. Zeilstra, “Design and testing of a
high-speed aerospace permanent magnet starter/generator,” in 3rd Int. Conf. Electrical

Systems Aircraft, Railway, Ship propulsion and Road Vehicles (ESARS), 2015.
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7. Design and testing of the prototype permanent magnet starter/generator

7.1 Introduction

Large aerospace turbines are traditionally started with pneumatic motors, powered by bleed air
from the auxiliary power unit. Electrical starters are used in smaller aircraft, where no bleed
air may be available. An electrical generator is often connected in addition to the starter, to
supply power to the avionics and other on-board electronics. Combining these functions into a
starter/generator (S/G) possibly saves weight and space, ultimately reducing the cost of owner-
ship.

A combined S/G is not a new concept in aerospace applications though. Brushed DC machines
have been in use for decades at lower power levels [130]. The armature of these machines can be
connected directly to the DC-bus without power electronics and voltage control in generating
mode can be achieved with a straightforward DC-controller, leading to a very simple system. The
major downside however, is the periodic maintenance that the brushes require. In addition, these
machines have only a moderate power density and the uncontrolled torque transient during
turn-on may require special mechanical dampers. Therefore, to further reduce the operating cost
of an aircraft, brushless alternatives are sought.

The possibilities of using brushless machines as S/G has been explored before, especially in the
automotive industry, where much research exists on this topic. Since the mid 1990s virtually all
machines types have been or are being considered for use as a S/G. In [131] a switched reluctance
machine (SRM) is compared to an induction machine (IM), after dropping PM machines based on
qualitative reasons. The IM generally performs better as a S/G. In [132] on the other hand, a SRM
is developed and tested, resulting in system efficiencies of 80–90%. The described system uses a
double clutch system to spin up the SRM before connecting it to the engine, providing a torque
pulse to overcome static friction without having to significantly increase machine size. SRMs are
also considered in [133]. A wound rotor synchronous machine was compared to an interior (or
buried) PM machine (IPM) in [134]. Both machines have similar specific power densities, but the
IPM has a higher efficiency. The benefits of an adjustable field, such as a better power factor and
increased safety, are also mentioned.

In automotive S/G research the main focus lies on PM machines, due to the potentially high power
density those machines offer. For automotive applications where the S/G is connected to main
drive engine, the operational shaft speed may vary over a 10:1 speed range, which is why usually
IPMs are used. (Range extender combustion engines usually have a narrower operating speed
range, which slightly affects S/G design [135]). IPMs have a magnetically salient rotor, which,
combined with properly dimensioned magnets, allows a theoretical infinite constant power speed
range [22, 136]. Examples of research on IPM S/Gs are [137–140]. PM flux switching machines
(PMFSM) are also considered as S/G [141], but these have a salient stator and rotor (i.e. doubly
salient), which, combined with high field strengths close to saturation, makes them prone to
torque ripple. This is not desirable in automotive S/Gs from a comfort and noise perspective
and a range of skewing methods is required to minimize the torque ripple [142]. Depending on
the available space, axial flux machines can be an attractive option. However, AF machines with
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iron-less stators have a very low inductance and electrical flux weakening is therefore ineffective.
An alternative may be to use mechanical flux weakening [143].

Compared to automotive S/Gs, less research is published on brushless alternatives to the aerospace
DC S/G. In the research that exists, the main focus lies on SRMs, which are usually chosen due
to the very harsh environment and safety requirements [87, 144]. In older work from the early
90s system efficiencies while generating of 80–85% are reported [145–147], which can be seen
as a downside of this machine type. In [148] an embedded (incorporated in the turbine) SRM is
discussed. Because the machine is embedded, the inner and outer radius were constrained and a
segmented rotor is used, which provides a higher power density, but also presents manufacturing
issues.

Wound rotor machines are also considered. Although their efficiency is perhaps less than that of
PM machines, the ability to control the field current allows unity power factor operation over a
wide speed range [149] or even the use of a simple bridge rectifier instead of a full inverter. Also,
in case of faults the machine can be electrically switched off. A brushless exciter may be used to
avoid brushes; the design, testing and control of such a machine are the topic in [150–152]. A
wound-field doubly salient machine is presented as potential aerospace S/G in [153]. However,
the doubly salient nature of this machine causes severe torque ripple. No comparison to other
machine types is made.

Recently, surface mounted PM machines have also been considered [154–156]. The simple
mechanical structure of a surface mounted PM rotor allows operation up to very high speeds,
offering significant power density improvements.

This chapter presents the implementation of a surface mounted permanent magnet (SPM) ma-
chine for use as a S/G to fulfill the project specifications. For this specific application the starting
torque is approximately five times higher than the generator torque. Furthermore, the specifica-
tion requires a fail-safe design, where failures during generator operation, such as short circuits,
do not lead to catastrophic failure with any significant probability. Since the magnets cannot be
switched off, this is achieved by designing for a specific phase inductance together with adequate
cooling capacity. However, the safety and high starting torque requirements directly oppose each
other and strongly affect both machine and inverter design, which is the topic of the first section
of this chapter. The second section discusses the actual implementation of the machine, using the
models and conclusions from the earlier chapters, and the third section describes experimental
tests on the machine to validate the performance and models.

7.2 Design considerations

7.2.1 Requirements

Table 7.1 summarizes the main requirements. Note that this is (of course) a strong abstraction
of the actual set of requirements, which in reality is far more verbose with regards to limits,
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7. Design and testing of the prototype permanent magnet starter/generator

procedures and safety requirements. In addition to the straightforward starter and generator
requirements, the machine also needs to be fail-safe. In this context fail-safe means that the
machine may cease to function, but only in a predictable, non-catastrophic way. Internal turn-
to-turn short circuits are particularly dangerous, as the high local current densities can easily
overheat the windings if the machine is not switched off in time (see Chapter 5). Since the PM
excitation cannot be disabled, the local short circuit current is minimized by applying a three
phase terminal short circuit during faults in the machine. This equalizes all short circuit currents
inside the machine and by designing for a 1 per-unit phase inductance, the copper losses remain
equal to the rated losses [85]. However, a large phase inductance may conflict with the starting
requirement due to more pronounced iron saturation effects and increased inverter VA-ratings.

Hence, three interacting requirements drive the design:

• starting torque, duration and speed range;

• generator power and speed range;

• short circuit losses.

The magnitude of each requirement determines the impact on the design. That is, it determines
whether a machine can for example be considered as ‘fail-safe starter with additional generating
possibilities’ or a ‘generator that is also used for starting’.

The design is constrained by the machine and inverter weight. Quantifying the inverter weight
based on VA-rating goes beyond the scope of this work, and instead, the minimum VA-rating ac-
counting for all operating conditions is considered. Therefore, the design should aim to minimize
the following targets:

• machine weight;

• required inverter VA-rating.

The remainder of this section analyzes how the requirements affect the targets.

Table 7.1 Summarized Starter/Generator requirements

Property Requirement

Generator power 5 kW

Nominal speed 24,000 RPM

Generator speed 50–100 %

Generator efficiency > 93%

Starting torque 20 Nm

Cooling Shaft mounted fan
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Figure 7.1 Definition of generic S/G torque speed curve.

7.2.2 Inverter considerations

To demonstrate the impact of the requirements on the system design, an abstract torque speed
curve is first defined in Figure 7.1. The machine operates as starter with constant torque Ts up
to 50% speed and as a generator with constant power load between 50% and 100% speed. The
generator quantities at full speed serve as 1 pu base. The pu three phase short circuit current is
Isc,pu. For convenience, the starting torque is normalized to the maximum generator torque:

Ts,rel =
Ts

Tg,l
(7.1)

Hence, for Ts,rel = 1 the starting torque requirement does not increase the machine or inverter
current ratings, except from the thermal perspective in case of a shaft mounted fan. Lastly, the
maximum losses that can be sustained indefinitely are set equal to the short circuit copper losses.

Next, the minimum theoretical inverter VA-rating is computed for different values of Ts,rel and
Isc,pu, under the assumption that semiconductor devices with arbitrary ratings can be used. This
requires the dq-currents versus speed to be determined. The required q-axis current is defined
by the torque-speed requirement, but the d-axis current can be chosen freely. In the following
analysis, the d-axis current versus speed is chosen to either minimize the inverter VA-rating, or as
zero.

Figure 7.2 shows the resulting minimum inverter rating versus short circuit current, normalized
to the nominal generator power. For large values of Ts,rel and low values of Isc,pu, the inverter
rating rises sharply; a 1 pu short circuit current for the target machine would imply an inverter
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Figure 7.2 Minimum inverter VA rating relative to nominal generator power, versus machine short
circuit current and starter-to-generator torque ratio.

rating of roughly 40 times the generator power. Clearly, short circuit currents larger than the
nominal current are desirable, but how much larger? Figure 7.2 suggests as a rule of thumb to
use Isc,pu = Ts,rel, which avoids the need for excessively high inverter ratings, even with Id = 0.
For Isc,pu > Ts,rel, the inverter rating can be further reduced if flux weakening is used near the
end of the starting phase and during generator operation. It should be noted that from a safety
perspective the use of field weakening may be undesirable, because a failure in the inverter
(control) may lead to hazardous DC-link voltages or uncontrolled generator operation.

7.2.3 Machine considerations

The previous section demonstrated that from the inverter perspective, the machine should have a
large pu short circuit current. This section will consider how this affects the machine design by
performing a Pareto based multi-objective optimization.

Modeling

The modeling and optimization procedure as described in Chapter 2 will be used. To also account
for the starting and short circuit behavior, the following additional properties are determined for
each machine design:

• The q-axis current needed to reach the required starting torque, accounting for saturation.
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• The adiabatic temperature rise rate (K/s) during starting, to compare the starting perfor-
mance of different machines. The adiabatic temperature rise is based solely on the copper
losses and weight, which may not be fully realistic, but avoids the need for more accurate
thermal models.

• The copper, lamination and rotor losses during a three phase short circuit.

The optimization variables are the nine most important geometric dimensions, including stack
length, outer radius and airgap length. Further relevant assumptions are: a winding fill factor
of 50%; 0.1 mm FeCo stator laminations (due to the high saturation flux density); magnets with
Br=1 T; a carbon fiber retaining sleeve for low rotor losses and a 15 slot 10 pole concentrated
non-overlapping winding layout.

The optimization targets were the following:

• minimize machine weight;

• maximize per-unit short circuit current;

• minimize short circuit losses;

• minimize starting temperature rise rate.

Note that the generator mode efficiency is not included as target; earlier exploratory optimizations
(partially described in Chapter 2) indicated that when designing for both low fault losses and
good starting performance, acceptable generator performance will result, as will be shown here
as well. Further note that the S/G example optimization in Chapter 2 used the starting copper
losses as target, instead of temperature rise rate. Focussing on the copper losses favors FSMs,
as those machines typically have lower copper losses than SPMs, but operate at higher current
densities. Hence, when also accounting for the temperature rise rate, the benefits of FSMs reduce.

Lastly, to obtain the results in this section, 330 generations with 20 particles were used in two trails
with different starting conditions, so that in total over 13,000 machine designs were analyzed.

Optimization outcome

Figure 7.3 shows several side views to the Pareto optimal front, divided based on the starting
temperature rise rate, as indicated in Figure 7.3(a). Each point represents a machine design
that is optimal in some way in the 4D target space. Figure 7.3(a) clearly shows that a good
starting performance requires a high short circuit current. For the specifications considered
here, designing a machine with a 1 pu inductance is practically impossible, while with Isc,pu = 4,
temperature rise rates below 2 K/s are possible. Figure 7.3(b) shows that machines with good
starting performance (ie. yellow triangles) are heavy machines. This was to be expected, since
larger machine have more copper mass to both carry the current and absorb the starting losses.

Figure 7.3(c) shows the short circuit losses versus Isc,pu. Unsurprisingly, increasing Isc,pu also
increases the short circuit losses, which conflicts with the fail-safe requirement of having low
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Figure 7.3 Side views to the Pareto optimal front, with colors and shapes indicating the starting
temperature rise rate.
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short circuit losses. On the other hand, for a given value of Isc,pu, machine designs with good
starting performance also offer low faulted losses.

Finally, Figure 7.3(d) shows the generator efficiency. Although this was not an optimization
objective, the values do not turn out problematically low, because the requirements on low short
circuit losses and high Ts,rel inherently lead to acceptable generator performance. However, the
generator efficiency does slightly decrease with increasing Isc,pu, which is caused by increasing
iron losses. Put differently, machine designs with both acceptable starting performance and
faulted losses will be oversized for generator operation in this specific application.

7.3 Detailed electromagnetic design

Using the design considerations presented above as guidance, additional particle swarm opti-
mizations were undertaken to arrive at a set of candidate designs suitable for implementation.
Further FE analyses were performed on those machines to estimate additional winding losses
(Chapter 4), demagnetization risks, potential unbalanced forces, rotor insertion force, and 3D
effects including magnet flux leakage, additional inductance and rotor losses (Chapter 3), some of
which are briefly discussed here specifically for this machine. Ultimately, one design was chosen
for manufacturing, of which a cross-section is shown in Figure 7.4.

7.3.1 Winding considerations

Due to the high electrical frequency, eddy current losses may occur in the windings. Moreover,
relatively few turns are needed to obtain sufficient back-emf, potentially worsening the eddy

Figure 7.4 Cross section of the designed machine, showing only magnetically active materials.
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7. Design and testing of the prototype permanent magnet starter/generator

Figure 7.5 Example of proximity losses in the solid strands. Colors indicate absolute current density
(A/m²).

current losses. Using litz wire or multiple parallel strands with sufficient twisting can reduce these
losses, but will also reduce the fill factor and increase production cost. The use of standard solid
wire without additional twisting or displacement was therefore desired.

Figure 7.5 shows an example FE model with individual strands. The majority of the winding AC
losses originate near the slot opening and are caused by slot leakage flux. Therefore, these losses
are virtually absent under no-load conditions. Given the distribution of the losses, the total losses
can be reduced by only partially filling the slots with conductors, which is common with higher
electrical frequencies [53]. However, this reduces the total slot fill factor, which was deemed
undesirable. As an alternative, the winding AC losses are reduced by using several thinner non-
twisted enameled strands in parallel, as demonstrated in Figure 7.6. For the machine considered,
using four parallel strands per turn instead of one reduces the AC/DC loss ratio from 1.6 to 1.2.
The effectiveness of adding parallel strands reduces for larger numbers of strands, and when also
considering the increasing manufacturing complexity and cost, high numbers of discrete parallel
strands may be unattractive.

7.3.2 Rotor eddy current losses

The use of tooth-coil windings introduces asynchronous airgap space-harmonics, which poten-
tially induce rotor eddy current losses. To reduce those losses, the magnets are axially segmented
and a carbon fiber retaining sleeve is used. To determine the number of required magnet seg-
ments, the average magnet losses are computed with 3D FEM simulations using the approach
presented in Chapter 3. Figure 7.7 shows such a solved model, while Figure 7.8 shows the expected
losses versus the number of axial segments. With six or more magnet segments the losses become
suitably low for the given machine.
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Figure 7.6 Winding AC/DC loss ratio versus number of parallel strands.

Figure 7.7 Example rotor eddy currents with three axial magnet segments. Arrows show current
direction and magnitude, colors average current density (A/m²).
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Figure 7.8 Magnet eddy current losses.

7.3.3 Demagnetization check

Although the machine may be able to thermally withstand short circuits, demagnetization may
still occur. The transient phase currents immediately after occurrence of a short circuit may reach
twice the steady state short circuit current, potentially damaging the magnets. A simulation was
conducted where a three phase short circuit is applied during nominal generator mode, and the
worst magnet working point was determined, as shown in Figure 7.9. The minimum flux density
obtained was 0.38 T, which is above the knee point of the selected magnet grade, even at slightly
elevated temperatures.

7.3.4 Realization

A prototype of the design described above was manufactured, shown in Figure 7.10. Test results
obtained with this machine are presented in the next section.
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Figure 7.10 Realized S/G machine.
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7.4 Testing

7.4.1 Basic performance

Table 7.2 shows the basic machine properties. The back-emf amplitude is 1.5% less than simulated.
Due to the long magnetic airgap and the tooth-coil windings, the back-emf is highly sinusoidal
(and therefore not shown); the total harmonic distortion, both simulated and measured, is only
0.8%, which is mostly caused by the 5th harmonic with 0.7% amplitude of the fundamental. The
actual inductance is 2–3% smaller than designed, leading to a marginally higher short circuit
current. The simulated torque ripple is negligible, and was too low to be accurately measured.

As part of the safety requirements, the machine must be able to withstand indefinite three phase
terminal short circuits under nominal operating conditions, without failing or demagnetizing.
To validate this, the steady state winding temperature during a short circuit is measured. Under
ambient conditions, the measured winding temperature rise is approximately 90°C, and matches
reasonably well with the predicted steady state temperature of approximately 100°C. This shows
that the slightly larger short circuit current is not problematic. With the measured temperature
rise, short circuit operation is also possible at elevated ambient temperatures or higher altitudes
(where the air density and cooling effectiveness reduce), if suitable isolation materials are used.
Lastly, there was no evidence of demagnetization after performing these tests.

7.4.2 Saturation performance

To validate that the required starting torque can be reached, the torque versus Id and Iq is
measured and compared with the calculated torque. The measurement is conducted for a blocked
rotor case, but the connecting shaft –which includes the torque transducer– has a non-negligible

Table 7.2 Basic machine properties

Property Simulated Measured

Back-emf (20 °C)(3D) 195 Vrms 192 Vrms

Inductance (3D) L: 0.186 pu 0.177 pu

M: -0.072 pu -0.068 pu

Phase resistance (20 °C) 22 mΩ 27 mΩ

Cogging torque 0.10 Nmpp -

Generator torque ripple 0.12 Nmpp -

Starting torque ripple 0.34 Nmpp -

Short circuit current 3.9 × Inom 4.1 × Inom

Short circuit temperature 100°C rise 90°C rise
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Figure 7.11 Measured (solid lines) and calculated torque (in pu) versus Id q .

flexibility, so the actual rotor position varies with applied torque. As a result, the position of the
d-axis can slight shift under high torque conditions, increasing measurement uncertainty.

Figure 7.11 shows the resulting torque map. The limitations of the measurement setup are evident
from the slight asymmetry between the upper and lower halve planes (positive and negative Id )
and distortion near the edges. Nonetheless, within the linear region the predicted and measured
torque match closely, as was to be expected from the matching back-emf. The five times nominal
torque can be obtained with no saturation, as expected, but beyond this the model underestimates
the saturation effect and overpredicts the torque by 9% at 15 times nominal current.

7.4.3 Starting performance

To determine the temperature rise during starting, the rated starting current is injected for several
starting cycles and the temperature rise is monitored. Figure 7.12 shows the result, along with
the simulated temperature rise. This figure shows a measured temperature rise of about 1–
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Figure 7.12 Measured and simulated winding temperature during repeated starting cycles.

1.5 K/s, which is sufficiently low to allow multiple repeated start attempts without overheating.
Within each starting cycle the model overpredicts the temperature rise by about 10%, which is
considered to be sufficiently accurate. The thermal model over-predicts the average temperature
rise after some time, because it partially neglects heat conduction to the machine’s surroundings
at standstill.

7.5 Conclusion

This chapter discussed the implementation of a surface mounted PM machine as an aerospace
starter/generator. Unique in this design is the five times larger starting torque than the maximum
generator torque. Furthermore, the machine is required to be fail-safe, which is achieved by
limiting the short circuit current. However, a low short circuit current directly opposes the starting
performance, as it increases both the minimum inverter VA-rating and the temperature rise
during starting, and a compromise needs to be found. Ultimately, the implemented machine will
be over-dimensioned for the generator requirement, while still having only a limited safe starting
duration.

Multidimensional particle swarm based optimization was again used to consider the important
trade-offs that affect the machine design and find suitable candidate machines. Further detailed
analyses were performed, demonstrating the impact of rotor and winding eddy current losses
specifically for this machine. A prototype was built and tested. The back-emf, inductance, short
circuit current and temperature, and starting performance all show a good match to simulated
performance, ultimately demonstrating that a surface mounted PM machine may be successfully
used as starter/generator. Additionally, the tests verify the outcome of the FE models used
throughout this thesis.
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CHAPTER 8

Power density limits and design trends of high-speed

permanent magnet synchronous machines

In the previous chapters, optimization methods were introduced and models were presented

and tested, eventually leading to the prototype starter/generator. In this final chapter, those

models and optimization methods are used at a large scale to determine more general but

still quantitative design trends and limits related to the specific power density of high-speed

permanent magnet machines. To this end, eighty individual optimizations are executed, cov-

ering a range of rotor surface speeds, power levels and cooling systems. Afterwards, machines

are selected from each front and relevant performance criteria and properties are plotted,

demonstrating various trends in machine design. This chapter may be used in two ways: as a

demonstration of a method to find accurate yet generic design trends and limits; and as an

actual overview of power density limits and the associated design trends.

Based on

• M. van der Geest, H. Polinder, J. A. Ferreira, and M. Christmann, “Power density limits
and design trends of high-speed permanent magnet synchronous machines,” IEEE

Trans. Transportation Electrification, vol. 1, no. 3, pp. 266–276, Oct. 2015; and

• M. van der Geest, H. Polinder, J. A. Ferreira, and M. Christmann, “Quantitative power
density limits of aerospace permanent magnet synchronous machines,” in More Elec-

tric Aircraft Conference, 2015.
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8. Power density limits and design trends of high-speed permanent magnet synchronous machines

8.1 Introduction

Electrical machines are inherently part of a larger system. They should therefore be designed
together with the other parts of the system to arrive at a global optimum. This is particularly
important for aerospace systems, where a low system weight and volume are essential to obtain
a competitive system. In the early design phase of new systems, many different concepts and
configurations may be considered. It is usually infeasible to consider all possible options in detail,
so a selection of the most promising systems to proceed with needs to be made. To facilitate this
early selection, figures of merit or sufficiently accurate yet fast models are required for all major
subcomponents in the system.

For electrical machines, many simple analytical scaling laws and rules of thumb exist, but these
can only provide a rough initial guess for the machine size, which may be insufficient for the
design of high performance systems [157]. For example, [158] uses very basic analytical equations
to establish a generic torque-per-volume parameter. This provides a high-level estimate of
machine performance in this parameter, but may not offer the level of detail that is required
for early machine selection. Similar arguments apply to [159], where a more detailed sizing
equation for volumetric power density is developed, but a detailed loss analysis is necessarily
omitted. Determining volumetric power density limits is the focus of [160]. However, the modeling
and optimization methods have limitations, because the analytical models neglect saturation
and rotor losses, while these effects are considered in the method proposed in this thesis. The
machines are loaded by a passive RL load, while an inverter drive would commonly be used in
high performance applications today. Nonetheless, quantitative results for the volumetric power
density are presented and compared for a range of PM machine types. Ref. [161] determines speed
limits for electrical machines. To this end, analytical expressions are used to correlate mechanical,
thermal and magnetic limits, providing a high level theoretical support of empirically obtained
power-speed limits. Ref. [162] quantifies power limits of surface mounted permanent magnet
(SPM) machines for five rotational speeds between 20–100 kRPM and a given set of mechanical
and thermal constraints. The emphasis lies on modeling however, and few underlying details of
the five resulting machines are provided. A finite element based sizing approach for interior PM
machines with consideration of the magnetic and thermal domains is proposed in [163]. In a
two step process, a generic optimal machine cross-section is first created with PSO, which is then
transformed into a final design via a scaling exercise. Hence, manual interaction is still necessary
to obtain the final machine design. Most of these examples implicitly also illustrate that when
determining limits of electrical machines, a balance needs to be found between generality and
level of detail.

Another approach is to use a database with existing machine designs to identify trends and limits
[164,165], but this approach has several drawbacks as well: very few comparable designs may exist
(in terms of application, power and speed levels, design intent); or little specific data is published
for a given machine, such as constraints, dimensions, weight or used materials. Ultimately, a
literature study allows global limits such as power-speed curves to be identified, but an in-depth
analysis of underlying machine properties is generally not possible.
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8.1 – Introduction

The desired level of detail and accuracy can be obtained with finite element analysis (FEA). In
itself, FEA is an analysis method, but by combining FEA with optimization algorithms, it can
be part of a design method ([16, 166],Chapter 2). By using magnetic, thermal and mechanical
simulations, all relevant performance data can be obtained, at the cost of computation time. This
computational cost prohibits the direct application of FE-based optimization methods in an early
design stage.

This chapter attempts to bridge the gap between inaccurate scaling laws, underpopulated
databases and time consuming FE-based optimizations, by filling a database with systemat-
ically chosen and individually FE-based optimized machine designs. Advantages of this approach
include that all machine properties –such as dimensions, losses or electrical parameters– are
known and that each resulting machine is optimized with identical targets, constraints and mate-
rials. This allows both global trends such as power density, and underlying trends such as machine
dimensions and performance, to be determined and quantified. The results can serve as a direct
starting point for new designs, as a reference for comparison with existing designs, or as a means
to gain insight into fundamental design tradeoffs of surface mounted permanent magnet (SPM)
machines.

In this work, the ultimate goal is to determine the maximum specific power density (kW/kg)
of SPM machines, as function of four rotor surface speeds, five power levels and four cooling
scenarios. For each of these 80 design points, an individual multi-objective FE-based optimization
is executed, with minimization of weight and peak winding temperature and maximization of
efficiency as objectives, and the machine geometry as variable. Qualitatively, the relation between
the specific power density and the main variables is well known. The contribution of this work is
the proposal and application of a method to quantify and present design trends and limits with a
very high level of detail. A second contribution is the presentation of useful design relations and
trends that can be used as a starting point for new machine designs or gain general insight into
sizing trends.

One major limitation of a design study as proposed here is validation of the results. Although
the underlying FE models used here have been successfully validated in the previous chapters,
this does not imply that the trends determined here are also correct. Validation of the design
trends could for example be achieved by pursuing the same goal (ie. dependencies of specific
power density), but using a different optimization strategy and work flow. A simpler alternative
will be undertaken in this case though: the properties of the optimal designs obtained here are
compared with those from existing designs found in literature [161, 164].

This chapter is structured as follows: Section 8.2 explains and motivates the proposed optimiza-
tion approach, while Section 8.3 briefly presents the models and assumptions used. Section 8.4
presents and explains the results. Lastly, Section 8.5 discusses the results with a comparison to
literature values and a thermal sensitivity analysis.
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8. Power density limits and design trends of high-speed permanent magnet synchronous machines

8.2 Optimization approach

8.2.1 Choice of main target and independent variables

The main goal of this work is to determine the dependency of specific power density on rotor
surface speed, power level and cooling effort. This is motivated by the following arguments:

• Specific power density is chosen because in aircraft, and particulary rotorcraft, low weight
is essential to increase range and reduce operating costs.

• Constant rotor surface speeds of 25, 50, 100 and 200 m/s are considered. A constant surface
speed is chosen over a constant rotational speed, because the former represents a roughly
constant mechanical design effort. For example, a machine with vsurf=200 m/s will always
require detailed mechanical analysis, regardless of the rotational speed or rotor diameter. In
applications where the rotational speed is imposed, the results from this work can be used
in two ways: with given surface and rotational speeds the rotor diameter can be estimated
and compared with a target design envelope. Alternatively, the results can be combined
with gearbox data to compare direct drive systems to geared solutions.

• Power levels of 50, 100, 200, 500 and 1000 kW are considered. A small dependency of power
density on power level is expected and multiple levels are considered to confirm this.

• The achievable machine performance strongly depends on cooling intensity and a wide
range of cooling options exist, ranging from passive convection cooling to complex liquid
cooling with flow paths inside the magnetically active parts. This implies that the cooling
system must be a parameter to obtain sufficiently generic results, but it also implies that
cooling solutions cannot easily be compared. Therefore, four cooling scenarios are defined,
as will be described in a few pages.

8.2.2 Implementation

Due to the wide range of power, speed and cooling levels considered, properties such as optimal
flux and current densities, pole count and dimensions will all vary between the considered cases.
To ensure that each design in the database is indeed optimal, an individual multi-objective
optimization is executed for each design point. The variables in this optimization are the machine
dimensions, while the targets are high efficiency, low winding temperature rise and low weight.

The result of each optimization is a Pareto optimal front (POF), which captures the fact in the
presence of conflicting targets, no single optimum exists ([16, 167],Chapter 2). In this study, each
of the 80 resulting three dimensional POFs shows the trade-off between weight, efficiency and
winding temperature for a given design point. These are considered local trade-offs, since they
correspond to a single machine specification.
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De�ne

•	 Power	levels
•	 Surface	speed	levels
•	 Cooling	scenarios

Perform	multi-objective	optimiza-
tion	for	each	design	point.	Targets:
•	 Minimize	weight
•	 Minimize	winding	temperature	

rise
•	 Maximize	efficiency

From	each	pareto	optimal	front,	
select	n	lightest	designs	meeting	
temperature	constraints

Average	selected	
designs

Plot	performance	and	properties	
on	relevant	x-axes

Figure 8.1 Proposed design approach.

To determine high level global trends (the depen-
dencies of the power density), the results from all
POFs have to be compared. A direct comparison of
the POFs is however infeasible, as each front con-
tains hundredths of individual designs. Therefore,
the n lightest designs meeting a set of given tem-
perature constraints are selected from each POF
and the performance and properties are averaged
and plotted. n designs are selected and averaged
instead of just selecting the lightest design, because
the Pareto optimal fronts contain small local vari-
ations, but the designs are sufficiently similar to
allow averaging. Alternatively, the averaging step
can be omitted, thus providing an impression of the
uncertainty, but also resulting in less clear plots.

Figure 8.1 schematically summarizes this approach.
As an example, Figure 8.2(a) shows the result-
ing POFs for all rotor surface speed levels for the
200 kW optimistically air cooled design point. As
shown, and in line with expectations, lighter ma-
chines operate at higher temperatures due to in-
creased current and flux densities. Highlighted
in each POF are the n=6 designs meeting a 150 °C
temperature constraint. For these designs relevant
properties are computed, optionally averaged, and
plotted against e.g. rotor surface speed, as demon-
strated in Figure 8.2(b). This plot already demonstrates the diminishing returns in specific power
density with increasing rotor surface speeds. Plots like Figure 8.2(b) will be extensively shown and
discussed in the results section.

161



8. Power density limits and design trends of high-speed permanent magnet synchronous machines

0 20 40 60 80 100 120 140
0

50

100

150

200

250

Weight (kg)

M
ax

. 
w

in
d

in
g

 t
em

p
. 

ri
se

 (
°C

)

 

 

200 m/s

100 m/s

50 m/s

25 m/s

(a)

0 50 100 150 200 250
2

4

6

8

10

Rotor surface speed (m/s)

S
p

ec
if

ic
 p

o
w

er
 d

en
si

ty
 (

k
W

/k
g

)

 

 

Selected designs

Averaged

(b)

Figure 8.2 Design selection and averaging: (a) complete POFs for the 200 kW, optimistically air
cooled design point, with the 6 selected designs highlighted in each POF; (b) performance of the
selected designs versus rotor surface speed.
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8.3 Modeling, assumptions & material properties

This section describes all constants and assumptions, as well as the models used in the optimiza-
tions.

8.3.1 Electrical domain

Assumptions

To keep the number of variables manageable, a number of assumptions must be made. With the
emphasis on higher speed machines and high performance, SPM machines are considered. At
high speeds SPM machines are more attractive than interior PM machines, because the latter
rapidly require thicker magnetic bridges at higher speeds, which in turn requires more magnet
material to maintain sufficient airgap field strength [164, 168]. In addition, increasing surface
speeds require increasing mechanical airgap lengths due to mechanical considerations, which in
turn reduces the saliency ratio and with that, the benefits of interior PM machines.

Only concentrated non-overlapping windings are considered, because this offers the benefits
of short end-windings and simple manufacturing. With such windings, asynchronous space-
harmonics can induce problematic rotor eddy current losses, especially at high speeds. To
minimize these losses, only windings from the 3 slot, 2 pole family (q=0.5) are chosen, as these
have no space-harmonics below the synchronous harmonic and the first higher order harmonic
has already twice the pole count of the synchronous harmonic. To further reduce rotor losses, a
carbon fiber retaining sleeve is assumed, together with axial magnet segmentation in 8 pieces.

Lastly, (costly) iron-cobalt laminations are assumed, because they allow high flux saturation levels
(2.4 T) and are available as thin sheets to reduce losses. Further material properties, constants
and variables are summarized in Table 8.1.

Modeling

Each machine is analyzed entirely with 2D FEA, allowing saturation, rotor eddy current losses and
all geometric details to be accounted for. The basic machine properties and losses, such as linked
flux, inductance, torque ripple; and iron, copper and rotor losses are computed, as described
in Section 2.2.1. Note that losses, temperatures or current and flux densities are not explicitly
constrained in this approach. Instead, by optimizing for a low temperature rise and selecting final
designs based on temperature, the optimal current and flux densities will result. This removes the
need for the user to specify ‘optimal’ current densities a priori. Next, because only 2D models are
used, the machine performance may be overestimated for very short machines. To avoid this, a
minimum axial stack length of 40 mm is used for all cases.
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8. Power density limits and design trends of high-speed permanent magnet synchronous machines

Table 8.1 Relevant material properties

Stat./Rot.
Lam.

Winding Magnets
Retain.
Sleeve

µr FeCo 1 1.05 1

Losses1 0.15 mm fill 50% ρ=1 µΩm ρ=100 µΩm

Br - - 1.2 T -

Density2 8120 5185 7500 1597

Therm.
cond.3 29 / 0.7 1.2 / 195 7.5 / 2.5 0.77

1 Respectively sheet thickness, fill factor, resistivity
2 In kg/m3; 3 In W/(m·K), in-plane / axial

8.3.2 Mechanical domain

At the considered rotor surface speeds, the mechanical design of the machines –consisting of
static stress analysis and rotor dynamic analysis– must be considered to some extend. Other
authors suggest that the stress analysis is of primary concern for high power density designs [169].
In this work, this is dealt with by using a fixed sleeve thickness of 2.5 mm for the carbon fiber
sleeve. At higher speeds this may be insufficient, but the results will show that at these speeds the
optimal magnetic airgap length increases, allowing thicker sleeves to be used if needed.

8.3.3 Thermal domain

Assumptions

A wide variety of cooling systems exists and quantifying a complete cooling system is difficult.
Therefore, the following four cooling scenarios are defined:

• C1 – Pessimistic air cooling The machine is cooled only by ambient air forced through the
airgap; the only heat exchange occurs in the airgap and around the end-windings. The stator
yoke outside surface is assumed to be insulated. This case represents electrical machines
built into large structures, where cooling from the machine outer periphery towards the
environment is not possible (e.g. engine bays).

• C2 – Optimistic air cooling has increased flow rates compared to the previous case, as well
as forced cooling on the stator yoke outside surface.

• C3 – Liquid jacket, totally enclosed The stator outside is cooled by a liquid jacket. The
machine is closed, but air is circulated in the machine to transfer rotor heat to the stator.

• C4 – Liquid jacket & rotor air cooling Is similar to the previous case, but ambient air is
forced through the airgap, although at lower rates than in the pessimistic air cooling case.
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8.3 – Modeling, assumptions & material properties

Table 8.2 Heat transfer coefficients for the four cooling cases

HTC (W/(m2 K))

Description Face C1 C2 C3 C4

Stator yoke outside A - 65 1610 1610

End-winding outside B - 25 - -

End-winding topside C 40 80 15 15

End-winding rotor side D 50 80 20 20

Tooth front (airgap) E 150 200 50 50

Winding at slot opening F 50 75 15 10

Rotor surface (airgap) 150 200 50 50

Rotor end-plates - 15 10 10

The main purpose of this airflow is to cool the rotor, which can pose an issue when only
using a liquid jacket.

A

B

C

D

E

F

Figure 8.3 Machine interfaces with thermal
heat transfer coefficients.

These four scenarios are implemented as different sur-
face heat transfer coefficients (HTC) to ambient air
that are applied as boundary conditions on a model of
the solid machine parts. Figure 8.3 shows the surfaces
considered and Table 8.2 summarizes the correspond-
ing HTC values. In the case of a liquid jacket, the yoke
HTC represents the total effective resistance from yoke
surface to liquid, the flow rate is adjusted to obtain
a 40 K temperature rise, starting from an inlet tem-
perature equal to the ambient temperature. Lastly,
the weight of the jacket and liquid are included in the
machine weight.

The HTCs represent convection and radiation cooling
and are therefore non-linear, but by assuming forced
cooling, constant values may be used. The values used
are based on previous projects and [170–173].

With the aim on high performance applications, the
baseline maximum temperature rise is 150 K for the
windings (50 °C ambient with 240 °C rated wire) and
80 K for the carbon fiber sleeve, due to the limited
maximum temperature of such sleeves. The effect of
lower limits will be considered in a later section.
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8. Power density limits and design trends of high-speed permanent magnet synchronous machines

Modeling

The temperatures are computed with a 3D lumped element network, which is faster than FEA,
but still provides sufficient accuracy compared to FEA, given the uncertainty associated with
typical HTCs [170]. The use of a 3D model allows an axial temperature rise across the airgap
or liquid jacket, as well as cooling of the end-windings, to be accounted for. Lastly, the lumped
element network was validated with 3D FEM on a number of benchmark machines; the computed
temperatures were always within 10 K. See appendix A for more details on the thermal model.

8.3.4 Optimization

Particle swarm optimization (PSO) is used to determine the POF for each design point. PSO is
a gradient free, heuristic optimization algorithm, used on electrical machine problems before
[31, 174]. For each design point, 200 iterations with 20 particles are executed, so that ultimately
320,000 machines have been analyzed to arrive at the final data set. Each optimization run takes
about 1–2 days using a workstation with a Xeon E5-1620 processor, analyzing 4000 machine
designs in the process.

8.4 Results

The results are now discussed in four parts. First, all unfiltered and processed POFs are shown,
serving as a bridge between the optimization results and more abstract trends. Then, the main
goal –specific power density– is discussed. Next, derived parameters for the same machines are
presented, split into parameters relevant at system level, such as efficiency or frequency, and
those only relevant to the machine designer, such as flux densities and loss distributions.

8.4.1 Individual fronts

Contrary to the procedure described in Section 8.2.2, the full POFs will now briefly be considered.
This is done to demonstrate the amount of data that was generated and to underline the need for
the proposed additional processing steps to determine actual trends.

Figure 8.4 shows the efficiency versus weight side-view to the POF for the purely air cooled
machines. The typical behavior –increasing efficiency with weight– is visible for all machines.
The most important observation is that the machine efficiency should not be a problem; a value
of 97% is easily obtainable for most machines. The general fronts for the liquid cooled machines
are very similar and hence not shown.

Figure 8.5 shows the winding temperature rise versus weight for the air cooled machines (the
liquid cooled machines are again similar). Individual power levels can roughly be identified. The
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Figure 8.4 Full POFs: Efficiency versus weight for the air cooled cases.

general trends are again in line with what one would: heavier machines remain cooler.

Although Figures 8.4 and 8.5 contain a wealth of information, they also demonstrate that this in-
formation is difficult to comprehend. Therefore, they are not further discussed and the remaining
sections apply the proposed processing approach to highlight specific trends.

8.4.2 Specific power density

Figure 8.6 shows the specific power density versus rotor surface speed and so fulfills the main
goal of this chapter. Discussing the dependency on the main variables individually:

• Improving the cooling system is most beneficial for improving the power density. Com-
pared to pessimistic air cooling, optimistic air cooling increases the specific power density
by 1.5–2.5 times, the totally enclosed system with liquid jacket by 1.2–1.6 times and the
mixed cooling system by 2–3 times. The totally enclosed system performs worse than the
optimistically air cooled system, mostly due to the limit on the rotor temperature, which
will be discussed later. All power levels and rotor surface speeds benefit from an improved
cooling system, but the gain is greater at higher rotor surface speeds.

• Increasing the rotor surface speed also increases the power density, but with diminishing
returns. This is attributed to the iron and rotor losses, which remain constant or increase
with speed. For the pessimistic air cooling case, the specific power density doubles from
25 to 200 m/s, while for the mixed cooling case it triples. This demonstrates that with
increasing surface speed, the importance of a good cooling system increases.

167



8. Power density limits and design trends of high-speed permanent magnet synchronous machines

0 50 100 150 200 250 300 350 400 450 500

0

50

100

150

200

250

Weight (kg)

M
ax

. 
w

in
d

in
g

 t
em

p
. 

ri
se

 (
°C

)

 

 50 kW, 200 m/s

50 kW, 100 m/s

50 kW, 50 m/s

50 kW, 25 m/s

100 kW, 200 m/s

100 kW, 100 m/s

100 kW, 50 m/s

100 kW, 25 m/s

200 kW, 200 m/s

200 kW, 100 m/s

200 kW, 50 m/s

200 kW, 25 m/s

500 kW, 200 m/s

500 kW, 100 m/s

500 kW, 50 m/s

500 kW, 25 m/s

1 MW, 200 m/s

1 MW, 100 m/s

1 MW, 50 m/s

1 MW, 25 m/s

50 kW, 200 m/s, OA

50 kW, 100 m/s, OA

50 kW, 50 m/s, OA

50 kW, 25 m/s, OA

100 kW, 200 m/s, OA

100 kW, 100 m/s, OA

100 kW, 50 m/s, OA

100 kW, 25 m/s, OA

200 kW, 200 m/s, OA

200 kW, 100 m/s, OA

200 kW, 50 m/s, OA

200 kW, 25 m/s, OA

500 kW, 200 m/s, OA

500 kW, 100 m/s, OA

500 kW, 50 m/s, OA

500 kW, 25 m/s, OA

1 MW, 200 m/s, OA

1 MW, 100 m/s, OA

1 MW, 50 m/s, OA

1 MW, 25 m/s, OA

Figure 8.5 Full POFs: Peak winding temperature rise versus weight for the air cooled cases.

• The dependency of the power density on the power level is small, compared to the cooling
system or speed, but distinguishable. Machines with higher power ratings occupy the lower
end of the power density range for most cooling/speed design points. The difference in
power density is at most 20% across the considered power range. This trend is believed to
be correct, since the machine volume, where the losses originate, scales with n3, while the
area, which dissipates the losses, scales with n2, necessitating lower loss densities for larger
machines.

Note that in these results, some of the 50 or 100 kW machines have an equal or slightly lower power
density than the 200 kW machines, which is the result of the minimum stack length imposed in
the optimizations.

8.4.3 Detailed results – interface level

This sections presents detailed properties of the optimal machines, focussing on properties
relevant for system level design considerations. The aim is to provide as generic trends as possible,
to allow the results to be used in other applications as well. Yet, the machines considered here are
optimized for power density without any constraints on e.g. rotational speed, outer diameter or
length. When fixing such parameters to match a target application, the results may not represent
the true optimum for that application.

Figure 8.7 shows the efficiency versus rotor surface speed. Higher power machines and higher
rotational speeds will lead to higher efficiencies. This is a fundamental relation, because as the
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Figure 8.6 Specific power density versus rotor surface speed.

speed increases, the machine size and so the surface area through which the losses are dissipated
decrease, ultimately requiring lower losses to maintain acceptable temperatures Most designs fall
in the range of 96.5–98.5%. With increased cooling effort, higher loss densities can be accepted
and the efficiency will reduce.

Figure 8.8 shows the hot spot winding and magnet temperatures of the selected machines. For
the purely air cooled machines, the winding temperature is the limiting factor. This is beneficial,
as it allows the power density to be increased by improving the stator cooling, which is generally
simpler than improving the rotor cooling. With the mixed cooling system at higher surface speeds,
neither the magnet nor winding temperature is clearly limited. For the totally enclosed machine
the magnet temperature was by far the limiting factor, regardless of the rotor surface speed. This
implies that to improve the power density of totally enclosed machines, it is essential to minimize
the rotor losses (by e.g. using magnet segmentation or suitable winding schemes) or to improve
the heat transfer away from the rotor. Extreme examples of these approaches can be found in
[154] respectively [175].

Directly comparing most dimensions of the greatly different machines considered here is not
possible. Instead, the stack outer envelope aspect ratio is considered. Figure 8.9 shows the aspect
ratio; a value of 0.5 means that the axial length equals half the stator (machine) outer diameter.
A clear preference for short and wide machines is visible. Especially for the pessimistically
cooled machines aspect ratios of 0.1 are not uncommon. When increasing the cooling effort, it is
attractive to decrease the radius, rather than the length. Only a handful of the 25 m/s machines
have an aspect ratio greater than 1.
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Figure 8.7 Efficiency versus rotor surface speed.
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Figure 8.8 Predicted maximum temperature: (a) winding; (b) magnets.

Figure 8.10(a) shows the mechanical airgap length. Note that the magnetic airgap is an addi-
tional 2.5 mm longer due to the retaining sleeve. Most machine designs at vsurf=25 or 50 m/s
have the minimum airgap of 1.5 mm specified in the optimizations. Hence, when performing
optimizations at those surface speeds using a fixed, low airgap length can yield satisfactory results.
With increasing surface speed, the optimal airgap length increases. This is driven by the need
to have a lower flux density in the iron at higher speeds and to maintain acceptable rotor eddy
current losses, which would otherwise increase with frequency. A longer optimal airgap is also
beneficial in several ways: it reduces windage losses and allows a thicker sleeve to be used if this
is mechanically necessary. Therefore, the fixed sleeve thickness used in this work does not lead
to infeasible designs. In addition, a longer airgap alleviates the mechanical requirements. To
demonstrate this, Figure 8.10(b) shows the airgap length normalized to the rotor outer diameter,
which accounts for the fact that shorter airgap lengths are more difficult to accurately maintain in
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Figure 8.9 Stack aspect ratio versus rotor surface speed.
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Figure 8.10 Mechanical airgap length versus rotor surface speed: (a) absolute length; (b) relative
length (gap length divided by rotor outer diameter).

larger machines. Fortunately, many of the high-speed machines have physical airgap lengths in
excess of 2%.

Figure 8.11 shows the rotational speed versus surface speed. Since force density is limited by
the airgap flux density, higher output torque requires a larger airgap surface area, reducing the
rotational speed. The 50 kW machines rotate about 5–6 times faster than the 1 MW machines for
all design variations. Further observe that the optimal rotational speed increases with cooling
effort, which is attributed to the higher tolerable loss densities. The lowest speed is 450 RPM for
the 1 MW pessimistically air cooled machine at vsurf=25 m/s. For the mixed jacket/air cooled
system, this increases to 890 RPM. The highest speed occurs for a 50 kW, 200 m/s, mixed jacket/air
cooled machine: 31.5 kRPM. Figure 8.12 shows the specific power density versus rotational speed.
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Figure 8.11 Rotational speed versus rotor surface speed.
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Figure 8.12 Specific power density versus rotational speed.

This shows mostly that high rotational speeds are not necessary to obtain high power densities;
no major improvements are observed beyond 10–12 kRPM, regardless of the cooling scenario.

Fig 8.13 shows the electrical frequency. For v≥50 m/s the frequency increases approximately
linearly with surface speed. The designs with higher cooling effort (and so higher tolerable loss
densities) have higher frequencies. Since the number of poles was an optimization variable,
no direct relation to the rotational speed exists: for a given cooling case and surface speed the
rotational speed varies over a roughly 10:1 ratio, while the frequency only varies over a 2:1–3:1
ratio. In addition, a fairly large spread exists in the electrical frequency (this becomes even more
apparent when considering the non-averaged version of Figure 8.13 (b) (not shown to preserve
space)). All in all the results imply that no ideal frequency exists, even for a given power and speed
level.

Note that the frequency is considered an external parameter, because it affects the inverter design.
With increasing power level and thus inverter size, the achievable switching frequencies reduce

172



8.4 – Results

25 50 100 200
0

1

2

3

4

5

E
le

ct
ri

ca
l 

fr
eq

u
en

cy
 (

k
H

z)

Surface speed (m/s)

 

 
50 kW

100 kW

200 kW

500 kW

1000 kW

Pessim. air

Optim. air

Jacket, TE

Jacket&Air

Figure 8.13 Frequency versus rotor surface speed.

and consequently the maximum fundamental electrical frequency. Alternatively, inverters could
be derated, increasing cost and size.

Figure 8.14 shows the relative (or per-unit (pu)) synchronous inductance. The design of a machine
is linked to the inverter sizing through the pu inductance (besides electrical frequency). Higher
inductances require either a larger inverter (when assuming Id = 0; the inverter supplies the
reactive magnetizing power) or a larger machine (Id < 0; machine supplies reactive power). On
the other hand, a larger inductance also reduces current ripple, which reduces parasitic losses
in the machine ([57], Chapter 6). Additionally, the pu inductance is also a rough indication of
the magnetic machine utilization. A one per-unit inductance implies that the armature current
field has the same order of magnitude as the PM field, leaving less room for transient high torque
operation.

The pu inductance is mostly dependent on cooling effort. Machines with high cooling capacity
have higher pu inductances, reaching unity inductance for some of the low power low speed
machines. This is caused by the maximum electric loading of the machines. In a simple case,
increasing the maximum permissible current density of a given machine design, without further
adjusting the design, will reduce the pu base impedance and increase the pu phase inductance.

In fault-tolerant applications a machine must be able to withstand permanent short circuits
during operation [85]. A typical approach to achieve this is to design machines with a 1 pu
inductance. Figure 8.14 shows that machines with optimal power density have an inductance in
the range of 0.25–0.6 pu, suggesting that constraining the inductance to 1 pu would reduce the
power density. However, a proper quantification would require further optimizations.
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Figure 8.14 Per-unit inductance versus rotor surface speed. A 1 pu inductance would limit the
short circuit current to the nominal current.
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Figure 8.15 Teeth magnetic flux density versus rotor surface speed.

8.4.4 Detailed results – machine level

This section presents further machine properties, focussing on quantities mainly relevant for the
design of the machine.

Figure 8.15 shows the peak flux density in the teeth of the selected machines (the yoke flux
densities are very similar). Notice that the saturation level of 2.4 T of the FeCo laminations is
reached but not exceeded, suggesting that heavily saturating the machines is not attractive. With
increasing speed (and so frequency), the flux densities decrease to maintain the loss density
acceptable. In fact, the flux density for many machines at v=100 m/s or v=200 m/s is well below
1.4 T, allowing substantially cheaper FeSi laminations to be used instead of FeCo. Moreover, high
silicon content FeSi steel types can have lower specific losses than FeCo types for a given sheet
thickness, allowing further performance improvements [164].

Figure 8.16 shows the airgap stress (torque divided by rotor radius and surface area), a quantity
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Figure 8.16 Shear force versus rotor surface speed.

often used to compare or dimension electrical machines. The values show a very low dependency
on power level –which is desirable for a dimensioning parameter–, but do strongly depend on
both surface speed and cooling approach, so this value should always be quoted with those
parameters to be useful.

Figure 8.17 shows the distribution of the copper, stator iron and rotor eddy current losses versus
cooling scenario. The results are perhaps unsurprising. At vsurf=25 m/s the majority of the losses
(60–80%) are copper losses (which are mostly frequency independent), with iron losses making up
the rest. Hence, these machines are highly electrically loaded, with the iron saturation flux density
limiting machine performance. At vsurf=200 m/s the situation is inverted, with just 30–40% of
the losses in the windings. This again shows that using a low loss lamination type is critical at
higher surface speeds. Another conclusion is that in low speed machines, the cooling system
should aim at effectively removing heat from the windings, while at high speeds, overall machine
cooling becomes more important. The rotor loss share is higher (up to 15% for the highest speed
machines) for the purely air cooled machines than the jacket cooled machines (up to 5%), which
follows directly from the cooling assumptions. Generally, the loss distribution depends more
strongly on surface speed than cooling scenario. Hence, when designing a machine for a given
surface speed, aiming for a certain loss distribution is a valid approach.

Figures 8.18 and 8.19 show the RMS current density and linear RMS current density versus surface
speed, respectively. The former varies between 6 and 20 A/mm2, mostly depending on cooling
scenario. In simple machine design approaches without thermal models, a fixed value is often
assumed for the current density. This figure suggests that this could lead to acceptable results, if
an appropriate value is chosen. On the other hand, the linear current density varies over a wider
range (10–70 kA/m), strongly depending on the surface speed, but shows less variation for a given
surface speed and cooling scenario. Hence, if these quantities are known for a new design, the
linear current density may provide a better starting point.

Figure 8.20 shows the specific power density versus cooling scenario (compare to Figure 8.6). This
figure very clearly demonstrates that increasing the rotor surface speed becomes more attractive
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Figure 8.17 Distribution of the main electrical losses: (a) copper losses; (b) stator iron losses; (c)
rotor losses.
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Figure 8.18 RMS current density versus ro-
tor surface speed.
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Figure 8.19 Linear RMS current density ver-
sus rotor surface speed.
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Figure 8.20 Specific power density versus cooling scenario (compare to Figure 8.6).

with better cooling: the power density doubles when increasing vsurf from 25 to 200 m/s for the
pessimistically cooled machines, but more than triples for the intensively cooled machines.

8.4.5 Lower temperature constraints

The temperature constraints used in the previous section are based on the use of expensive,
high performance materials. To investigate the impact of lower permissible temperature rises,
Figure 8.21 shows the specific power density versus maximum winding and magnet temperature.
The results are averaged over all power levels for this plot, because the power level has only a
small impact on power density. It appears that the specific power density follows an almost linear
trend with maximum temperature, in particular for the air-cooled machines. This was to be
expected, since for a given machine design, increasing the temperature rise by a factor f , requires
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Figure 8.21 Specific power density versus winding and magnet temperature limit, averaged over all
power levels.

an increase in losses by the same factor (assuming temperature independent cooling). When all
loss mechanisms follow a squared relationship (which holds at high frequencies, where the iron
losses are dominated by eddy current losses), an increase by a factor of

√

f of e.g. current and
flux density, or current density and speed, will double both the losses and output power (and so
power density). Hence, the power density figures presented in this chapter may be scaled linearly
with the acceptable temperature rise to inter- or extrapolate the results. For the totally enclosed
liquid cooled and mixed liquid/air cooled machines, this clear relation does not exist; a twofold
increase in maximum temperature increases the specific power density by only 1.5 times.

8.5 Discussion

The optimal machines presented and discussed in the previous sections are now compared to
designs obtained from literature and a thermal sensitivity analysis is performed.

8.5.1 Literature comparison

Validating the range of machines considered here by constructing prototypes is impossible. As an
alternative means to determine the realism of the optimized machines, the results are compared
to examples from literature.

Ideally, the specific power density is compared with values obtained from literature. However,
most references provide insufficient information to determine the specific power density. This
is partially due to most applications having a fixed rotational speed, and the machine design
is focussed on obtaining a feasible and efficient machine for this speed, rather than directly

178



8.5 – Discussion

   1   10  100 1000

   1

  10

 100

1000

Speed (kRPM)

P
o
w

er
 (

k
W

)

 

 

 IM

 PM

Jacket & Air

Jacket, TE

Optim. air

Pessim. air

Figure 8.22 Power-speed graph of the optimized machines (solid markers), compared to existing
literature examples (hollow markers) [161, 164].

maximizing power density. As an alternative, the machine designs are compared in terms of
power and rotational speed, keeping in mind that this is a somewhat unfair comparison. Still, if
the optimized machine designs have significantly too low or high power-speed products, it is an
indication that the models and assumptions used here were too pessimistic or optimistic.

Figure 8.22 compares the designs presented in the previous sections to examples of induction
machines and PM machines from literature. Note that many of the reference designs have
surfaces speeds in excess of 200 m/s. The five individual power levels can be clearly recognized.
The designs with vsurf=200 m/s are in the region of existing machines, especially for the lower
power levels. Hence, the designs presented here are not deemed to be unrealistic.

8.5.2 Thermal sensitivity analysis

Thermal constants, especially those related to solid-gas, solid-liquid or non-perfect solid-solid in-
terfaces, have a larger uncertainty than most electrical properties. This is caused by uncertainties
in for example the flow regime or surface finish. Consequently, the calculated temperatures will
also have a larger uncertainty than the electromagnet properties.

A sensitivity analysis is performed to estimate the impact of variations in the thermal properties.
All HTCs in Table 8.2 as well as the thickness and thermal conductivity of the slot liner and the
conductivity of the winding insulation and impregnation are randomly varied with a uniform
distribution of ±40% span to obtain 10,000 sets of boundary conditions. For each set, the tem-
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dom variations in thermal properties by ±40%. The red bar indicates reference design.

peratures are computed for the lightest optimistically air cooled machine of 100 kW and 100 m/s
(arbitrarily chosen).

Figure 8.23 shows the results, with the red bar indicating the baseline value for the selected design.
The standard deviation is 16 K or 11%. This information together with the dependency of power
density on the temperature limits (Figure 8.21) can be used to estimate the consequences due to
uncertainty in thermal parameters. For example, if the maximum temperature rise of 150 K is to
occur for +2 standard deviations as a safety margin, the maximum design temperature should be
about 120 K, which reduces the power densities by roughly 20%.

8.6 Conclusion

This chapter proposed and demonstrated a method to determine machine capabilities, bridging
the gap between inaccurate but fast analytical design methods and literature based studies.
By individually optimizing a range of machines, high and low level trends can be determined.
Accurate FEA and lumped element models were used to account for all relevant geometrical,
magnetic and thermal effects, providing more detailed results than analytical models.

The proposed method was demonstrated by quantifying the dependency of specific power density
on rotor surface speed, power level and cooling effort, demonstrating that increasing the cooling
capacity can improve the power density more strongly than increasing the rotor surface speed.
The maximum specific power densities obtained are approximately 4 kW/kg for pessimistically
air cooled machines, 9 kW/kg for optimistically air cooled machines, 7 kW/kg for totally enclosed
jacket cooled machines, and 11–12 kW/kg for machines with both airgap cooling and a liquid
jacket. These values refer to the active mass only, plus the mass of the cooling jacket where
applicable.

The influence of the power level on the specific power density is very small. At the lowest power
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level of 50 kW, the constraint on the minimum stack length slightly limited the performance of
these machines. For each surface speed and cooling scenario combination, peak power density
was generally obtained for the 200 kW machines. At the highest power level of 1 MW the specific
power density marginally reduces, by about 10%. Compared to the impact of rotor surface speed
or cooling effort, the specific power density could be considered to be independent of the power
level for the range considered in this work.

By further inspection of the results, it is shown amongst others that at high speeds the high
saturation flux density offered by FeCo laminations is not needed; that the optimal mechanical
airgap length increases up to 1 cm, allowing thicker retaining sleeves to be used or reducing
windage losses; and that the airgap stress or linear current densities are (indeed) good machine
dimensioning parameters, but only if quoted together with cooling level and rotor surface speed.

Ultimately, using the results (and approach) presented here can be used at several levels: 1. as a
reference when performing a similar study for a different case; 2. as a reference work to determine
the capabilities of PMSMs for conceptual targets applications or comparisons with existing de-
signs; and 3. as a starting point for new machine designs, using the basic dimensioning parameters
given in Figures 8.16–8.19.
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CHAPTER 9

Conclusion

The primary goal of the research project leading to this thesis was to provide a candidate de-
sign for a prototype starter/generator. For the specific application, a balance had to be found
between weight, starting performance, short circuit losses and generator performance. Due to
the magnitude of the starting torque and the requirement for low short circuit losses, generator
performance is of secondary importance and will generally be sufficient if the other requirements
are met. However, good starting performance directly opposes low fault losses and weight, which
are the main tradeoffs to be made. The faulted losses are strongly dependent on the per-unit
phase inductance, which in turn determines a minimum inverter rating. Ultimately, a prototype
machine was designed and built having a short circuit current of 4 pu, which is roughly equal
to the starting-to-generating torque ratio. Lower short circuit currents would sharply reduce
both machine and inverter feasibility. The prototype was tested, showing a good match between
simulations and measurements. Afterwards, the prototype S/G (and associated power electronics)
were successfully tested at the clients’ facilities. All in all this demonstrates that surface mounted
PM machines may be successfully used as starter/generator.

However, before the final S/G design was established, several modeling and analysis steps were
necessary.

As a first step, a Pareto based multi-objective optimization strategy was developed, based on PSO
and FEA. Such a tool serves two purposes: at first it helps to find machine designs that ‘optimally’
meet the target specifications and allows various topologies to be compared. However, any real
engineering problem has multiple –most likely conflicting– objectives and no single optimal
design exists. The designer then has to decide on a specific compromise, but this requires insight
into the tradeoffs between the various targets. Gaining insight into a design problem is the second
purpose of an optimization algorithm. When using an optimization algorithm it is extremely
important that the user and his audience become confident in the results, and can explain various
trends that emerge. As a rule of thumb, one should maybe spent as much time checking the
output of an optimization run as it took to set it up.
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Conclusion

In the analysis and optimization of high-speed machines, rotor losses must be accounted for.
If the eddy currents are expected to be inductance limited, calculating the inducing field and
the eddy currents becomes a coupled problem. This strongly increases the solution complexity
regardless of the modeling approach. A FEM based method was proposed that fits well into the
optimization approach proposed earlier. By using a linear model of only the rotor geometry, the
mesh can have fewer elements; rotation does not need to be accounted for; and stator saturation,
the most likely cause of saturation in SPM machines, does not have to be considered in a transient
simulation. All in all this leads to a speed gain of 2–20 times, depending on the machine operating
conditions, while still accurately estimating the losses even with pronounced shielding effects. An
added benefit is that the method is flexible with regards to rotor shapes, due to the use of FEM.

The high-speed nature of the S/G also requires the additional winding losses to be considered.
The initial starter/generator specification called for an extremely low voltage, requiring only a few
turns per tooth at most. Regular solid strands were to be used, optionally with discrete parallel
strands, and it is well known from literature that this may lead to strand level proximity effects
and bundle level skin effects. To accurately estimate the bundle level skin effect (unequal current
sharing), including 3D effects such as twisting and the end-windings, no adequate models were
found, so a simplified 3D FEM based method was developed and experimentally tested. Using
the method, it was demonstrated that even a single twist over the machine length can increase
the frequency where current start to diverge by over an order of magnitude. Then, using those
models together with transient FEM models, the effects of various loss reduction mechanisms
were compared, showing that by carefully using discrete non-twisted strands, performance similar
to that of a winding made with an ideal but lower fill factor litz wire may be obtained.

A fourth and last important step was the analysis of turn level, or inter-turn, short circuit faults.
This is a broad topic, including estimation of short circuit currents and losses, detection of the
fault and post-fault operation. The strand based models from the previous chapter were used for
the short circuit calculations. Compared to most existing works, this offers a very high level of
detail and easily allows the impact of using parallel strands to be considered. Trends described
in literature were confirmed, such as the increased fault losses for short circuits in turns located
close to the slot opening, even after applying a terminal level short circuit. Worst case fault
current densities approaching 1000 A/mm² were calculated, while in experiments values up to
450 A/mm² were recorded, still limited by the measurement setup. Using parallel strands in
safety critical applications brings both benefits and disadvantages. Major advantages include the
reduced likelihood of high localized losses and the better fault current suppression by a terminal
level short circuit. A disadvantage is that the worst case total losses may be somewhat higher than
with a single strand.

The potentially high fault current densities in high-speed machines stress the importance of a
fault detection system. In this thesis, a simple fault detection system is proposed, suitable for
implementation as an independent observer of a drive system. The system applies synchronous
detection at the fundamental frequency to the difference between the ideal inverter neutral
voltage and actual machine neutral voltage. As such, it provides an indication of the three phase
system imbalance. The performance was characterized by simulations and measurements on two
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totally different systems. With a careful system design, faults down to 0.4% of the winding can
be detected, albeit only at sufficiently high speeds. The strong dependency of the sensitivity on
speed is a disadvantage of the method. A second disadvantage is that no real system is perfectly
balanced. Changes in speed, id , iq or connection order will change the natural imbalance. These
changes may exceed the imbalance level caused by small faults, making the reliable detection of
small faults difficult. This fundamental limitation will affect any fault detection scheme, as every
imbalance can be seen as a fault.

After having confirmed the correctness of the machine models with the prototype machine, they
were applied one last time to determine power density limits for PMSMs versus rotor surface
speed, power level and cooling system. An approach is proposed and demonstrated to find highly
detailed trends and limits from a set of carefully selected optimization runs. Main findings include
that increasing the cooling capacity can improve the power density more strongly than increasing
the rotor surface speed and that peak power densities beyond 10 kW/kg are possible with a mixed
liquid/air cooling system. The method also confirms well known machine design trends, such as
the suitability of the linear current density as a design parameter. The fact that such trends and
expectations were not included in the optimization algorithms, partially confirms the modeling
and optimization approach. Further confirmation was obtained by comparing the results to a
range of designs from literature.

Contributions

Since the work in this thesis is motivated by a technical research project, the contributions can
be divided in two groups. First, the scientific contributions of this thesis can be summarized as
follows:

• The suitability of multi-objective optimization methods as a tool to systematically compare
and select machine topologies was demonstrated. Additionally, such methods are a means
to gain insight into design problems.

• A finite element based rotor loss calculation method for surface mounted PM machine was
proposed. The method offers a speed improvement over a direct transient solution of a full
machine model, without losing generality.

• A FE based method to estimate unbalanced current sharing effects between parallel strands
was proposed and demonstrated. With this method, individual strands can be accurately
accounted for with 3D FEA, using only very moderate computing resources.

• The short circuit losses for turn-to-turn faults were computed with full account of parallel
strands and the position of the strands in the slots. The findings suggest that using parallel
strands is beneficial in safety critical applications, because the peak per-turn losses are
less than those with a single strand winding and because a better current equalization is
obtained after applying an all-phase terminal short circuit.
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Conclusion

• The potential dangers of turn-to-turn short circuits in high-speed machines were experi-
mentally demonstrated, with measured current densities up to 450 A/mm² for a single turn
short circuit.

• A fault detector scheme aimed at a simple implementation was proposed and tested. When
properly adjusted, short circuit faults covering less than 1% of the winding can still be
detected.

• A large scale optimization approach to quantify limits and trends of electrical machines
was demonstrated.

• Power density limits and associated design trends were quantified.

Then, a number of engineering contributions can be identified:

• A surface mounted PM machine was successfully designed for a starter/generator applica-
tion, meeting conflicting requirements for starting torque, generator efficiency, short circuit
losses and weight.

• Various winding AC loss reduction mechanisms were quantitatively compared, showing
that by carefully selecting the wire sizing and winding style, the use of litz wire can be
avoided.

• Finally, all chapters together perhaps demonstrate that finite element modeling of electrical
machines has matured to a point that it may be used throughout the entire design cycle
of electrical machines, varying from large scale exploratory optimization applications to
highly detailed parasitic loss analyses.

Recommendations

Although the methods proposed in this thesis were successfully used to design a prototype
machine, further improvements are possible:

• The optimization approach as presented in this thesis uses 2D estimations for the induc-
tance and linked PM flux, because direct 3D calculations are too time consuming. In the
design of the S/G, the value of the phase inductance is critical, because it determines both
the short circuit losses and inverter VA rating. An accurate and fast 3D estimate of the
phase inductance will further reduce the design time, since no post-optimization 3D checks
are required anymore. An important requirement of such an estimation method is that it
should be flexible with regards to the machine type and geometry, and be based on little
assumptions.

• While at an abstract level the design approach can be applied to any machine type, the
analysis time for a single model may become prohibitive. In practise, an analysis time in
the order of 1 minute per design allows one to obtain satisfactory results in a few days. If
the approach is to be used for other machine types, such as induction machines, modeling
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simplifications may need to be investigated to obtain sufficiently fast, yet still accurate
performance estimates for those machines.

• In high speed machines, mechanical rotor dynamics and static forces cannot always be
fully neglected. A logical step would then be to include sufficiently accurate estimates of
those properties in the modeling steps.

• While a fault detection and mitigation scheme are presented in this thesis and many others
can be found in literature, it remains difficult to easily and reliably detect single turn faults,
especially with higher turn counts. For high reliability applications, research into completely
different safety approaches may ultimately lead to a higher reliability than existing fault
detection methods.
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APPENDIX A

Thermal model

This appendix briefly describes and demonstrates the thermal model used in the main part of

this thesis.

A.1 Introduction

The maximum temperatures inside the various machine parts, along with material types used,
ultimately determine the rating of the machine. Correctly predicting these temperatures is thus
import in the design stage if a high power density is the goal. This becomes even more important
in transiently loaded machines, partially because an increased cooling effort to ’correct’ for
wrongly predicted temperatures after construction will be less effective than in the steady state
case.

A ‘classical’ thermal modeling method is the lumped element network. Such a model can yield
acceptable results and account for 3D heat flows, even with 10–20 nodes. At another end of the
modeling spectrum is 3D FEA, which, although potentially very accurate, is computationally
more intense. Two-dimensional FEM is of limited use, because of axial heat flows occurring in e.g.
the windings, shaft or cooling medium. This is obviously more pronounced in relatively short
machines (‘pancake’ machines).

A problem with any thermal model is the determination of heat transfer coefficients between the
solid parts machine parts and the cooling medium (gas or liquid). Examples include the airgap,
outer housing and end-winding regions. Moreover, small interface gaps, such as those between
the stator lamination and housing or the winding and slot wall, introduce additional uncertainty in
the model. Although an impression of expected values can be obtained from literature [170–172]
or by using CFD (which is very computationally intensive)[176, 177], the actual values still depend
strongly on the material type and finishing, processing steps and assembly techniques. As a
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A. Thermal model

result, thermal models will typically have greater uncertainties than e.g. electromagnetic models.
Therefore, the use of ‘accurate’ FEA is questionable, especially during initial design stages.

In this work, a lumped element network is therefore employed, as it is believed to offer sufficient
accuracy at significant time savings. Different from some classical lumped element network
models, the network in this work is not simplified to a bare minimum number of nodes, as such a
simplification is based on assumptions that reduce the generality. Instead, a grid-like network
of nodes, following the shape of the geometry is employed. It is believed that this approach
ultimately offers more flexibility.

The model only considers the heat conduction in the solid parts. This is perhaps not fully realistic,
but for the purpose of comparing machines this approach can still suffice, provided that identical
and sufficiently realistic boundary conditions are used.

A.2 Model description

This section describes the various parts of the thermal model.

A.2.1 Heat conduction in solid parts

The thermal properties of solid materials are relatively well known and can be used directly to
determine the lumped thermal resistances. When determining these parameters, the machine
geometry is imaginarily divided in a grid of squares or a circular grid. Note that if the grid-size is
small compared to the geometry, a square grid can even accurately describe a circular geometry.
To trade-off accuracy and speed, the node-density in many parts is a parameter. In addition to the
(unavoidable) heat load, a heat capacity is also computed to allow useful transient computations
to be performed. The heat load may be made linearly temperature dependent, to account for
e.g. temperature dependent copper losses. In addition, individual resistors may be set as non-
linear resistors, using arbitrary equations involving any node-temperature available, so that e.g.
non-linear passive convection can be included (although this feature is not used at this point).

In 2D models, only the in-stack cross sections of the stator and rotor are included. 3D modeling
is not conceptually different than 2D modeling, but more time is needed to create, solve and
validate the models. The 3D model consists of four separate regions:

• An in-stack stator part. Multiple stacked layers of the 2D network are used. The number of
layers can be varied as desired.

• An ’upstream’ end-winding part. This part is connected to the winding part of the in-stack
network. If an axial airflow with temperature gradient is imposed, this part is near the
entrance.

• A ’downstream’ end-winding part. The network is a mirrored copy of the upstream part, but
the boundary conditions may differ.
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A.2 – Model description

• An in-stack rotor part. Multiple stacked layers of the 2D network are used.

This network describes the solid, magnetically active part of the machine. Additional construc-
tional or housing parts, such as a stator casing, end-plates, shaft and bearings, may be added to
the boundaries of the model as needed.

A.2.2 Application of boundary conditions

Boundary conditions are needed to fully specify a model. The following boundary conditions are
available:

Insulation This is the default boundary condition that naturally results from a thermal network
if no further actions are taken.

Temperature source A hard temperature source may be specified, implying that the node tem-
perature at this node is no longer an unknown.

Temperature source through Heat Transfer Coefficient In this case the node is connected to a
temperature source through a constant resistor, its value depending on a given HTC and
the area of the node face.

To model an actual machine, the last boundary condition is typically used. To this end, individual
temperatures and HTC values are assigned to all surfaces subjected to a cooling medium; see
Figure 8.3 on page 165 and the associated table for an example. The values for the HTCs are in
many cases obtained from literature.

A.2.3 Special nodes

To enable a number of advanced modeling options, two special nodes are created:

• a temperature and heat flow dependent temperature source, and

• a temperature and heat flow dependent heat source.

Those nodes can be used to account for e.g. axial temperature rise of a coolant, or to couple rotor
and stator side models that span a different tangential fraction of the machine (ie. practically
all machine models, since the number of rotor magnets or bars rarely equals the number of
stator slots). In the latter case, a uni-directional transformer is used1, with a 1 : 1 ratio for the
temperature and a 1 : x ratio for the heatflow.

1remember that an ideal transformer can be modeled with back-to-back connected controlled voltage and current
sources.
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A. Thermal model

A.3 FEM validation

In this section the thermal model is compared to thermal FE models to estimate the accuracy,
both in 2D and 3D.

A.3.1 2D validation

A transient 2D simulation of the actual geometry is executed. Care was taken to ensure a correct
heat load for both the LE and FE models. Since only the solid parts are of concern, a temperature
source of 300 K is specified on the stator outer boundary and shaft inner boundary, while the
airgap is made inactive (ie. the rotor and stator models are completely independent). All models
are linear.

Figure A.1 shows the steady state solution of the network. The machine considered for this test is
realistic in terms of flux density, but intended for short-duration operation, hence the ΔT of 200 K
for the winding, even with 300 K imposed on the stator surface. The largest relative error occurs
in the tooth tip, but is still less than 10%. Inside the windings, an absolute deviation of 10 K exists,
which is partly caused by the fact that the FE model does not consider the slot liner. The winding
hot-spot temperature deviates by only 2%. Inside the rotor, the error is typically far less than 5%.

Figure A.2 shows the transient solution for both the LEM and FEM. Note that some temperatures
have not yet settled, but only the first part is shown to better reveal the time constants. All time
constants are correctly predicted.

376
NaN

376
NaN

376
379

376
382

376
NaN

376
382

377
383

377
384

374
376

378
378
381
379
383
380

367
367

371
369
373
370
375
371

356
353

359
355
360
356
362
356

340
336

341
336
342
336
342
336

314
312

300
300

311
311

310
310

300
300

313
320

314
320
316
320

308
308

300
300

312
315
314
315

316
316

308
307

300
300

312
313

315
314

317
315

308
307

300
300312

313

315
314
317
314

307
307

300
300313

313

315
313
318
314

407
407

446
444

475
472

494
491

504
500

400
398

437
433

464
459

480
475

489
483

383
379

412
406

432
425

445
437

451
443

352
345

364
356

372
362

377
367

379
369

371
371

366
366

371
371366

366

372
371

366
366

374
372368

367

377
376

377
377

377
376

377
377

378
377

378
NaN

380
378

380
NaN

383
378379

374

387
383

383
379

388
383

388
NaN

391
387

391
388

329
328

318
318

345
344

356
356

364
364

329
328

319
319

345
344

357
356

364
364

329
329

319
319

345
344

357
356

365
364

330
329

320
320

330
329

345
344

346
344

357
356

358
356

366
364

366
365

331
329

332
329

346
344

347
345

359
357

360
358

370
368

374
372

310
310

307
307

310
310307

307

310
310307

307

310
310

306
307

316
315

316
316

316
316

317
317

303
303

300
300

303
303

300
300

303
303

300
300

303
303

300
300

Figure A.1 Node temperatures in steady state. Black temperatures are those computed with the
thermal network, red are obtain from FEM.
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A.3 – FEM validation
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Figure A.2 Several node temperatures as function of time. Solid lines: lumped element network;
dashed lines: FEM.

A.3.2 3D validation

It is not uncommon that the end-windings are the hottest part of a machine and they should there-
fore be considered in the thermal modeling process, requiring the use of 3D models. Moreover,
axial temperature gradients in e.g. the forced cooling air also require a 3D model. The 2D model
from the previous section was therefore extended to 3D, which will be detailed in this section.
The 3D network is created by stacking 2D layers and adding the end-windings; an impression of
the resulting network is given in Figure A.3.

To validate the correctness of the model, an equivalent 3D FE model was created for comparison.
Figure A.4 shows the solved FE model in the same orientation as the lumped element network. To
place emphasis on the thermal model inside the solid parts rather than the boundary conditions,
a simple constant temperature of 300 K was enforced on the stator outer surface and the rotor
inner surface (identical to the 2D case). With both the FEM and LEM, anisotropic conductivities
were set in the laminations and windings for the in-plane and axial conductivities (lamination:
respectively 29 and 0.6 W/(m·K), windings: 2 and 195 W/(m·K)).

Surface plots like Figure A.4 cannot easily be made with the LEM. For comparison, the tempera-
tures at several locations along the length of the machine are plotted instead in Figure A.6. The
worst absolute error in the winding is about 10 K, occurring at the back near the tooth/yoke
intersection. This can possibly be explained by the fact that the slot rounding is not considered in
the LEM, while the slot liner is ignored in the FEM. The relative error in this point is 25%. However,

193



A. Thermal model

Figure A.3 Depiction of the 3D lumped element network.

since this is the coolest part of the winding, this is not seen as an issue. The hot-spot temperature
is predicted to within 5 K, a relative error of 2 %, which is deemed acceptable.

The temperature profile along the tooth front is shown in Figure A.5. The absolute error is again
10 K, the relative error is about 12%.

The LEM was (partially) created to be faster than the FEM. The 3D LEM takes about 1.3 s (with
2232 degrees of freedom) to be created and solved from scratch, while the FEM takes about 20 s
(6000 degrees of freedom, standard ’Coarse’ mesh size). In a machine optimization with about
3000 function evaluations this equates to a time saving of 16 hours (with all electromagnetic
analyses taking about 24–48 hours).
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A.3 – FEM validation

Figure A.4 Solution of the 3D FEM model.
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Figure A.5 Temperature profile along the middle front of the tooth. The dotted green line is the
FEM result. In both models, the yoke outside surface was kept at 300 K.

196
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Figure A.6 Temperature at various locations inside the winding, along the path of the wires. The
dotted lines are the FEM result, the solid lines the LEM.
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