
Mobile Networks and Applications 2 (1997) 31–43 31

Design and performance evaluation of an RRA scheme for
voice-data channel access in outdoor microcellular environments

Allan C. Cleary a and Michael Paterakis b

a CIS Department, University of Delaware, Newark, DE, USA
b Electronics and Computer Engineering Department, Technical University of Crete, 731-00 Chania, Crete, Greece

In PCS networks, the multiple access problem is characterized by spatially dispersed mobile source terminals sharing a radio channel
connected to a fixed base station. In this paper, we design and evaluate a reservation random access (RRA) scheme that multiplexes voice
traffic at the talkspurt level to efficiently integrate voice and data traffic in outdoor microcellular environments. The scheme involves
partitioning the time frame into two request intervals (voice and data) and an information interval. Thus, any potential performance
degradation caused by voice and data terminals competing for channel access is eliminated. We consider three random access algorithms
for the transmission of voice request packets and one for the transmission of data request packets. We formulate an approximate Markov
model and present analytical results for the steady state voice packet dropping probability, mean voice access delay and voice throughput.
Simulations are used to investigate the steady state voice packet dropping distribution per talkspurt, and to illustrate preliminary voice-data
integration considerations.

1. Introduction

Personal communication services (PCS) embody the no-
tion that access to land-based public networks should reside
with the individual rather than with a fixed location (e.g., a
wall phone jack), thereby permitting any user to initiate or
accept calls from anywhere. An overview of PCS and a sur-
vey of the current research and development can be found
in [1] and [2], respectively. In this paper, we design and
evaluate a multiple access scheme that multiplexes voice
traffic at the talkspurt (vocal activity) level to efficiently
integrate voice and data traffic in outdoor microcellular en-
vironments.

In PCS networks, the multiple access problem is charac-
terized by spatially dispersed mobile source terminals shar-
ing a radio channel connected to a fixed base station [3].
A well designed multiple access scheme will reduce sys-
tem costs by maximizing system capacity; satisfy quality of
service requirements such as voice packet dropping prob-
ability and access delay; and, integrate different classes of
traffic such as voice and data. These straightforward de-
sign goals are complicated by the bandwidth limitations
of the radio channel and by the contradictory requirements
of voice and data traffic. Multiple access schemes pro-
posed for PCS usually involve Frequency-Division Multiple
Access (FDMA), Time-Division Multiple Access (TDMA),
Code-Division Multiple Access (CDMA) or combinations
thereof.

Operating over a time-slotted channel with a periodic
frame structure, Reservation Random Access (RRA) pro-
tocols combine a random multiple access algorithm (e.g.,
slotted Aloha) with TDMA [4]. In general, the time slots
may be viewed (explicitly or implicitly) as being informa-
tion or request slots, and the information slots can be clas-
sified as being reserved or available. Contending terminals

(those with packets and without a reservation) use a random
access algorithm to compete for channel resources. After
successfully transmitting a request, the terminal receives
a reservation for an information slot (or slots). A termi-
nal with a reservation transmits freely during its reserved
slot(s) and the reservation is held for as long as it continues
to transmit packets in successive frames.

Because RRA protocols provide a way to exploit the
on/off characteristics of packetized speech traffic, various
forms have been proposed and studied for use in future
wireless networks [6–14]. The following discussion is in-
tended to highlight those that have influenced this work,
rather than to provide an exhaustive survey of the litera-
ture.

In the RRA schemes considered in [5–10], every slot
within the frame is an information slot and the contending
terminals attempt to transmit their voice (or data) packet
into the available information slots. A voice terminal that
successfully transmits its packet during an available slot
receives a reservation for the corresponding slot in succes-
sive frames, until it exits talkspurt. In PRMA [5–7] the
contending voice and data terminals both use a generalized
slotted Aloha algorithm to access the channel. To ensure
that voice terminals have greater access to the available
slots, the retransmission probabilities are weighted to favor
voice terminals. To increase data throughput, Integrated
Packet Reservation Multiple Access (IPRMA) [8] extends
the PRMA voice reservation mechanism to data; and, a pri-
ority mechanism is provided to ensure that voice packets
have greater access to the available slots.

RRA voice protocols that can be used to eliminate col-
lisions between voice and data packet transmissions in the
available slots are a promising alternative to PRMA [9,10].
This is accomplished by combining a random access algo-
rithm that identifies the end of the voice contention with a
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policy to resolve the voice traffic first. Thus, every termi-
nal within the microcell can differentiate between available
voice and available data slots and the voice and data ran-
dom access transmissions can be separated.

In a modification to PRMA, known as PRMA++ [11,12],
all of the slots within a frame are of equal size, however a
fixed number of slots are designated as request slots. Con-
tending voice terminals follow a generalized slotted Aloha
algorithm to transmit their reservation request packets into
the request slots. On successful receipt of a request packet,
the base station either provides a reservation for an infor-
mation slot (if available) or it queues the request. In the
latter case, the terminal monitors the base-to-mobile chan-
nel until it is granted a reservation.

The RRA schemes proposed in [13,14] involve partition-
ing a portion of the frame into mini-slots. The contending
terminals use slotted Aloha to transmit reservation request
packets into the mini-slots. The base station provides ac-
knowledgments and allocates channel resources. Voice traf-
fic performance is analyzed in [13] and a variant of dynamic
TDMA is investigated in [14]. In [14], voice-data integra-
tion is achieved by partitioning the information slots into
two intervals; one designated for voice and the other for
data traffic.

An inherent inefficiency common to the protocols in [5–
12] is that an entire time slot is wasted when a collision is
caused by terminals simultaneously contending for channel
access. The amount of degradation depends on the packet
size (time slot duration) and it increases with the traffic
load. The inefficiency shared by the protocols in [10–14]
is the fixed overhead due to the incorporation of request
slots (i.e., control signaling rather than information traffic).
However, a persuasive argument in favor of protocols like
[10–14] is that the base station controls the allocation of the
channel resources. This centralized control can be exploited
to implement access control policies, dynamic channel as-
signment and/or the integration of different priority traffic
classes.

The remainder of this paper is organized as follows. We
propose an RRA scheme along the general lines of [13,14]
and we present several random access algorithms for trans-
mitting request packets in section 2. In section 3, we list the
primary model assumptions; formulate a Markovian model
for the evaluation of the voice traffic performance; and de-
rive expressions for the steady state voice packet dropping
probability, access delay and throughput. The system para-
meters used in the analysis and simulations are included in
section 4, along with the method for calculating the steady
state distribution and a brief discussion of the simulations.
We present and discuss representative analytic and simula-
tion results in section 5. The simulation results are used
to verify the analysis, to further investigate voice traffic
performance, and to illustrate preliminary voice-data in-
tegration considerations. The paper is concluded in sec-
tion 6.

2. RRA scheme

Within the microcell, spatially dispersed source termi-
nals share a radio channel that connects them to a fixed
base station. The base station allocates channel resources,
delivers feedback information and serves as an interface to
the mobile switching center. The mobile switching center
provides access to the fixed network infrastructure. Be-
cause communication between the base station and the mo-
bile terminals involves one to many transmissions, it is
usually conducted over a contention-free TDM broadcast
channel [3]. Thus, we focus on the mobile-to-base (many
to one) channel.

We assume that voice and data traffic is generated by mo-
bile pedestrians who access the network with small, light-
weight and low-power devices (i.e., in the category of low
tier PCS [1]). Each voice terminal is equipped with a voice
activity detector (VAD) that generates packets during peri-
ods of vocal activity (talkspurt) and suppresses periods of
silence. Thus, since a voice terminal only requires channel
access during talkspurt, the time periods corresponding to
silence gaps within a conversation can be used to trans-
mit packets from other source terminals (i.e., multiplexing
occurs at the talkspurt level).

Voice packet delay requirements are generally more
strict than those for data packets, because delays in voice
communication are annoying to a listener. Thus, each voice
packet must be delivered within a specified maximum de-
lay, Dmax. Whenever the delay experienced by a voice
packet exceeds Dmax, the voice packet is dropped. Speech
can withstand a small (1–2 percent) amount of dropped
packets without suffering large quality degradation [15], at
least one which can be perceived by humans. On the other
hand, data applications are more tolerant of delays (delays
up to approximately 200 ms are usually acceptable), but
often require 100 percent delivery of correct packets (e.g.,
a file transfer).

2.1. RRA protocol

The mobile-to-base channel is organized into periodic
time frames of fixed duration. The frame duration is se-
lected such that a voice terminal in talkspurt generates ex-
actly one packet per frame. As illustrated in figure 1, each
frame consists of one voice request interval, one data re-
quest interval and an information interval. Within the infor-
mation interval, each slot accommodates exactly one, fixed

Figure 1. The voice, data and information intervals within a frame.
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length, packet that contains voice (or data) information and
a header.

Both of the request intervals are subdivided into mini-
slots and each mini-slot accommodates exactly one, fixed
length, request packet. For both voice and data traffic, the
request must include a source identifier. For data traffic, the
request might also include message length and quality of
service parameters such as priority and required slots/frame.
To simplify our presentation, we will assume that both of
the request intervals contain an equal number of mini-slots
and that the data terminals are given at most one informa-
tion slot per frame.

Voice (data) terminals with packets, and no reservation,
contend for channel resources using a random access pro-
tocol to transmit their request packets only during the voice
(data) request interval. The base station broadcasts a short
binary feedback packet at the end of each mini-slot that in-
dicates only the presence or absence of a collision within the
mini-slot (collision (C) versus non-collision (NC)). Since
the feedback packet is small (several bits) and the trans-
mission delay within a microcell is negligible, we assume
that the feedback information is immediately available to
the terminals (i.e., before the next mini-slot). Upon success-
fully transmitting a request packet the terminal waits until
the end of the frame to learn of its reservation slot. If un-
successful within the request interval, the terminal attempts
again in the request interval of the next frame. A termi-
nal with a reservation transmits freely during its reserved
slot. Generally, a terminal that fails to transmit a request
tries again in successive frames until it succeeds. However,
since voice packets that age beyond Dmax are dropped, a
voice terminal may stop transmitting requests without ever
succeeding, because it has transitioned to silence and all of
its packets have timed out.

To allocate channel resources, the base station maintains
a dynamic table of the active terminals within the microcell.
For example, information within the table might include the
terminal identifier, the virtual circuit identifier, the chan-
nel resources allocated, and quality of service parameters.
Upon successful receipt of a request packet, the base sta-
tion provides an acknowledgment and queues the request.
The base station allocates channel resources at the end of
the frame, if available. If the resources needed to satisfy
the request are unavailable, the request remains queued.
Voice terminals with queued requests and data terminals
with packets must continuously monitor the base-to-mobile
channel. Upon call completion, or when an active terminal
exits the microcell (handover), the base station will delete
the table entry after some prescribed period of time.

As our focus is on channel access by a fixed number of
terminals within the system (steady state), we do not ad-
dress call set-up and tear down issues. For concreteness,
we assume that the base station always allocates the earli-
est empty information slot within the frame. Next we as-
sume that voice is of higher priority than data traffic. Thus,
the base station services every outstanding voice request
before servicing any data requests. Within each priority

class, the queuing discipline is assumed to be First Come
First Served. We note that, depending upon the QOS crite-
ria, other queuing disciplines may be more suitable for the
data traffic. Finally, the base station preempts data reserva-
tions to service voice requests. Thus, whenever new voice
requests are received and every slot within the frame is
reserved the base station attempts to service the voice re-
quests by canceling the appropriate number of reservations
belonging to data terminals (if any). When data reserva-
tions are canceled, the base station notifies the affected data
terminal and places an appropriate request at the front of
the data request queue.

2.2. Random access algorithms for voice terminals

We present three random access algorithms for the trans-
mission of voice requests and one for the transmission of
data requests. Our selection of algorithms stems from the
desire to investigate performance aspects of the proposed
RRA scheme, rather than optimization for a specific set of
system parameters.

2.2.1. Ideal
Every request packet present at the start of the reserva-

tion request interval is correctly received by the base station
within the duration of the request interval. This protocol is
included because it provides an upper bound for the voice
system capacity (the maximum number of voice terminals,
constrained by less than about 1 % voice packet dropping
probability), and a lower bound for the voice access delay
(the time between the start of a talkspurt and the end of the
first voice packet transmission into a reserved slot).

2.2.2. Slotted Aloha [4]
A contending terminal transmits its request packet only

if it has permission to transmit. Permission is issued by
a pseudo random number generator with probability, p, in
each request slot. We set the system design parameter, p,
equal to the constant value of 1/3.

The value of 1/3 was chosen to ensure stable operation
of the generalized Aloha algorithm. Our voice traffic sim-
ulations with p = 0.5 indicate that with more than about
75 active voice terminals the system tends to oscillate be-
tween two equilibrium points. One with high throughput
and the other with low throughput caused by collisions dur-
ing contention. When the system is characterized by this
bistability, the iterative technique discussed later in this pa-
per computes the steady state distribution corresponding to
the high throughput equilibrium point.

2.2.3. Two-cell stack [16]
Each terminal uses a counter, r, as follows.

1. At the start of every request interval the contending
terminals initialize their counter, r, to 0 or 1 with prob-
ability 1/2.
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2. Contending terminals with r = 0 transmit into the first
request slot. With x being the feedback for that trans-
mission, the transitions in time of r are as follows:

a. if x = non-collision:
if r = 0, the request packet was transmitted
successfully.
if r = 1, then r = 0.

b. if x = collision:
if r = 0, then reinitialize r to 0 or 1 each with
probability 1/2.
if r = 1, then r = 1.

3. Repeat step 2, until either two consecutive feedbacks
indicating non-collision occur or the request interval
ends.

The operation of this protocol can be depicted by a two-
cell stack, where in a given request mini-slot the bottom cell
contains the transmitting terminals (those with r = 0), and
the top cell contains the withholding terminals (those with
r = 1). Although not exploited during voice access, an
attractive feature of this algorithm is that two consecutive
“non-collisions” indicate that the stack is empty.

2.3. Random access algorithm for data terminals

To transmit data request packets, the data terminals fol-
low the Two-cell stack random access algorithm during con-
secutive data request intervals. This algorithm was selected
because of its operational simplicity, stability and relatively
high throughput [16]. Throughout this paper, we will use
the term message to differentiate between information and
request packets; and, to imply that an arrival event at a data
terminal may result in the formation of several information
packets.

A blocked access mechanism is established by the fol-
lowing first time transmission rule for newly generated data
messages. Terminals with new message arrivals may not
transmit during a collision resolution period (CRP). A CRP
is defined as the interval of time that begins with an initial
collision (if any) and ends with the successful transmission
of all data request packets involved in that collision (or,
if no collision occurred, ends with that mini-slot). In the
first mini-slot following a CRP, all of the terminals whose
message arrived within a prescribed allocation interval, of
maximum length ∆, transmit with probability one. Termi-
nals involved in a collision follow rules 2–3 in section 2.2.3
and the conclusion of the CRP is identified by two consec-
utive feedbacks indicating non-collision.

For this algorithm, the maximum data throughput, λ∗, of
0.429 packets per slot is achieved by using a maximum al-
location interval, ∆∗, of 2.33 slots [16]. In our simulations,
because λ∗∆∗ ≈ 1, we calculated ∆ as ∆ = 1/λ.

3. Voice traffic analysis

3.1. Assumptions

The primary assumptions used to formulate the approx-
imate Markovian model for voice traffic are as follows.

Figure 2. The voice source activity model.

(1) Voice terminals are equipped with a slow voice activ-
ity detector [6,17] that only responds to the principal
talkspurts (e.g., talk periods > 20 ms) and gaps due to
listening and pausing (e.g., silence periods > 200 ms).
Thus, voice sources alternate between periods of talk-
spurt and silence (on and off) and the speech activity is
modeled with a two-state discrete time Markov chain
as shown in figure 2. The talkspurt to silence transition
probability is pTS, and the silence to talkspurt transition
probability is pST. The talkspurt and silence periods are
geometrically distributed with mean 1/pTS and 1/pST

frames, respectively. Therefore, at steady state, the
probability that a terminal is in talkspurt (speech activ-
ity), pT, or silence, pS, is obtained from the following
equations:

pT =
pST

(pST + pTS)
, pS = 1− pT. (1)

(2) The number of active voice terminals, N , within the
system is constant, over the period of interest. This is
because the changes in the number of calls is usually on
the order of tens of seconds, while the frame duration
is on the order of tens of milliseconds [18].

(3) All of the voice transitions (e.g., talk to silence) occur
at the frame boundaries.

(4) The voice delay limit, Dmax, is equal to the duration of
two frames. Assumptions (3) and (4), together with the
fact that the earliest a contending terminal can receive
a reservation is in the frame following the success-
ful transmission of a request, means that a contending
voice terminal that fails to successfully transmit a re-
quest packet during the voice request interval will drop
one voice packet.

(5) The channel is error-free and without capture. Addi-
tionally, the base station correctly broadcasts the pend-
ing resource allocations before the start of the next
frame. As a result, errors within the system only oc-
cur when two or more packets arrive simultaneously
(collide) at the base station during a request slot.

(6) Reserved slots are deallocated immediately. This im-
plies that a terminal holding a reservation signals the
base station upon the completion of a talkspurt. De-
layed deallocation schemes can be analyzed with minor
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modifications to the method presented below. In a de-
layed deallocation scheme, the base station determines
the end of a talkspurt by detecting silence in a reserved
slot (i.e., one information slot is wasted per voice talk-
spurt).

3.2. System state transitions

As shown in figure 3, we will describe an active voice
terminal as being in one of four states: silent, contender,
queued, or reserved. A silent terminal has no packets to
transmit and does not require channel resources. On tran-
sition into talkspurt, the terminal enters the contender state
and remains there until it either successfully transmits a
request packet or exits talkspurt. Since the requests are
queued at the base station, the terminal enters the queued
state and remains there until it either receives a reserva-
tion (at a minimum, this will be the end of the frame in
which the request was received by the base station) or exits
talkspurt. After receiving a reservation, the terminal enters
the reserved state and transmits one voice packet per frame
into its allotted slot until it exhausts its packets and returns
to the silent state.

We define the following random variables just before and
just after the start of frame k, k > 0, with the superscript
denoting before:

• T−k , Tk, the number of terminals in talkspurt.

• C−k , Ck, the number of terminals in the contender state.

• Q−k , Qk, the number of terminals in the queued state.

• R−k , Rk, the number of terminals in the reserved state.

Given N active voice terminals in the system, the num-
ber of terminals in the silent state, just before the start of
frame k, is equal to N − T−k , and T−k = C−k +Q−k +R−k .
Thus, the state of the system is completely described by
three random variables, such as T−k , C−k , and R−k . Unfor-
tunately, the size of the state space grows very large for
any interesting system.

Figure 3. State transition diagram for an active voice terminal.

Recall that the base station allocates reservations at the
end of each frame. Thus, when the system operates un-
der reasonable average voice packet dropping probability
constraints, the Q−k term will often be subsumed by the
R−k term. We can make our model tractable by assum-
ing that the base station allocates resources according to
the transitions that occur at the frame boundaries (i.e., if
a reserved terminal transitions to silence, the base station
may allocate the reserved terminal’s slot). Thus, we let
X−k = Q−k + R−k , and Xk = Qk + Rk. Then, since
T−k − C

−
k = X−k , the state of the system can be described

by the random variables T−k and C−k ; and, we can use as-
pects of the methodology in [9] to formulate the Markovian
process Z− = {Z−k = (T−k ,C−k ), k > 0}.

According to our allocation policy, a voice terminal in
the queued state will receive a reservation for the next frame
unless every information slot has already been allocated to
voice terminals (the frame is full). Thus, knowing the value
of X−k , we obtain the values of Q−k and R−k as follows:

if X−k 6 I , then R−k = X−k and Q−k = 0,

if X−k > I , then R−k = I and Q−k = X−k − I ,
(2)

where I is the number of information slots per frame.
The assumption that the voice transitions occur only at

frame boundaries allows us to separate the voice transitions
(terminals entering/exiting talkspurt) from the random ac-
cess (contention) process [9]. Thus, the Markov process,
Z−, can be viewed as evolving in two steps. The following
equations account for the voice transitions:

Tk = T−k +Ak − SCk − SXk ,

Ck = C−k +Ak − SCk ,
(3a)

where Ak is the number of terminals entering talkspurt at
the beginning of frame k, SCk is the number of contending
terminals exiting talkspurt during frame k, and SXk is the
number of queued and/or reserved terminals exiting talk-
spurt during frame k.

Separating the transitions from the contention means that
T−k+1 = Tk. Thus, with Wk being the number of success-
fully transmitted request packets within the voice request
interval of frame k, the following equation accounts for the
outcome of the contention:

C−k+1 = Ck −Wk. (3b)

3.2.1. Ideal random access
According to this protocol, each contending voice ter-

minal in frame k successfully transmits its request within
the voice request interval of frame k. Thus, for all k > 0,
Ck = Ak = Wk and C−k+1 = 0. And, since Tk includes
Ak, we only need to consider the process

Y − =
{
Y −k = (T−k ), k > 0

}
.

Y − evolves according to the recurrence equation T−k+1 =

T−k +Ak−SXk , and its limiting distribution can be derived
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in a way similar to below. But, since the steady state dis-
tribution of Y − corresponds to the probability that m out
of N terminals are in talkspurt, Pm, it depends only on
the speech activity. Because we model speech activity with
a two-state discrete time Markov chain, the steady state
distribution of Y − is readily calculated as follows:

Pr{Y − = m} = Pm = B(N ,m, pT), (4)

where B(n,m, p) =
(
n
m

)
pm(1− p)n−m is the binomial dis-

tribution.

3.2.2. Slotted Aloha and two-cell stack random access
In both the slotted Aloha and the two-cell stack algo-

rithms, a contending voice terminal may fail to successfully
transmit a request packet within the voice request interval
(e.g., due to collisions). In that case, the voice terminal
attempts to transmit requests in succeeding frames, until
it either succeeds or exits talkspurt. Thus, for all k > 0,
C−k+1 = Ck −Wk > 0 and we are obliged to consider the
process

Z− =
{
Z−k = (T−k ,C−k ), k > 0

}
.

The evaluation Wk requires the probability distribution,
Fr,c(w) = Pr {exactly w out of c contenders succeed within
the voice interval (r mini-slots) of the frame}. Clearly,
Fr,c(w) depends on the random access protocol used. Al-
though the general methodology used to calculate Fr,c(w)
for both of these random access protocols can be found
in [9], we have included the specific expressions in appen-
dices A and B for completeness.

With N active voice terminals in the system and r mini-
slots in the voice request interval, the one step transition
probability, pmn,ij , is expressed as follows:

Pr{T−k+1 = i, C−k+1 = j | T−k = m, C−k = n}

=

min(N−m+n,r+j)∑
h=j

Pr{Tk = i, Ck = h | T−k = m, C−k = n}

× Pr{T−k+1 = i, C−k+1 = j | Tk = i, Ck = h}. (5)

The first term on the right hand side of (6) accounts for
the voice transitions and it can be calculated by conditioning
on Ak as follows:

Pr{Tk = i, Ck = h | T−k = m, C−k = n}

=

min(N−m,h)∑
a=max(h−n,0)

min(N−m,h)∑
a=max(h−n,0)

Pr{Tk = i, Ck = h | T−k = m, C−k = n, Ak = a}

× Pr{Ak = a | T−k = m, C−k = n}

=

min(N−m,h)∑
a=max(h−n,0)

B(n, a+ n− h, pTS)

×B(m− n,m− n− i+ h, pTS)

×B(N −m, a, pST), (6)

where a+n−h and m−n−i+h are equal to the number of
contender and queued/reserved terminals that exit talkspurt,
respectively.

The second term on the right hand side of equation (6)
accounts for the contention and it is expressed as follows:

Pr{T−k+1 = i, C−k+1 = j | Tk = i, Ck = h}

= Fr,c(h− j). (7)

Notice that the conditioning on T−k , C−k is dropped; since
given Tk and Ck, T−k+1 and C−k+1 are independent of T−k
and C−k [9].

3.3. Voice performance measures

We limit our discussion to the process

Z− =
{
Z−k = (T−k ,C−k ), k > 0

}
,

since the application to Y − is straightforward. With an
eye towards formulating expressions for the steady state
voice packet dropping probability, mean access delay and
throughput, we let E[T−], E[C−], E[Q−] and E[R−] be
the steady state mean number of voice terminals in the
talkspurt, the contender, the queued and the reserved state
per frame, respectively. Since E[T−] depends only on the
speech activity, it is equal to the mean of equation (4):

E[T−] = NpT. (8)

Given the steady state distribution of Z−, π(i, j), we use
the following equations to evaluate E[C−] and E[Q−]:

E[C−] =
N∑
i=0

i∑
j=0

jπ(T−k = i, C−k = j), (9)

E[Q−] =
N∑
i=0

max(i−j−I ,0)∑
j=0

(i− j − I)

× π(T−k = i, C−k = j), (10)

where I is the number of information slots per frame. Then,
by definition, E[R−] is obtained as follows:

E[R−] = E[T−]− E[C−]− E[Q−]. (11)

3.3.1. Packet dropping probability
The steady state voice packet dropping probability is the

ratio of the average number of voice packets dropped per
frame to the average number of voice packets generated
per frame. By our assumptions, every voice terminal that
is contending and every voice terminal with a packet in the
queue at the end of the frame (i.e., all information slots
are reserved by voice terminals) will drop one packet. We
let Pdrop represent the steady state voice packet dropping
probability percent, and calculate it as follows:

Pdrop = 100
E[C−] + E[Q−]

E[T−]
. (12)
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3.3.2. Voice access delay
The access delay for a voice terminal is the time between

the start of a talkspurt and the end of the first voice packet
transmission in its reserved slot. For the RRA scheme under
investigation, the mean access delay, D, can be expressed
as

D = Dc +Dq +Dr, (13)

where Dc is the mean random access delay; Dq is the
mean queuing delay; and, Dr is the mean time between the
start of the frame in which the reservation is granted and
the end of the transmission in its reserved slot. Recall that
upon successful receipt of a request packet, the base station
queues the request until it allocates new reservations (if
available) at the end of the frame. To simplify the following
presentation, we express time in information slots and we
define the minimum value of Dc to be one information slot
(i.e., the entire voice interval). For example, a terminal that
successfully transmits a request during the voice request
interval and receives a reservation for the next frame will
experience: Dc = 1 slot; Dq = F−1 slots, where, F is the
number of slots per frame; and, Dr such that 2 < Dr 6 F
slots (i.e., 2 slot delay for the request intervals plus a delay
equal to some number of information slots).

Recall that a terminal will be in one of four states: silent,
contender, queued or reserved. Under steady state condi-
tions, the input and output of each state must be equal.
Thus, the mean delay due to terminals that fail to success-
fully transmit a request during the frame is the ratio of
the average number of terminals in the contender state to
the average rate of terminals entering the contender state
(Little’s result [4]). The number of terminals entering the
contender state is equal to the number of terminals entering
talkspurt. At steady state, the expected number of voice
terminals entering talkspurt at the start of a frame is equal
to the product of the mean number of silent terminals (i.e.,
NpS) and the silence to talkspurt transition probability, pST.
Thus, Dc is obtained as follows:

Dc ≈ 1 + F
E[C−]
NpSpST

. (14)

When all of the slots within the frame are reserved,
newly arriving request packets are queued until resources
become available. This delay, on average, is equal to the
ratio of the number of terminals in the queued state to the
number of terminals entering the queued state (Little’s re-
sult [4]). Therefore, the following equation is used to esti-
mate Dq:

Dq ≈ F − 1 + F
E[Q−]
NpSpST

. (15)

Recall our assumption that the base station always allo-
cates the earliest empty information slot within the frame.
Due to independent talk/silence transitions, terminals with
reservations will exit talkspurt randomly. Thus, by assum-
ing that the reserved slot is uniformly distributed over the

interval between the first information slot and the number of
reserved slots in the frame, Dr is approximated as follows:

Dr ≈ 2 +
N∑
i=0

i∑
j=0

(
0.5 g(i, j) + 1

)
× π(T−k = i, C−k = j), (16)

where

g(i, j) =

{
i− j, i− j 6 I ,

I , otherwise.

3.3.3. Voice throughput
Throughput is defined as the proportion of time slots that

successfully carry information packets from terminals to the
base station. Thus, we can express the voice throughput, η,
as the mean number of successfully transmitted voice pack-
ets per frame. Recall that a contending terminal in frame k
is not eligible to receive a reservation until frame k + 1.
As a result, terminals that are in the contender and queued
states do not transmit a voice packet during the frame. Our
assumption of an error-free channel means that every termi-
nal in the reserved state at the end of the frame succeeded in
transmitting its voice packet during the frame. Therefore,
η = E[R−].

4. Performance evaluation

We employ analysis and simulations to study the pro-
posed RRA scheme together with the random access algo-
rithms described in section 2. To further characterize the
voice traffic quality, simulations are used to investigate the
distribution of the voice packets dropped per talkspurt. Fi-
nally, we employ simulations to explore preliminary voice-
data integration issues.

4.1. System parameters

We use the parameters contained in table 1 to per-
form the analysis and the simulations. The channel rate
is from [11,12]. The speech rate value assumes the use of
32 kb/s adaptive differential pulse code modulation (AD-
PCM) in the microcellular environment [1]. The packet

Table 1
Experimental system parameters.

Parameter Value

Channel rate 1.8 Mb/s
Speech rate 32 kb/s
Information packet: (header/payload) 424 b (40/384 b)
Frame duration 12 ms (50 slots)
Voice delay limit 24 ms
Voice request interval 1 slot/frame
Data request interval 1 slot/frame
Information interval 48 slots/frame
Mini-slots per request interval 6
Mean talkspurt duration 1.41 s
Mean silence duration 1.78 s



38 A.C. Cleary, M. Paterakis / Design and performance evaluation of an RRA scheme

size (53 bytes) was selected for compatibility with ATM
networks. The values for the mean talkspurt/silence du-
ration produce a speech activity of approximately 44 per-
cent [11]. It is important to note that other conversation
activities such as listening to voice mail or speaking to an
answering machine lead to different talkspurt/silence dis-
tributions. However, we selected the numbers used in this
study to be consistent with others that consider slow voice
activity detection; for example, the mean talkspurt/silence
duration values of 1.0/1.35 s [6] and 1.41/1.74 s [12] pro-
duce speech activities of approximately 43 and 45 percent,
respectively.

Given the above parameters, the frame duration is 12 ms
(i.e., payload/speech rate) thereby accommodating approx-
imately 51 slots (i.e., information slots). The voice delay
limit of 24 ms is equal to the duration of two frames (i.e.,
Dmax = 24 ms). To account for guard time and synchro-
nization, we assume that 50 slots are available per frame.
The first and second slots are dedicated to the voice and data
request intervals, respectively, and are both subdivided into
mini-slots. The remaining 48 slots comprise the informa-
tion interval. We chose six mini-slots per request interval
(so that each mini-slot accommodates the transmission of
approximately 70 bits) to allow for guard time and synchro-
nization overheads and for the transmission of a generic re-
quest packet that contains the source identifier, along with
some data (e.g., priority, slots required, etc.).

4.2. Calculation of the limiting distribution for Z−

The process Z− is ergodic, because it is an irreducible,
aperiodic Markov chain, with finite state space. Therefore,
with P being the one step transition probability matrix, the
limiting distribution, π satisfies the following equations:

π = πP , (17)

s∑
i=0

πi = 1, (18)

where S is the size of the state space. For Z−, given N
active voice terminals, S = (N+1)(N+2)/2. An iterative
solution to (17) is possible; since, with π(0) being any
arbitrary distribution, the limiting distribution of a Markov
chain may be expressed as follows:

π = lim
n→∞

π(0)Pn. (19)

The iteration is stopped when, from one iteration to the
next, each element in the distribution meets the criterion∣∣πi(n+ 1)− πi(n)

∣∣ 6 ε, 0 6 i 6 S, (20)

where ε is some small value. A scaling operation was used
to ensure that the elements of the distribution summed to 1
after each iteration [19].

With the parameters contained in table 1, the system ac-
commodates approximately 100 active voice terminals and,
for Z−, S is over 5000 states. The limiting distribution can

be obtained via iteration with a desktop workstation; and,
a considered choice of π(0) makes convergence very rapid
(approximately 5 iterations with ε = 10−6). For the process
Z−, we observe that a good random access algorithm is one
that permits contending terminals to successfully transmit
request packets (i.e., one that minimizes C−k ). In the best
case (e.g., the ideal algorithm), every contending terminal
would successfully transmit its request during the voice re-
quest interval and C−k = 0. Therefore, for 0 6 m 6 N ,
we construct π(0) as follows. For all of the states with
T−k = m and C−k = 0 set π(0) = Pm, as calculated by
equation (4); and, for all of the states with T−k = m and
C−k > 0 set π(0) = 0.

4.3. Simulations

All simulations consist of ten independent runs of
305,000 frames each. To reduce start up effects, the first
5000 frames serve as the warm up period. During each run:
the number of terminals within the system is held constant;
the terminals are initially silent; and, the results for spe-
cific performance measures are calculated with cumulative
data. For example, the steady state voice packet dropping
probability is obtained from the ratio of the total number of
voice packets dropped to the total number of voice packets
generated over the simulation run.

5. Results and discussion

5.1. Voice traffic

Analytical and simulation results for voice performance
measures, such as Pdrop vs. the number of active voice ter-
minals, N , for each of the access protocols are provided
in figures 4–8. In every figure, both the analysis and the
simulation curves are generated from results obtained with
even values of N (i.e., N = 70, 72, 74, etc.). The ana-
lytic results contained in tables 2 and 3 were obtained with
N = 97.

For the system under investigation, the steady state Pdrop,
mean access delay and throughput increase with N . A com-
mon measure of comparison for RRA voice protocols op-
erating in a microcellular environment is the maximum N
with Pdrop 6 1% (voice capacity). The analytical results
obtained for Pdrop, voice throughput, and mean voice ac-
cess delay for the random access protocols operating at their
respective voice capacity are summarized in table 2. The
multiplexing gain is the ratio of the voice capacity to the

Table 2
Steady state voice performance at voice capacity.

Access N Pdrop Mean access Throughput Multiplexing
protocol (terminals) (percent) delay (ms) (packet/frame) gain

Aloha 97 0.963 31.40 42.46 1.94
Two-cell 97 0.905 30.57 42.49 1.94

Ideal 97 0.868 30.07 42.50 1.94



A.C. Cleary, M. Paterakis / Design and performance evaluation of an RRA scheme 39

Figure 4. Steady state voice Pdrop vs. N .

Figure 5. Fraction of voice packets dropped from the contender and
queued states; slotted Aloha.

number of slots per frame (i.e., N/F ). For a stable sys-
tem, without a Pdrop constraint, the optimal gain for this
system is 2.16 (i.e., I/(FpT), where I is the number of
information slots/frame). Without a Pdrop constraint larger
values of N are possible, however as the input rate to the
queue grows larger than the achievable output rate (I pack-
ets/frame) the system will experience instability even with
an ideal scheduler.

From figure 4 we observe that for N values below about
97 the Aloha access algorithm consistently yields slightly
higher Pdrop values than the two-cell and ideal algorithms;
and, that for N > 97 all of the algorithms produce similar
Pdrop values. We also see that the analytical results agree
with those obtained via simulation.

Voice packet dropping is due to delays encountered by a
terminal that is in either the contender (random access) or
queued state (waiting time longer than F−1 slots, when all
of the information slots are allocated to voice terminals),
since we assume that every talk/silence transition occurs at
the frame boundaries. Thus, it is worth investigating the
fraction of voice packets dropped from terminals in the con-
tender and queued states. The steady state number of voice
packets dropped per frame from terminals in the contender
and queued states were obtained analytically using the def-
initions in section 3. For the simulations, a state variable is
included with each terminal and the packets dropped were
tracked accordingly. The results obtained for the Aloha and
two-cell algorithms are shown in figures 5 and 6, respec-
tively. With ideal access, all voice packet dropping occurs
in the queued state.

Figure 6. Fraction of voice packets dropped from the contender and
queued states; two-cell stack.

The contender and queued lines intersect at about N =
88 and N = 84 for Aloha (figure 5) and the two-cell (fig-
ure 6) access algorithms, respectively. This indicates that
packet dropping due to contention is more significant for
Aloha than for the two-cell algorithm. We explain this by
noting that, at steady state, the expected number of voice
terminals entering talkspurt at the start of a frame is equal to
the product of the mean number of silent terminals and the
silence/talkspurt transition probability (i.e., NpSpST). Thus,
the expected number of new contenders per frame is much
less than one (e.g., from 0.26 to 0.38, for N values from
70 to 100). When exactly one contending terminal follows
the Aloha algorithm in section 2, it successfully transmits
its request 90 percent of the time, due to the probabilistic
first time transmission rule and the use of six mini-slots per
voice request interval. However, when exactly one contend-
ing voice terminal follows the two-cell algorithm it always
succeeds. Therefore, from the results in figures 4–6, as
expected the packet dropping depends on the random ac-
cess algorithm at lower loads (i.e., approximately, N < 82
or gain < 1.64). At high loads where dropping from the
queuing delay is predominant, although the choice of ran-
dom access algorithm does not improve the voice capacity
(or significantly improve the throughput) it does improve
the Pdrop and mean access delay.

It is well known that the steady state voice packet drop-
ping probability may not be an accurate indicator of voice
performance when considering quality of service issues or
access control strategies. For example, dropped packets re-
sult in front end clipping which may significantly degrade
the quality of voice conversations. Table 3 contains simula-
tion results for the steady state packet dropping distribution
per talkspurt for each access protocol operating at voice
capacity.

At voice capacity, the Pdrop values obtained via simu-
lation using the Aloha, two-cell, and ideal random access
algorithms are equal to 0.970, 0.919 and 0.863, respec-
tively. Comparing the Aloha values to the two-cell values
in table 3, suggests that the probability of dropping zero
or one voice packet per talkspurt is largely due to the ef-
ficiency of the random access algorithm; while, dropping
more than one is due to the frame being full. The prob-
ability of dropping more than one voice packet is 0.14,
0.14 and 0.12 when the Aloha, two-cell and ideal access
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Table 3
Steady state distribution of the voice packets dropped per talkspurt at voice

capacity.

Packets dropped Aloha Two-cell Ideal
per talkspurt N = 97 N = 97 N = 97

0 0.76 0.82 0.86
1 0.10 0.04 0.02
2 0.03 0.02 0.02
3 0.01 0.02 0.01
4 0.01 0.01 0.01
5 0.01 0.01 0.01
6 0.01 0.01 0.01
7 0.01 0.01 0.01
8 0.01 0.01 0.01
9 0.01 0.01 0.01
> 9 0.04 0.04 0.03

Figure 7. Steady state mean voice access delay.

protocols are used, respectively. In addition, the results in
table 3 indicate that an arriving talkspurt has a three or four
percent chance of dropping more than nine packets before
receiving a reservation (or exiting talkspurt). This possibil-
ity of an extended wait in the queued state is a consequence
of the average talkspurt duration being on the order of 100
frames. Although not included in the table, our simula-
tions indicate a non-zero probability for run lengths of up
to approximately 53 dropped packets (almost one half of
the average talkspurt length).

As seen in figure 7, the steady state mean voice access
delay curves for the three access protocols show similar
trends to those for Pdrop vs. N , in figure 4; and, for the
same reasons as above, the Aloha access algorithm consis-
tently produces slightly higher mean access delay values
up until about N = 97. Additionally, we observe that the
mean access delay increases above the voice limit delay of
24 ms when N (Pdrop) is approximately equal to 92 (0.42),
94 (0.52) and 94 (0.49) for the Aloha, two-cell and ideal
access protocols, respectively. These values indicate that
the queuing delay component unduly influences the steady
state mean access delay value.

Figure 8 shows that the voice throughput, η, is nearly lin-
ear until Pdrop begins to exceed one percent (aboutN = 98),
regardless of the access protocol used. Clearly, the voice
throughput depends on the speech activity and the packet
dropping probability. With our notation, η, is accurately

Figure 8. Analytical results for voice packet throughput vs. N .

described by the following equation [9]:

η = NpT

(
1− Pdrop

100

)
. (21)

5.2. Voice-data integration

Although we have focused mainly on the ability of the
RRA scheme to support voice traffic, we recognize that
data traffic will gain in importance as small, portable, and
inexpensive computing devices proliferate. One difficulty
in designing an algorithm for voice-data integration is de-
termining how to characterize and model the user side data
traffic in the emerging wireless environment. Besides as-
suming that voice is of higher priority than data traffic, our
proposed RRA scheme is based on the following consid-
erations. First, we assume that data applications with spe-
cial needs such as high speed or minimal variance between
packet deliveries will be accommodated with reservations
and a suitable priority designation. Next, we surmise that
a typical PCS data user might do things like read and com-
pose short e-mail messages, respond to paging type mes-
sages, transfer work (files) between the portable device and
a fixed computer at home/office, and query some kind of
database. Finally, we observe that the data may consist of
short mouse events or text-based characters.

As described in section 2, a data terminal that success-
fully transmits a request packet receives a reservation, but,
since it transmits low priority traffic, its reservation may be
preempted to service a voice terminal. Thus, we consider
the following performance measures as important indica-
tors for the data traffic. The wait delay (or access delay)
is defined as the time between the message arrival and the
end of the first data packet transmission into a reserved
slot. The message delay is defined as the time between the
message arrival and the end of the last data packet trans-
mission into a reserved slot. And, the throughput is defined
as the proportion of time slots that successfully carry data
information packets.

We assume that data messages are generated by a large
unknown number of data terminals (theoretically infinite)
and that the aggregate message arrivals are Poisson dis-
tributed with mean λ messages per frame. Additionally,
we assume that the messages vary in length according to a
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Figure 9. Steady state mean data delays; N = 0.

geometric distribution with parameter q and meanB = 1/q.
Because the duration of an information slot is fixed (and
fairly short), an arriving data message may result in the for-
mation of multiple packets. Thus, expressing B as pack-
ets per message, the steady state data rate is equal to λB
packets/frame. We recognize that data traffic may be more
“bursty” than our traffic model indicates, but the model’s
common use makes it reasonable for initial investigations.

For the results shown in figures 9–11, the parameter q
is always equal to 1/8 (thus, B = 8); and, the error bars
denote the 97.5 % t-confidence intervals (constructed in the
usual way [20]). Our choice of q implies that the aver-
age data message is short because it only contains approx-
imately 3400 bits, and because each packet will contain
overhead bits for forward error correction plus some over-
head bits from the upper layers.

Simulation results for the data wait delay and the data
message delay vs. the data message arrival rate, λ, for
the system with N = 0 (no voice traffic), are shown in
figure 9. We observe that the data message delay is consis-
tently greater than the data wait delay by about 84 ms. This
is because, unless a data reservation is preempted, the mes-
sage delay equals the sum of the wait delay and (B − 1)f ,
where f is the frame duration (ms). Additionally, we see
that the data message delay is below 200 ms, until λ equals
about 2.5 messages/frame, then it increases sharply (about
400 ms for λ = 2.55 and off the scale for λ = 2.6). We
explain this result by observing that the maximum through-
put of the two-cell stack algorithm (0.429 [16]) together
with six mini-slots per frame means that the maximum
λ = 0.429 × 6 = 2.575 data messages/frame. Since we
assumed that data terminals only transmit one packet per
frame, the maximum data packet throughput is about 20.6
packets per frame.

The fact that voice and data terminals transmit their re-
quest packets during separate request intervals together with
a channel resource allocation policy that preempts data in
favor of voice means that the addition of data traffic will
not affect the voice traffic performance. There are two costs
to this approach: the fixed overhead due to dedicating a
portion of the frame to data requests; and, at high voice
loading, data throughput is severely limited and the data
wait and message delays increase significantly. For exam-

Figure 10. Steady state mean data delays; N = 86.

Figure 11. Steady state mean data delays; N = 90.

ple, from table 2, the ideal protocol operating at its steady
state voice capacity provides voice throughput equal to 42.5
packets/frame with an access delay of about 30 ms. Thus,
the maximum data throughput is limited to an average of
about 5.5 packets/frame (i.e., less than the mean message
length that we have assumed here); and, it suggests that the
data wait and message delays will be intolerable due to the
real possibility that all of the information slots within the
frame will be allocated to voice terminals. Therefore, we
investigate the data traffic performance under slightly less
severe voice loading.

In figures 10 and 11 we provide the simulation results
obtained for the mean data delays vs. λ when voice ter-
minals employ the ideal access algorithm. In figure 10,
N = 86 voice terminals and steady the state voice Pdrop,
mean access delay and throughput are approximately 0.07,
18 ms and 38 packets/frame, respectively. When N = 90
voice terminals (figure 11), the steady state voice Pdrop,
mean access delay and throughput are about 0.2, 20 ms
and 40 packets/frame, respectively. Since, with ideal voice
access, the Pdrop values are due to the frame being full,
there will be consecutive frames when voice traffic inhibits
the allocation of data reservations. The results suggest that
for N = 86 (90), the average data message delays are be-
low 200 ms for message arrival rates up until about 0.65
(0.40) messages per frame. In both cases, the total system
load is approximately 86 percent.
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6. Conclusion

We have proposed and analyzed an RRA scheme for
integrating voice and data traffic in outdoor microcellular
environments. The scheme involved partitioning a por-
tion of the frame into mini-slots, along the general lines
of [13,14]. We formulated an approximate Markov model
and derived expressions for the steady state voice perfor-
mance metrics of packet dropping probability, mean access
delay and throughput. Analytical results were provided to
illustrate the voice performance of several multiple access
algorithms. Additionally, simulation results were used to
verify the analysis, to study the steady state voice packet
dropping distribution per talkspurt and to explore prelimi-
nary voice-data integration considerations. Our results sug-
gest that this is a promising scheme for providing voice-data
integration in outdoor microcellular environments.

Appendix A. Evaluation of Fr,c(w) for slotted Aloha [9]

Given c contending voice terminals at the start of a re-
quest slot, each one will transmit in the slot with probabil-
ity p. Thus, the probability that one of the terminals will
transmit successfully, Ps(c), is calculated as follows:

Ps(c) =

{
cp(1− p)c−1, c > 0,

0, c = 0.

The probability, Fr,c(w), that exactly w terminals suc-
cessfully transmit their request within the r slots of the
voice request interval, given that there are c contending
terminals when the frame starts, is obtained from the fol-
lowing recursion:

Fr,c(0) =
(
1− Ps(c)

)r
,

Fr,c(w) =

{
Ps(c)Fr−1,c−1(w − 1) + (1− Ps(c))Fr−1,c(w),

0 < w < min(r, c), r > 0, c > 0,
0, otherwise.

Appendix B. Evaluation of Fr,c(w) for two cell stack [9]

Consideration of the two cell stack algorithm reveals
that Fr,c(w) can be evaluated recursively. Let Fr,c0,c1(w)
be the conditional probability of w successes; given r slots
in the voice interval, and, c0 and c1 terminals with their
counter values equal to zero and one, respectively. Then,
since every contending terminal initializes its counter value
to 0 or 1 with equal probability at the start of the voice
request interval, we can express Fr,c(w) as follows:

Fr,c(w) =
c∑
i=0

Fr,i,c−i(w)

(
c

i

)
2−c.

The following recursive identities hold for Fr,c0,c1(w):

Fr,0,c1(w) = Fr−1,c1,0(w),

Fr,1,c1(w) = Fr−1,c1,0(w − 1),

Fr,c0,c1(w) = Fr−1,i,c0+c1−i(w) w.p.

(
c0
i

)
2−c0.

And, the initial conditions are as follows:

Fr,c0,c1(w) = 0, if w > r or w > c0 + c1,

Fr,1,0(1) = 1, if r > 0,

F1,c0,c1(0) = 1, if c0 6= 1,

F1,c0,c1(0) = 0, if c0 = 1.
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