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In this paper, we propose amodel to predict the locations of themost attended pictorial information on aweb page and the attention
sequence of the information. We propose to divide the content of a web page into conceptually coherent units or objects, based on
a survey of more than 100 web pages. 
e proposed model takes into account three characteristics of an image object: chromatic
contrast, size, and position and computes a numerical value, the attention factor. We can predict from the attention factor values
the image objects most likely to draw attention and the sequence in which attention will be drawn. We have carried out empirical
studies to both develop and determine the e�cacy of the proposed model. 
e study results revealed a prediction accuracy of
about 80% for a set of arti
cially designed web pages and about 60% for a set of real web pages sampled from the Internet. 
e
performance was found to be better (in terms of prediction accuracy) than the visual saliency model, a popular model to predict
human attention on an image.

1. Introduction

In this age of information, web pages play an important
role. 
ey provide an interface to the vast repository of
information known as the World Wide Web (WWW). 
e
web page design and display technologies (e.g., web 2.0)make
it possible to provide the information in a “usable” form (by
allowing us to change font, add colors, and insert animation,
providing quick links, and so on). However, the focus of web
page design so far has been to provide technology to make
the entire web page usable. Implicit in this approach is the
assumption that the user actually tries to see (or access) the
content of the entire page. 
e assumption need not always
hold though. Based on their behavior, we can broadly divide
them into two types. Some users explore the entire contents
of a web page (e.g., a WikiPedia user interested to know
about some topics). We may call them “goal-oriented” to
di�erentiate them from the other group who explore the web
page content only partially at 
rst.Wemay refer to the second
group of users as “exploratory.”

As an example, consider a personal home page put up by
someone interested in changing jobs. 
e page contains edu-
cational quali
cation, experience, achievements, and contact
address and may be a brief write-up about the person with

a photograph.
e designer would certainly like the viewer to
see all the contents in detail. However, a potential employer,
who may have to go through hundreds of such web pages,
may not be interested to explore everything in detail at 
rst.
Instead, he may glance through the page for a short duration
and try to acquire the “necessary information” within this
short span of time. If the information is found to be worth-
while, he may explore the content further. Otherwise, he may
simply move to some other page. 
e potential employer
belongs to the exploratory group. For a designer, it is a
challenge to design web pages for such users, because there
is no way to predict if the information the designer wants
to highlight will actually be “seen” by the user or not. As
an illustration, consider the above example again. What is
the worthwhile information here? As the page was put up
by someone interested to change jobs, the designer should
assign more importance to the information on “experience”
than the information on “education,” which in turn is more
important than “contact” and so on.However, within the early
exploration phase, will the user be able to see the “experience”
content or move away to other pages without seeing it?


us, we need some ways to assign importance to certain
contents with respect to the others on a web page. A designer
can take recourse to options such as highlighting, font size
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Figure 1: Examples of web page design problems. It is not clear if the user will get to see the worthwhile information at all in either of the
cases.

increase, and color and contrast, in accordance with the
available guidelines. However, guidelines are not followed in
most of the cases, which include “o�cial” web pages as well as
those developed by amateurs (such as blogs and home pages).

e problem arises because the responsibility of conforming
to the guidelines lies solely with the designer. As is the case,
most designers either ignore those or are not aware of their
existence.
erefore, it becomes di�cult to knowwhether the
most important content is actually visible to the user. Two
examples of such bad designs are shown in Figure 1.


us, if a web page is not properly designed, the usability
aspects of the design may not be of much use. So, in addition
to the standard aspects of usability, we propose to add one
more dimension to it: the “visibility” of the information
contained in a web page. We may reasonably assume that
some information on the page is more important than
the others (from the designer’s point of view). Naturally, a
designer likes to see that the important information gets the
user’s attention before other information. It is also important
that the important information draws the attention early,
before the user loses interest and moves away. We de
ne
“visibility” as the degree to which a piece of information
on a web page is able to draw user attention before the
other information. 
e challenge is to predict the visibility of
information on a web page.

One solution is to use eye tracking systems [1–3]. However,
most web designers cannot a�ord such systems due to high
cost. An alternative approach is to semiautomate the web
page design process. At present, web pages are designed
using either of the several available tools such as Microso�
FrontPage, Microso� Publisher, and DreamWeaver, none of
which can check “if the most important information has
higher visibility than others.” A semiautomatic design process
can be envisaged as consisting of a tool to check automatically
the source program of a web page (output of the existing
tools) and predict the sequence inwhich theweb page content
is likely to be viewed by a user. Based on the predicted
attention sequence, the di�erent regions of the web page can

be ranked as per their attention drawing abilities. From this
ranking, a designer can decide if the information that he feels
most important are able to draw the user’s attention early and
can take corrective measures accordingly. In order to develop
such an approach, we require two things.

First, we should be able to divide the web page content
into units or chunks that represent conceptually coherent
information from the designer’s perspective. For example,
the information about research activities in one’s home page
may be considered a unit that is di�erent from another unit
of information detailing education. 
erefore, we introduce
the notion of objects to divide the pictorial and textual
information contained in a web page. 
e second thing
we need is a predictive model of human attention, which
works on the objects. With the predictive model, we can
estimate the sequence of user attention on the objects. On
the basis of this information, we rank the objects as per their
attention drawing capabilities.
e ranks will allow us to infer
about the visibility of objects. In this work, we propose one
such model for the image objects (i.e., objects representing
pictorial information).


e proposed approach is developed from empirical data.
We conducted three major user studies for empirical data
collection. 
e 
rst study was a detailed survey of about 100
web pages sampled from the Internet to determine the types
of objects used in web page design as well as their relative
signi
cance. In the second study, eye gaze data were collected
from participants to develop the proposed attention model.
We again collected eye gaze data of web page users in the third
study, to estimate the prediction accuracy of the proposed
model.


e paper is organized as follows. Section 2 presents
works related to human attention modeling. 
e survey
and data analysis for identi
cation of object types and
their signi
cance are presented in Section 3. 
e proposed
model is described in Section 4. Parameters of the model
were estimated from an empirical study, which is described
in Section 5. 
e empirical studies carried out for model
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validation are presented in Section 6. 
e strengths and
weaknesses of the proposedmodel are discussed in Section 7.
Section 8 concludes the paper.

2. Related Works

Human attention modeling is a well-researched and active
area, of which computational attentionmodeling is an impor-
tant part [4–6]. We found two such models relevant to our
work, namely, (a) the guided search model and (b) the visual
saliency model.

2.1. Guided Search Model. 
e guided search model (GSM)
[7, 8] represents the human search behavior in a visual 
eld.

e search behavior is characterized by both parallel and
limited capacity visual processes. Our visual system initially
processes the whole input in parallel. Information collected
from the parallel processes is then used by limited capacity
processes to perform other operations that are limited to one
location at the same time.

During the parallel processing of input, two feature maps
are created for color and orientation features. Each of these
features is quantized with four values.
e values for color are
red, yellow, green, and blue (represented by some numerical
values, e.g., red = 10, etc.). For orientation, the values are given
in degrees with respect to the vertical direction (tilted right >
0∘, le�< 0∘).
e four orientations are: (a) steep (−45∘ < angle<
45∘), (b) shallow (−90∘ < angle < −45∘ or 45∘ < angle <
90∘), (c) right (0∘ < angle < 90∘), and (d) le� (−90∘ <
angle < 0∘). From the feature maps, an activation map for
the input is created. 
e activation map takes care of the fact
that there are two components of attention: stimulus driven,
bottom-up activation, and user driven, top-down activation.
Bottom-up activation is a measure of how di�erent an item is
from its neighboring items. It does not depend on the user’s
knowledge of the speci
c search task. It guides the attention
towards the distinctive items in the visual 
eld but not
towards a desired item by the user. To incorporate user’s
desire, top-down activation is needed. 
erefore the activa-
tion of a particular item is a combination (a weighted sum)
of both the top-down and the bottom-up activation [9]. 
e
likelihood of an item to be attended by the user depends on
the activation value. 
e higher the activation value is, the
more will be the chance to get attention from the user. Search
time to locate an item also depends on the activation value.

e higher the activation value is, the lesser time it will take
to locate that item.

Although the model can compute the likelihood of an
item in a visual 
eld to capture user attention (using the
bottom-up activation value of the item), it has one important
limitation from implementation point of view. 
e model
has used four di�erent values for colors (red, green, blue,
and yellow) and orientations (steep, shallow, right, and
le�). However, these values are experiment speci
c; that is,
values di�er with the di�erent application of the model. For
instance, if we use such model for designing web pages, the
valuesmay be di�erent [9].
e onus is on the implementer to
try, exhaustively, di�erent sets of values for these properties.


us, the model lacks portability. In the next subsection, we
discuss another relevant model of human visual attention
called the visual saliency model, which is essentially an
extension of the GSM.

2.2. Visual SaliencyModel. Visual salience is a distinct quality
which makes some items stand-out from their neighbors
[10]. Our attention is attracted to visually salient items. 
e
visual saliency model (VSM) 
nds the most salient location
within a visual scene [11–14]. In VSM, feature maps are
created using center-surround mechanism, which involves
comparison of the visual properties of each location with
its surrounding. 
ree feature maps for color, intensity, and
orientation are constructed using the mechanism. 
ese
maps are then combined to obtain a unique saliencymap (i.e.,
a representation of saliency at every location in the visual

eld) fromwhich themost salient locations are determined.A
normalization process is used for feature combination, where
the feature values are mapped to a 
xed range in order to
eliminatemodality dependent di�erences.
e normalization
process has one more function. If any feature is uniform
throughout the image, the weight for that feature is reduced;
otherwise, the weight for that feature is increased.

By de
nition, at any given time, the maximum of the
saliency map represents the most salient image location to
which focus of attention should be directed. 
is maximum
is detected by a winner-takes-all network inspired from
biological architectures. Winner-takes-all is a phenomenon
used to show that the most salient location gets the user’s
attention at a particular instant. To create dynamic shi�s of
the focus of attention, rather than permanently attending to
the most salient location, the VSM uses two mechanisms:

(1) 
e focus of attention is shi�ed so that its center is at
the attended location.

(2) 
e intensity of attended location is decreased to
direct the attention to other locations too.

Clearly, VSM o�ers a way to compute human attention
behavior. It has also been tried to predict 
xations on web
pages [15]. However, it is constrained by the resolution of
the input image [14]. It has been found that it can e�ciently

nd the salient locations in an image of resolution 800 ×
400 (http://www.saliencytoolbox.net/). For images of higher
resolution, the existing implementation asks for resizing the
image to 800 × 400. 
ough the implementation can return
the salient regions on the original image, the results are
di�erent than the resized image. 
e main problem of the
VSM in the present context, however, is to make it work with
web page objects. As we mentioned before, we propose to
view a web page as a set of objects (conceptually coherent
units of information). Although aweb page can be considered
as an image and we can apply VSM to identify salient
locations on it, the approach fails to rank objects as we found
out in ourwork.
is is because theVSMdistinguishes objects
only in terms of their image properties without taking into
account other factors such as size and position.
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Figure 2: Examples of image objects. In (a), a pure image is shown. An image object with a caption is shown in (b) while in (c) an image with
embedded text is shown.

3. Web Page Objects: Types, Definition, and
Importance

In order to understand our proposed “object-view” of web
pages, we have studied about 100 web pages sampled from the
Internet. 
e survey helped us to identify the types of objects
used in web page design. Only those web pages that did not
have any animationwere considered in the study.We adopted
the following approach to identify the samples.

We approached a group of 25 volunteers (undergraduate
and graduate students) who were regular Internet users.
ey
belonged to the age group of 20–25 years. Among them, 15
were male and the rest female. Each of them was asked to
submit a list of 10 web pages without animation, which they
visited o�en. In this way, we collected a list of 250 web pages.

e methodology allowed us to collect information about
popular web pages, which in turn led us to identify objects
that are likely to be present in most of the web pages.We then
checked for any duplication in the entries and removed those.
We also checked each of the remaining entries ourselves to
see if any web page contained animations and removed those

from the list. A�er these steps, wewere le�with about 100web
pages (103, to be precise). Based on the thorough investigation
of each of the web pages in the 
nal list, we identi
ed the fol-
lowing seven types of objects that are used inweb page design.
(1) Images. A single image or an image with embedded text
or image with caption (i.e., textual description of the image
placed very near to it) is an object. Examples of such objects
are shown in Figure 2. To categorize an object having an
image with a caption, we assume that the caption is close to
the image (maximum distance to be 1 cm on a 1280 × 1024
screen) and the maximum number of words is 15 (decided
based on our study of popular web pages provided by the
volunteers).

(2) Text. A piece of text with/without heading, even if it
contains variation in fonts, styles (bold, italics, etc.), or color,
as shown in Figure 3.

(3) List. A list under its heading together forms an object. One
such example is shown as follows.
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Table 1: An example of a table object.

Name Holds Size (Megs)

UA Root Root 
les 5M

UA Applications Applications directory 65M

UA 4BSD 4BSD directory 371M

UA PDP11 PDP-11 directory 479M

UA PDP11 Trees PDP-11/trees directory 97M

UA VAX VAX directory 5M

UA Other Other directory 6M

Figure 3: A text object with heading. Sometimes such objects may
occur without a heading also.

AList Object. FTP access to theUnixArchive is available from

(i) �p.math.utah.edu in the US,

(ii) �p.medienfuzzis.com in Germany,

(iii) �p.autistici.org in Italy,

(iv) �p.lug.udel.edu in the US,

(v) �p.tux.org in the US,

(vi) �p.gcu-squad.org in France,

(vii) sunsite.icm.edu.pl in Poland,

(viii) �p.uvsq.fr in France,

(ix) pdp11.org.ru in Russia,

(x) �p.darwinsys.com in Canada,

(xi) �p.ics.es.osaka-u.ac.jp in Japan,

(xii) �p.cs.tu-berlin.de in Germany,

(xiii) mirror.interoute.net in England,

(xiv) minnie.tuhs.org in Australia,

(xv) �p.win.tue.nl in Netherlands,

(xvi) �p.tuhs.org.ua in Ukraine.

(4) Tables. Tables constitute separate objects from texts, based
on their attention drawing capabilities. An example is shown
in Table 1. 
ey may/may not be accompanied by a heading.

Figure 4: Example of dangling headings.

Figure 5: Examples of menu objects.

Figure 6: Examples of interactive objects.

(5) Dangling Headers. Sometimes, a heading appears without
any accompanying text, list, or tables, as shown in Figure 4.

(6) Menu. We propose to treat menus, which may appear on
a side or the top of a web page, as objects separate from text
or list objects. Menu object examples are shown in Figure 5.

(7) Interactive Items. 
is is any kind of interactive item like
search box, text box, button, radio button, check box, and so
forth, throughwhich users can provide input. Some examples
are shown in Figure 6.

We computed the area occupied by these objects in the
sample web pages, as shown in Figure 7. It may be noted in
Figure 7 that the image objects occupymost of the area (more
than 40%). 
is is followed by the text objects (about 16%).
Each of the other types of objects occupies less than 9%area of
the sample web pages. In this work, we attempted to propose
a model of user’s attention for the image objects.

4. Proposed Model


e key concept in our proposedmodel is the attention factor
(af) of an object, which is the measure of the degree of
attention a user is likely to pay to the object. We have used
four features of an object, namely, the intensity contrast, the
chromatic contrast, the size, and the position, to determine af.

4.1. Intensity Contrast. Intensity contrast de
nes the di�er-
ence in luminance of the object and the background with
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e histogram showing the average area occupied by the
di�erent objects in the sample web pages.
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Figure 8: Intensity contrast example. (a) shows a low contrast image
whereas (b) shows the same image with high intensity contrast.

respect to the other objects present in a scene. Intensity
contrast plays an important role in a�ecting the human visual
attention as it makes an object distinguishable from the
background and other objects. Figure 8 shows the contrast
di�erence between the two images.

Two de
nitions are commonly used to calculate the
contrast [16], namely, the Michelson contrast and the Weber
contrast. In this work, we are discriminating the objects with
respect to the other objects in the web page and not with the
background. Hence, we have used the Michelson contrast in
our work. 
e expression to calculate intensity contrast of an

object is shown in (1), where objic� is the intensity contrast of
the �th object, intwp is the intensity of the whole web page, and
intobj is the intensity of the object:

objic� = abs (intwp − intobj)
intwp

. (1)


e individual intensity values are taken from the HSI model
[17] and are calculated as follows:

int = � + � + �
3 × 255 . (2)

4.2. Chromatic Contrast. 
ere is a biological phenomenon
known as the Color Double Opponency [18]. In the human
retina, there are three types of cone photoreceptors that
respond to di�erent wavelengths (long (�), medium (	), and
short (
), also referred to as red (�), blue (�), and green
(�) [19]). In the center of the receptive 
elds, neurons are
excited by one color and inhibited by another. Such chromatic
opponency exists for the red/green, green/red, blue/yellow,
and yellow/blue color pairs in the human visual cortex.

erefore we need to consider chromatic contrast separately
from intensity contrast.

We have used the formulation reported in Itti et al. [13] to
compute the chromatic contrast.
e computation consists of
two steps. In the 
rst step, we calculate the chromatic contrast
for both the object and the web page.

Step 1. Consider

�abs = �� − ((�� + ��)
2 ) , (3a)

�abs = �� − ((�� + ��)
2 ) , (3b)

�abs = �� − ((�� + ��)
2 ) , (3c)

�abs = ((�� + ��)
2 ) − (abs (�� − ��)

2 ) − �� (3d)

opimg = (�abs + �abs + �abs + �abs)4 . (3e)

As a second step, we 
nd the di�erence ratio as shown in (4).

Step 2. Consider

objcc� = abs (opimg − opobj)
opimg

, (4)

where ��, ��, and �� are the red, blue, and green components
of the web page, respectively, �abs, �abs, �abs, and �abs are
the RGBY (red, green, blue, and yellow) values a�er the
double opponency is applied to the web page and opimg is the
mean of all the RGBY values obtained from the web page.
Similarly, we calculate opobj, which is the mean of all the
RGBY values obtained from the object obj on the web page.
From these values, the chromatic contrast objcc� for the �th
object is obtained as a ratio of the absolute di�erence between
the opimg and opobj to the value of opimg.

4.3. Size. We are familiar with the fact that bigger objects in
a visual scene take less time to be located. We have taken this
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Figure 9: 
e partitioning of the screen into the three regions. In (a), three objects are shown as examples of object positions. Note that in
this work, we assume an object lies entirely in a region. 
us situations such as the one shown in (b), where objects overlap two or more
regions, are not considered.

fact into account by considering the ratio of the area occupied
by the object to the total area of the web page, as one of the
factors in our proposed model, as shown in

objsize� = �obj
�wp , (5)

where �obj and �wp are the area of object under consideration
and the web page, respectively, and objsize� is the size of the
object obj with respect to the web page wp.

4.4. Position. It has been found that the human attention is
initially drawn to the middle of an image [20]. 
erefore,
position of an object plays an important role in drawing
attention. 
e inclusion of position in the model is achieved
through the use of two position factors, namely, the� position
factor �� and the � position factor ��.

We divide the screen into three regions, as shown in
Figure 9. Assuming a resolution of at least 800 × 400, the 400
pixels in the middle of the screen form the middle region.
Objects placed in this region are supposed to draw the most
attention. 
e portions of the screen on the le� and right of
the middle region are the le� and right regions, respectively.

e position of an object is represented by its center (��, ��).
Depending on the location of the center, we decide where the
object lies. In this work, we have only considered objects that
completely lie in only one region; that is, the object is not
spread across two ormore regions. In the same Figure 9, three
objects placed in three regions are shown as examples.


e � position factor �� represents the importance of
the � coordinate of the object’s center, in relation to the
object’s attention drawing capability.
erefore, the objects in
the middle region should have the highest ��. 
e objects on
the le� or right regions should have lower �� values. We can
treat the right boundary line of the middle region (i.e., 2/3 of
the screen width) to represent a threshold position �threshold.

e �� of any object that lies on the le� side of this threshold

is simply the � coordinate of the object’s center, as the �
coordinate increases linearly from the le�most bottom point
of the screen to the threshold line. We want to reduce the
position factor for the objects lying on the right-side of the
threshold. 
us, we propose to calculate �� of the objects on
the right region as�−��, where�×� is the screen resolution.

In one of our empirical studies, we observed the eye
movement behavior of 20 participants on web pages with an
eye tracker (details discussed later).We found that the objects
were seen most of the time in top to bottom order. 
us, we
propose the � component �� to be simply ��.

Equation (6) summarizes our formulation of the position

factors of an object, where obj
��
� and obj

��
� denote the � and� position factors of the object, respectively:

obj
��
� = {{{

�� �� ≤ �threshold
� − �� �� > �threshold.

(6)

As Itti et al. [13] explained, if an object is salient in an image,
it gets the attention from the user. Saliency de
nes how
di�erent an object is with respect to the other objects and the
background. If an object is di�erent in color or intensity, no
matter whether it ismore or less, fromother objects, it attracts
the user’s attention. To implement such phenomena, we have
taken the di�erence ratio in the 
rst two factors. In case of
the size and position factors, such phenomena need not apply.

erefore we only considered the simple ratio for size and no
ratio for the position factors.

4.5. Proposed Attention Factor. We 
rst normalize the indi-
vidual factors to a 
xed range [0-1], as shown in the following
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O1
O2

O3

O6

O4 O5

Figure 10: An example page used in the study.

(the symbols used are self-explanatory and � is the total
number of objects in the web page):

�� = objic�

Max (objic1 , objic2 , . . . , objic� ) ,

�� = objcc�
Max (objcc1 , objcc2 , . . . , objcc� ) ,


� = objsize�

Max (objsize1 , objsize2 , . . . , objsize� ) ,

�� = obj
��
�

Max (obj��1 , obj��2 , . . . , obj��� ) ,

�� = obj
��
�

Max (obj��1 , obj��2 , . . . , obj��� ) .

(7)

We propose af to be the linear weighted combination of the
above factors, as shown in the following, where  , �, !, ", and# are the weights whose values range from 0 to 1:

af� =  ⋅ �� + � ⋅ �� + ! ⋅ 
� + " ⋅ �� + # ⋅ ��. (8)

Our proposed model works as follows. Given any input web
page, we 
rst calculate the factor values for each object using
(1), (4), (5), and (6). From the factor values, af� for each object

is computed using (8). On the basis of af�, the objects are
ranked (the higher the af, the higher the rank, that is, the
lower the rank value with rank 1 implying the highest rank).
In order to 
nd the weights in (8), we carried out an empirical
study as discussed in the next section.

5. Data Collection for Estimation of
the Weights

In the empirical study, eye gaze data were collected from 16
participants for a set of image objects and analyzed.

5.1. Experimental Setup and Participants. 
e Tobii x50 Eye
tracker (http://www.tobii.com/) was used to collect the gaze
data. Tobii is a stand-alone eye tracker which can be inte-
grated to any monitor. We used a 17		 LG Flatron screen
with 1280 × 1024 resolution for the experiments. 
e gaze
data obtained from the eye tracker were analyzed with the
ClearView 2.7 by Tobii Technology.

We designed 16 pages for the experiment using Web
Page Maker v2. Figure 10 shows an example page used in
the study. Each of these pages contained 6 image objects
only. 
e objects were numbered %1, %2, . . . , %6 from le� to
right and top to bottom manner as shown in Figure 10. All
the pages contained the same 6 objects, but with di�erent
visual properties. 
e brightness, contrast, size, and position
of the objects were varied using the online image editor
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Table 2: 
e 16 arrangements of the PPTs designed for data collection.

&1 &2 &3 &4 &5 &6 &7 &8 &9 &10 &11 &12 &13 &14 &15 &16
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16


2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1


3 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1 2


4 4 5 6 7 8 9 10 11 12 13 14 15 16 1 2 3


5 5 6 7 8 9 10 11 12 13 14 15 16 1 2 3 4


6 6 7 8 9 10 11 12 13 14 15 16 1 2 3 4 5


7 7 8 9 10 11 12 13 14 15 16 1 2 3 4 5 6


8 8 9 10 11 12 13 14 15 16 1 2 3 4 5 6 7


9 9 10 11 12 13 14 15 16 1 2 3 4 5 6 7 8


10 10 11 12 13 14 15 16 1 2 3 4 5 6 7 8 9


11 11 12 13 14 15 16 1 2 3 4 5 6 7 8 9 10


12 12 13 14 15 16 1 2 3 4 5 6 7 8 9 10 11


13 13 14 15 16 1 2 3 4 5 6 7 8 9 10 11 12


14 14 15 16 1 2 3 4 5 6 7 8 9 10 11 12 13


15 15 16 1 2 3 4 5 6 7 8 9 10 11 12 13 14


16 16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

(http://www.online-image-editor.com/).While designing the
web pages, we ensured that that the feature values are not too
close. We did this through trial and error, that is, designed
many pages and only used those that satis
ed the criteria.

Sixteen volunteers took part in the study. 
ere were
5 female and 11 male participants, with an average age of
22.71 yrs (in the age group of 21–25 years). Among them, 6
participants wore spectacles. None of the participants was
color blind. 
e participants on average had 4.65 years of
computer experience. 
ere were 3 participants who were
already familiar with Tobii.

5.2. Procedure and Result. Power point presentations (PPTs)
were made from the 16 pages, with each page put into a slide.
In between two pages (slides), a blank slide was inserted to
make the participant reset his/her eye position.

Each participant was asked to view one PPT. 
erefore,
there were 16 PPTs. 
e order of the pages in each PPT was
varied following the Latin square method [21, 22] (to account
for the learning bias). 
e 16 arrangements (denoted by 
�,
where 1 ≤ � ≤ 16) of the pages (numbered 1–16) for each
participant (denoted by &�, where 1 ≤ � ≤ 16) are shown in
Table 2.

Each participant was asked to view the pages through a
slideshow of his/her assigned PPT. 
ere was a 
xed time
interval (5 secs) between two successive slides in all the PPTs.
Except for the 3 participants familiar with the Tobii eye
tracker, the working of the eye tracker was explained to the
rest of the participants.

A�er this brie
ng and training session, each participant
was taken to the experimental setup in isolation and his/her
eye movements were calibrated with the eye tracker. Subse-
quently, the participant was shown the slides corresponding
to him/her (see Table 2). Every participant saw the slideshow
continuously without any interruption. It took about 2.5
minutes for each participant to complete the tasks. 
e gaze
plots of the participants for each page was recorded in this

Table 3: 
e rank of the six objects of Figure 10, obtained from the
gaze plots of the 16 participants.

%1 %2 %3 %4 %5 %6&1 2 1 3

&2 1 3 4 2 5

&3 2 3 4 1 6 5

&4 2 1 3

&5 2 6 5 3 4 1

&6 3 5 4 2 1

&7 4 1 5 2 3

&8 2 1 3 4

&9 2 1

&10 5 2 3 1 4

&11 2 3 4 1 6 5

&12 1 2

&13 1 2 3 4

&14 2 1

&15 3 2 1 4 5 6

&16 5 6 1 4 2 3

session, which were obtained using the ClearView so�ware.
In total, we had collected 16 × 16 = 256 gaze plots. Figure 11
shows an example of the gaze plots recorded.

5.3. Result Analysis. From the eye gaze data, we assigned a
rank to each object according to the order the participants
followed to attend the objects (which we got from the time
stamps recorded by the system). For example, if an object
was attended 
rst by a participant, it was ranked 1. 
e last
attended object was given the highest rank (which is the total
number of objects). 
ere were some objects which were
not attended by some participants. 
ose unattended objects
did not get any rank. In order to assign ranks, we discarded
all the 
xations where time spent was less than 240ms as
these 
xations are known to be unconscious [23]. In this
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Figure 11: An example gaze plot of a participant for the page shown in Figure 10.
e blue circles show the point of gaze.
e larger the circle,
the larger the gaze duration at the point.

way, we constructed an observed rank table for each of the 16
pages (obtained from the gaze data of the 16 participants). An
example is given in Table 3, which shows the ranks observed
from all the participants (denoted by &1 to &16) for the objects
of the page shown in Figure 10.

It may be observed from Table 3 that the same objects
got di�erent ranks from participants. We needed to combine
these ranks for further analysis. We adopted the following
approach based on the preferential voting scheme [24]. From
the observed rank table of a web page, we constructed
a second table. Each row in this table corresponds to a
particular object and the �th column represents the total
number of the �th (1 ≤ � ≤ ', where ' is the total number of
objects) ranks obtained by that object (which is derived from
the observed rank table). 
e table for the page of Figure 10,
derived from Table 3, is shown in Table 4. As an explanation,
consider the 5th row and 4th columnofTable 4.
e entry is 3,
which indicates that the total number (from all participants)
of the 4th rank obtained by the 5th object, that is, %5, was 3.

In order to combine the observed ranks from di�erent
users, an index called the combined index [24] was formed.

e combined index, denoted by *, was computed using the
expression shown in (9), where V�
 denotes the total number
of -th rank received by the �th object and /
 is the weight:

* = �∑

=1

/
V�
. (9)

Table 4: Objects versus �th ranks for the page shown in Figure 10,
which is derived from Table 3.

Object
Rank

1 2 3 4 5 6

%1 3 5 2 1 2 0

%2 3 4 3 0 0 2

%3 3 0 3 3 3 0

%4 3 3 2 4 0 0

%5 2 4 1 3 1 2

%6 2 0 2 0 3 1


eweights are assumed to form a monotonically decreasing
sequence with /
 − /
+1 ≥ "(-, 8) for - = 1, 2, . . . , � − 1
and /� ≥ "(-, 8). 
e function "(-, 8) is the discrimination
intensity function and 8 is called the discriminating factor.

e function "(-, 8) is nonnegative and nondecreasing in 8.
In this work, we have used "(-, 8) = 8/- with 8 = 0.01.
(We have actually experimented with three discrimination
functions with di�erent values of the discriminating factor.

e particular values we used turned out to give the best
results.)

We made one important observation in our study—users

xate upon at least two locations. From this observation, we
can conclude that the object which gets a relatively higher
number of 
rst two ranks has higher chances of being seen by
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the user early. So, the object which gets maximum number of

rst two ranks is the most important object.


us, we check the (V�1+V�2)s for all the objects and choose
the object for which (V�1 +V�2) is maximum.
e optimization
problem corresponding to that object is solved and we get
the values of the weights /� from the solution. Using these
weights, we then calculate the * values of all the other objects.

e higher the * value, the lower the rank. In this way, we can
rank all the objects in a web page. 
is is the empirical rank
of the object.

As an example of the procedure, consider the page of
Figure 10. FromTable 4, we can see that%1 gets themaximum
number (8) of the 
rst two ranks. Hence, the optimization
problem corresponding to the object %1 is chosen for maxi-
mization.
e formulation of the optimization problem along
with the set of constraints for the objects of the page shown
in Figure 10 is shown as follows:

Maximize *, where
* = 3/1 + 5/2 + 2/3 + 1/4 + 2/5 + 0/6 (10)

subject to

3/1 + 5/2 + 2/3 + 1/4 + 2/5 + 0/6 ≤ 1,
3/1 + 4/2 + 3/3 + 0/4 + 0/5 + 2/6 ≤ 1,
3/1 + 0/2 + 3/3 + 3/4 + 3/5 + 0/6 ≤ 1,
3/1 + 3/2 + 2/3 + 4/4 + 0/5 + 0/6 ≤ 1,
2/1 + 4/2 + 1/3 + 3/4 + 1/5 + 2/6 ≤ 1,
2/1 + 0/2 + 2/3 + 0/4 + 3/5 + 1/6 ≤ 1,

/1 − /2 ≥ 0.01,
/2 − /3 ≥ 0.01,
/3 − /4 ≥ 0.01,
/4 − /5 ≥ 0.01,
/5 − /6 ≥ 0.01,

/6 ≥ 0.01.
(11)

We can use the simplex method [25] to solve the above
problem. We used the simplex solver tool (http://www
.zweigmedia.com/RealWorld/simplex.html) and got the opti-
mal solution as * = 1 with the weights /1 = 0.0923077,/2 = 0.0823077, /3 = 0.0723077, /4 = 0.0623077,/5 = 0.0523077, and /6 = 0.01. Using these weights, we
calculated the combined indices for other objects (using (9)
and Table 4). From these combined indices, we calculated the
empirical ranks of the objects (on the basis of the fact that
the higher the * value, the lower the rank). Following this
approach, we found the empirical ranks of the objects%1,%2,%3, %4, %5, and %6 of the page of Figure 10 to be 1, 4, 5, 2, 3,
and 6, respectively.

Table 5: 
e Pearson product moment correlation coe�cients for
each factor in the visibility measure (8) and the empirical ranks of
the objects.

Factor Correlation coe�cient

Intensity contrast 0.09

Chromatic contrast −0.17
Size −0.44
X-position −0.47
Y-position −0.1

5.4. Estimation of Model Parameters. 
e proposed attention
factor is a weighted linear combination of the 
ve compo-
nents (corresponding to the four factors) as shown in (8).
We checked the correlation between each of the components
and the empirical ranks obtained from the eye tracking data.
For this purpose, we calculated the Pearson product-moment
correlation coe�cient [26]. 
e correlation coe�cients are
shown in Table 5.

It may be noted in Table 5 that the correlation coe�cient
between the intensity contrast and the empirical ranks was
0.09. A correlation coe�cient in the range [0–0.09] implies
that there is not enough correlation between the two variables
and we can ignore the e�ect of the factor. Consequently,
we eliminated intensity contrast from the expression of the
visibility measure.

In order to determine the weights in (8), we 
rst scaled
each of the correlation coe�cients as coe�scaled = |coe�|/(0.17 + 0.44 + 0.47 + 0.1 = 1.18) where |coe�| denotes the
absolute value of the corresponding correlation coe�cient.

en, we set the weights equal to the corresponding scaled
correlation coe�cients, which were found to be (approxi-
mately) 0.14, 0.37, 0.4, and 0.09, respectively. 
e attention
factor with the weights is shown in

af� = 0.14�� + 0.37
� + 0.4�� + 0.09��. (12)

6. Empirical Studies for Model Validation

In order to ascertain the e�cacy of our proposed model,
we carried out another study. We had designed 20 pages,
each containing six image objects (di�erent from the pages
used in the previous study). We collected eye gaze data of 20
participants using an identical setup and procedure as before
(Section 5). Among the participants, there were 12 males
and 8 females (age group: 21–25 years, mean age: 23.8 yrs,
all having normal vision without any color blindness). 
ey
were graduate students and regular computer users.
e total
number of gaze plots collected was 20 × 20 = 400.

Using the model of af� (12), we calculated the ranks for
the 120 objects (predicted rank). From the empirical data,
we determined the empirical ranks, following the procedure
described in Section 5.3. Whenever these two ranks were the
same for an object, we termed it as an exact match. When
predicted and actual rank varied by ±1, we called it as a partial
match. In terms of these two types of matches, the accuracy
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Table 6: Results of the validation studies.

Proposed model Visual saliency model

Exact match Partial match Accuracy (%) Exact match Partial match Accuracy (%)

Validation study 1
(120 objects)

55 40 79.16 23 42 54.16

Validation study 2
(122 objects)

24 30 59.01 23 24 38.52

of prediction was calculated as shown in (13), whereA is the
total number of objects:

Accuracy = exact match + partial match

total number of objects
× 100%. (13)


e results of the analysis of the gaze plots for both the sets
in terms of the exact matches, partial matches, and accuracy
are shown in Table 6 (the row for validation study 1). In order
to compare the performance of our proposed model, we also
calculated the ranks of the objects using the visual saliency
model, which are also shown inTable 6.As themodel predicts
only the salient locations, we mapped those to the objects for
prediction of object ranks.

One issue is the applicability of the model for general web
page design. As we mentioned, we developed and evaluated
themodel with arti
cial pages containing only image objects.
Typical web pages, however, contain di�erent types of objects.
Presence of these di�erent object types with their unique
properties (e.g., typographical properties of text objects such
as length, width, spacing, style, and decoration) can a�ect
attention drawing abilities of these as well as image objects
placed in between. So, the question naturally arises, how
realistic our proposed model is? In order to answer this ques-
tion, we carried out a third empirical study involving 17 web
pages (a subset of the 103 web pages mentioned in Section 3)
containing 122 objects (all types of objects). 
e percentage
area coverage of various objects in those images is shown in
Figure 12.

Eye gaze data of 17 participants (3 of them common to
the previous validation study) were collected for the 17 web
pages following identical setup and procedure as in Section 5.
In total, we collected 17 × 17 = 289 gaze plots. We calculated
the predicted ranks and empirical ranks as before for the
objects and determined accuracy, shown in Table 6 (the row
for validation study 2). 
e corresponding results using the
visual search model are also shown for comparison.

It may be noted that some of the 17 web pages contained
more than 6 objects. For those web pages, we had a relatively
larger optimization problem to solve. However, we observed
that the participants hardly saw more than 6 objects in
those pages within the 5 seconds. 
erefore, we assumed
that the empirical ranks would not vary much if we consider
only up to the 6th rank for web pages having more than 6
objects. Based on this assumption, we had chosen to form
optimization problems considering only up to the 6th rank,
by setting the weights corresponding to the higher ranks to 0.
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Figure 12: 
e histogram showing the average area occupied by
the di�erent objects in the web pages used in the second validation
study.

7. Discussion

Our objective was to come up with an attention model of
web page viewers, which should predict the likely sequence of
viewing the web page objects.We aimed towards a simple and
intuitive model: something that will be easier for designers
to understand and use. 
is is important since our end
objective is to use the model as a tool support in the
design environment. 
e tool should be usable by designers
who are not familiar with the cognitive theories of human
attention. As may be noted, the model is based on only three
features, out of which two (size and position) are very easy
to understand. 
e features are linearly related, which again
is easier to comprehend than some nonlinear relationships.

ese qualities are in contrast to other attention models (e.g.,
the saliency models), which involve many more features and
complex relationships. 
e results of the validation study
(Table 6) show that the proposed model was able to predict
the ranks of objects with reasonably high accuracy (about
80% and 60% in the 
rst and second studies, resp., with an
overall average of about 70%). 
ese accuracy rates indicate
that the trade-o� between complexity of the model and
accuracy is suitably addressed by our proposed model.

We envisage a semiautomatic web page design environ-
ment with the model. We plan to implement this model
as a tool in the existing design platforms. 
e tool shall
allow a designer to specify objects on a page. Based on the
selections, the tool shall compute ranks of those objects.
As we mentioned before, the rank of an object indicates its
likelihood of drawing the user’s attention before other objects.

e higher the rank (i.e., the lesser the rank value), the more
likely the object is to draw attention 
rst. For example, if
two objects have ranks 3 and 2, the object having rank 2
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will most likely be drawing the user’s attention before the
other object.
us, from the predicted ranks, the designer can
determine if the important objects will indeed be able to draw
the attention before the other objects. With this knowledge,
the designer can draw conclusion about the potential usability
of the page: if there are too many objects (as in Figure 1) and
the most important objects are getting lower ranks, then the
design needs to be improved as the user is likely to move to
the next page without viewing the most important content.
Consequently, the designer can take corrective actions (i.e.,
reducing the number of objects or making the important
objects more attractive by changing their visual properties
such as contrast, size, and position).

As we found out in the validation studies, the proposed
model outperforms the saliency model (about 26% and 22%
improvements in the 
rst and second validation studies,
resp.). We are not aware of any other model of human atten-
tion that can be used to address the problem of predicting
attention sequence onweb page objects.
us, we feel that our
proposed model can provide a good alternative.


e 
rst validation study indicates that the model accu-
racy is expected to be high if the web page contains mostly
image objects. In the second validation study, the prediction
accuracy was found to be about 60%. In the second study,
we considered each object as an image object to compute
attention factor. Since the attention drawing abilities of text
and other object types are likely to be in�uenced by factors
other than those considered for image objects, the accuracy
dropped. 
erefore, it may appear that the proposed model
in its current form is only applicable in arti
cial situations,
such as the 
rst validation set. However, this is not necessarily
the case. In our survey of web pages (Section 3), we found
a signi
cant proportion (about 43%) of the surveyed pages
containing mostly image objects.
e 17 pages we had chosen
for the second validation set were more balanced and hence
the drop in prediction accuracy. If we assume that the
surveyed pages are representative of the reality, then we can
conclude that the proposed model in its current form can
be deployed in many practical design situations. Apart from
that, the 60% accuracy for the second set also indicates that,
although the model is developed primarily for image objects,
it still can be used to predict user’s attention sequence for
web pages containing di�erent object types with much better
accuracy than the existing model (nearly 22% better).


us, we expect our proposed model to signi
cantly
enhance the present state of the art. However, the model
performance for web pages not having majority of image
objects can be improved in many ways. We need to identify
and incorporate factors in�uencing attention drawing for
nonimage objects, particularly for textual objects as they are
found to be the next most important object types a�er image
(Figure 7). Also, we have formulated the position factors in
terms of the center of the objects. Implicit in this formulation
is the assumption that the objects do not span more than
one of the three regions (le�, right, and middle), in which
we divide a web page. Not all the web pages in the second
validation set conformed to this requirement, which may be
another reason for the drop in accuracy. 
us, the de
nition
of the position factors can be modi
ed. In addition, the

presence of small animations, which are common in web
pages nowadays, need to be considered. Undoubtedly, ani-
mations increase attention drawing. However, improper use
of animations may lead to user annoyance, which may make
the user move away from the page. 
erefore, predicting the
visibility of animation objects will be a useful extension to the
proposed model.

8. Conclusion

In this work, we proposed a model to predict the attention
behavior of exploratory web page users. In order to achieve
the objective, we proposed the idea of dividing web page
contents into objects. We developed a model to predict user’s
attention sequence on these objects. Although we considered
image objects to develop themodel, empirical results indicate
the usefulness of the model in general web page design.


e present model can be improved in several ways.
We can incorporate factors for other types of objects (in
particular, the text objects) in the model. 
e position
factor can be further enhanced and generalized. 
e utility
of animation in increasing visibility can be modeled and
incorporated. We plan to work on these issues in the future.
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