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Abstract :   
 
A power-over-fiber (PoF) and communication system for extending a cabled seafloor observatory is 
demonstrated in this contribution. The system allows the cabled seafloor observatory to be linked, 
through a single optical fiber, to a sensor node located 8 km away. The PoF system is based on an 
optical architecture in which power and data propagate simultaneously on the same single-mode fiber. 
The Raman scattering effect is exploited to amplify the optical data signals and leads to the 
minimization of the sensor node power consumption. Versatile low power electronic interfaces have 
been developed to ensure compatibility with a wide range of marine sensors. A low-consumption field-
programmable gate array and an energy-efficient microcontroller are used to develop the electronic 
interfaces. For an electrical input power of 31 W, up to 190 mW is recovered at the sensor node while a 
data bitrate of up to 3.6 Mb/s is achieved. The PoF system has been tested and validated for turbidity 
and acoustic measurement applications. The current study focuses on the electronic development and 
the validation of the PoF system. 
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I. INTRODUCTION AND CONTEXT OF THE STUDY 11 

 Cabled seafloor observatories are one of the key systems used to monitor the seabed environment. The observatories are able to 12 

supply low or high power marine instruments while providing quasi real-time, long-term monitoring of underwater environmental 13 

processes [1][2]. However due to their cabled nature, the observatories present a limited range of exploration and thus are less 14 

flexible than autonomous systems such as AUVs, UUVs or profiling floats. For further marine exploration close to the initial 15 

anchor point, some solutions based on copper cable extension, docking techniques [3] or mobile seafloor observatories [4] have 16 

been suggested in the literature. While these solutions can sometimes be cumbersome or costly to implement, the development we 17 

carried out is simple, lightweight, low cost and offers flexibility of deployment [5]. The solution is based on the Power-over-Fiber 18 

technology [6] which provides, through an optical fiber, power to a remote system.  19 

 Over the past few years, the technology regained interest due to progress achieved in High Power Laser Source (HPLS). The 20 

HPLS, are now able to deliver higher levels of output power while being designed in compact packages. This evolution has enabled 21 

new ranges of PoF applications. The PoF technology has the benefits of power transport without generating or without being 22 

affected by electromagnetic radiations. Thanks to its light weight, easy implementation and re-deployment, PoF can be an attractive 23 

power transport solution in unconventional or hostile conditions. It can constitute a good alternative to common power delivery 24 

methods relying on copper cables deployment. Hence the Power-over-Fiber technology has applications in domains such as high 25 

voltage power line monitoring [7, 8] thanks to its galvanic isolation. It can also be found in sensing systems for Internet of Things 26 

(IoT) [9] or even in high capacity Radio-over-Fiber transmission systems [10, 11, 12], where a composite optical/electrical cable 27 

can be replaced by an all in one optical fiber for powering up an RF antennas system.  28 

 In our context of seafloor exploration, the PoF system we have developed, permits to connect a cabled seafloor observatory box 29 

to a remote sensors hub through optical link (Fig. 1). A key feature of the system is that both data and power are carried out by one 30 

optical fiber, a standard fused silica single mode fiber (SMF-28). This is an important advantage in submarine domains where the 31 

number of optical interconnections should be limited as much as possible. Multiplexing power and data on the same fiber can be 32 

yet risky for the data transmission quality. Extensive analysis works were thus carried out in order to study power and data 33 

interactions on the fiber [13, 14]. A first complete prototype [15, 16] was also set up to collect information from a hydrophone. The 34 

application was nevertheless very focused and limited. 35 



 

 

 We present, in this contribution, a versatile PoF system based on completely new electronic interfaces. The electronics presents 36 

significant improvements over the previous one, such as compatibility with various sensors, true bidirectional communication, 37 

quasi real-time operation and full user control. The design is based on a low power Field-Programmable-Gate-Array (FPGA) and 38 

an energy friendly microcontroller on each side of the optical fiber. Even in this advanced configuration, the system while being 39 

very versatile, has an acceptable power consumption. In addition, the new PoF prototype uses an 8 km marine optical cable 40 

specially designed for the Deep Sea Net observatory project [17]. 41 

 The document is organized as it follows. First, the PoF optical architecture is introduced. Then the system is characterized to 42 

assess optical losses and optical power budget. Following these sections, the new electronic architecture will be presented, 43 

discussed and detailed. Test and system validation results in the case of low speed turbidity and high-speed acoustic applications 44 

are shown. Finally, conclusions are drawn and follow-up work is discussed. 45 

II. POF SYSTEM OPTICAL ARCHITECTURE PRESENTATION AND EXPERIMENTAL CHARACTERIZATION 46 

A. System Architecture 47 

 The optical architecture of the PoF system, presented in Fig. 2, is based on the work carried out in [13, 14]. Three optical 48 

wavelengths are multiplexed: 1537 nm, 1550 nm for the upstream and the downstream optical carriers, 1480 nm for the power 49 

transport. Along with power delivery, a bidirectional optical communication channel is thus implemented between the two sides of 50 

the system, the Junction box side and the sensors side (sensor node).  51 

1) Junction Box Side 52 

 53 

 
Fig. 1: The Power-over-Fiber system setup 



 

 

The HPLS is integrated in the junction box side. This high-power source is a 1480 nm fibered Raman pump laser able to 54 

provide up to 10 W (40 dBm) of optical power. It should be noted that the 1480 nm wavelength was preferred over the more 55 

common 980 nm wavelength. This choice results from a tradeoff between transmission losses and far-end photovoltaic conversion 56 

efficiency. The 1480 nm wavelength source is actually allowing higher power recovery for a transmission distance greater than 1 57 

km. Compared to the architecture in [13, 14], an isolator has been added between the 1480 nm pump laser source and the 58 

multiplexer. The PoF system can now operate at higher levels of power (≥ 2.5 W, 34 dBm) while keeping a good quality of data 59 

signals. One should note that the use of optical connectors between components is avoided as much as possible. Fusion splicing is 60 

used in order to reduce losses due to optical connectors but also for preventing damageable effects such as the Fiber Fuse problem 61 

[18]. 62 

Controlled by a MAX3668 laser driver IC, a 1550 nm DFB (Distributed Feedback Laser) is in charge of the downstream data 63 

signal transmission to the sensor node. The maximum output power of the laser is 10 mW (10 dBm). As shown in Fig. 2, an optical 64 

circulator is devoted to separate the 1550 nm downstream and the 1537 nm upstream data wavelengths. A circulator transmits an 65 

optical signal from one port to the next sequential port with a maximum intensity. Thus, the 1550 nm downstream signal entering 66 

 
Fig. 2: System architecture illustration 



 

 

port 1 exits port 2, while the 1537 nm upstream signal entering port 2 exits port 3. Upstream data recovery is then carried out by a 67 

photodiode associated with a filter centered at 1537 nm. Finally, bidirectional data and power channels are superimposed or 68 

separated by an optical multiplexer/demultiplexer ahead of the 8 km fiber 69 

2) Sensor node 70 

 71 

 On the sensors side, a similar architecture is reproduced. The fiber is however fused to a 4 way splitter. This component 72 

distributes the received optical power on four 1400-1600 nm photovoltaic cells (PV) connected in parallel. This distribution scheme 73 

allows a higher conversion yield by avoiding cells saturation regime. The cells main role is to recover and supply electrical power 74 

to the node and to the sensors. A demultiplexer and a circulator guide the downstream data signal towards a photodiode associated 75 

with a 1550 nm centered filter. For upstream data transmission, a 1537 nm VCSEL (Vertical-Cavity Surface-Emitting Laser) is 76 

used. The VCSEL laser is operating without any specific laser driver. 77 

3) Optical linear and nonlinear effects on the 8km fiber  78 

 79 

We have to consider several linear and nonlinear effects which can modify power and data transport efficiency along the optical 80 

fiber. An important effect is the optical fiber attenuation due to the 8 km length. Actually, a 0.5 dB/km loss has been observed for 81 

our single mode fiber at the 1480 nm wavelength. It means that only less than 40% of the optical power generated by the pump 82 

laser is available at the sensor node. The second most significant effect is the Raman scattering [19]. This phenomenon generates 83 

an optical power transfer from the pump wavelength to a shifted wavelength. In our case with a pump laser centered at 1480 nm, a 84 

part of the optical power is shifted around 1583 nm over near 40 nm (Amplified Spontaneous Emission - ASE). The main 85 

disadvantage of this phenomenon is a possible degradation of the bidirectional datalink quality due to the impact of the shifted 86 

optical power on the data wavelengths. The ASE can decrease upstream and downstream data OSNR (Optical Signal to Noise 87 

Ratio), leading to a degraded communication channel. 88 

 
Fig. 3: Characterization of the 4 PV cells associated in parallel a) Open circuit cells voltage, b) Recovered electrical power for 

different loading conditions. 



 

 

Nevertheless Raman Effect has also its advantages, as a power transfer between the pump wavelength and data wavelengths is 89 

occurring. Hence, downstream and upstream optical data signals are amplified thanks to the stimulated Raman Scattering. Data 90 

losses from the fiber or from other optical components are partially compensated thanks to Raman amplification. This is a 91 

significant advantage for the low power sensor node. Meanwhile other optical effects such as Brillouin and Rayleigh scattering are 92 

occurring. They have however less influence than the fiber attenuation and the Raman scattering.  93 

B. Optical power characterization 94 

 In order to assess power losses either for the 1480, 1550 or 1537 nm wavelengths and to draw the final power balance, the 95 

system is statically characterized (i.e. all signals have a fixed continuous power). Along with the 8 km fiber losses, the following 96 

components induce different insertion losses depending on wavelengths. The insertion losses are between 0.3 and 1.3 dB for the 97 

Mux/Demux, 0.7 and 1.4 dB for the circulators, 0.8 and 1.2 dB for the optical filters. Furthermore the 4 way splitter generates 98 

losses of 0.3 dB at the wavelength of 1480 nm and around 6.3 dB for the data wavelengths. The few fusion splices are also sources 99 

of losses (0.1 to 0.3 dB per splice). 100 

 For the power link a total attenuation of 4.8 dB (67%) is measured from the pump to the PV cells. The 8 km optical fiber 101 

generates 4 dB of attenuation.  102 

The photovoltaic cells conversion efficiency depends on the loading impedance. Fig. 3 shows the electrical characterization of 103 

the 4 PV cells associated in parallel. These cells have an open circuit voltage of 4.2 V (Fig. 3a) and a maximum short circuit current 104 

of 15 mA. They present an optimal conversion efficiency of 23 %. In these conditions, the electrical power available at the sensor 105 

node is about 7.6% of the HPLS output power. Electrical power measurements as a function of the load of the PV cells were made. 106 

Fig. 3b shows the recovered electrical power according to equivalent resistive load. We can notice, that for a pump laser of 32, 33 107 

and 34 dBm, optimal power recovery is obtained when PV cells are respectively loaded by a 100, 80 and 70 Ω equivalent resistor. 108 

With these values, 120, 152 and 190 mW are available at the sensor node. 109 

Raman pump lasers generally have low electrical to optical conversion efficiency (less than 10%). Indeed, our HPLS has an 110 

efficiency of 6 to 7%. For an output optical power of 33 dBm, the HPLS device requires at least 28.3 W (44.5 dBm) of electrical 111 

 
Fig. 4: Optical budget with respect to pump laser output power (HPLS).  



 

 

power.  In Tab I, end-to-end electrical values are presented for a pump laser emitting an output optical power respectively of 32, 33 112 

and 34 dBm.  113 

TABLE I.  END –TO-END ELECTRICAL POWER CONVERSION VALUES  114 

HPLS electrical Input 

Power 

HPLS optical Output 

Power 

Recoverable electrical 

Power at sensor node 

25 W 

 (44 dBm) 

1.5 W  

(32 dBm) 

120 mW  

(20.8 dBm) 

28.3 W 

 (44.5 dBm) 

2 W  

(33 dBm) 

152 mW 

 (21.8 dBm) 

31 W  

(45 dBm) 

2.5 W 

 (34 dBm) 

190 mW 

 (22.8 dBm) 

 115 

Fig.4 shows the optical budget of the downstream and up-stream wavelenghts as a function of the pump power. Regarding the 116 

downstream datalink at 1550 nm, without the presence of the HPLS power, 15 dB of optical losses are measured from the DFB 117 

output to the photodiode input (sensor node). In the presence of the HPLS power, the optical budget on the downstream datalink is 118 

clearly improving. For instance, with a 34 dBm HPLS, the 15 dB losses are fully compensated and downstream data are even 119 

amplified by a 5.7 dB factor. 120 

For the upstream link at 1537 nm, higher optical losses are observed. A total attenuation of 16.7 dB is measured from the 121 

VCSEL output to the photodiode (Junction box side). The upstream link also benefits from the Raman amplification yet at lower 122 

level. In fact, in our setup, the Raman gain spectrum has its peak, around a wavelength of 1583 nm. This value is closer to 1550 nm 123 

than to 1537 nm, therefore a higher level of Raman gain is available for the downstream wavelength. Nevertheless, with a 34 dBm 124 

HPLS power a gain of 10.3 dB is achieved for the 1537 nm upstream link. The upstream optical budget is then equal to -6.4 dB.  125 

 
Fig. 5: a) Downstream signal sample (DFB optical power 1 mW, 0 dBm), b) Upstream signal sample (VCSEL optical power 

0.5 mW, - 3 dBm) for a pump laser power of 33 dBm (2 W). 



 

 

C. Datalink transmission quality assesment 126 

The data transmission quality can be estimated by using the Bit Error Rate (BER). In [13, 14], BER measurements have been 127 

presented for a similar optical architecture and a transmission distance of 10 km. Results show that a minimum BER of 5.10-7 was 128 

found for an input optical power of 33 dBm. The BER measurements were carried out at a bitrate of 150 Mbits/s. With the current 129 

architecture (shorter fiber length and lower data bitrate), we can reasonably assume that we will get lower BER values. Here we 130 

briefly present in Fig. 5a, a downstream frame after O/E conversion at sensors side and in Fig. 5b an upstream frame after O/E 131 

conversion at the Junction box side, compared to the emitted signals respectively. The bitrate is 5 Mbits/s. One should note that 132 

these waveforms will be also reconditioned by the FPGA input stages. 133 

III. ELECTRONIC DEVELOPMENT 134 

The characterization results obtained in the previous section are related to the 8 km fiber setup. For different operating 135 

conditions such as changes in input power, fiber type, fiber length or optical carriers, a new characterization may be required in 136 

order to draw reliable power and data figures. The current section will now deal with the PoF system electronic interfaces.  137 

The electronic interface at the Junction box should allow a user to connect and interact with the PoF system, either for control, 138 

configuration or data acquisition. On the other hand, the electronic interface at the sensor node should be able to power and connect 139 

the marine sensors to PoF system. For proof-of-concept purposes, electronic interfaces at both sides were suggested and developed 140 

for a 5 km PoF application [15]. This PoF system was able to retrieve an acoustic signal from a passive hydrophone connected to 141 

the sensor node. As the application target was very specific, the system suffered from several limitations. Among them, we noticed 142 

the lack of true bidirectional communication. Once powered, the system would operate by itself and the data from the hydrophone 143 

were just up-streamed to the connected user. Neither additional data nor control frames could be sent to the sensor node. The 144 

system flexibility was thus very limited. Another major weakness was the lack of versatility in sensors type, only sensors similar to 145 

the hydrophone could be compatible with the system.  146 

The new electronic design is based on the association of a low consumption FPGA and an energy-efficient microcontroller 147 

(MCU), both at the Junction box and the sensors interface. The architecture, presented in Fig.2, allows hardware (through the 148 

FPGA) and software (through the MCU) flexibility. This new architecture is particularly able to deal with low or high sampling 149 

rate sensors while meeting power constraints.  150 



 

 

The EFM32 Giant Gecko (EFM32GG) is the microcontroller device used in the current PoF system. The EFM32GG is a 32-bit 151 

ARM Cortex M3 component developed by Silicon Labs. It presents a very low power consumption (around 1 mW/ MHz at 3.3V) 152 

and has a maximum operating frequency of 48 MHz, a 1 MB of flash memory and 128 KB of RAM. The microcontroller has been 153 

already used in energy efficient life science monitoring [20] and is compatible with real time operating systems such as FreeRTOS 154 

[21]. The Microsemi's IGLOO nano Agln250v2 is the FPGA device used in the PoF system. The component has a native 36 kbits 155 

of RAM memory, a native PLL and a ROM memory of 1024 bit. The component is particularly suitable for very low power 156 

applications [22]. It has also been used as a programmable component in a 0.2 km power-over-fiber system [23]. 157 

Depending on the targeted application, a given sensor can be either connected to the FPGA or to the MCU. However, one of the 158 

microcontroller main advantages is that it is easy to interface. It can use standard communication protocols such as I2C, MicroWire, 159 

SPI, Serial link (synchronous/asynchronous).  160 

A. Sensors interface 161 

The electronic architecture at the sensors interface is presented in Fig. 6. The EFM32GG and the FPGA communicate through 162 

a standard SPI link. The EFM32GG acts as master component for the sensor node. It waits for a downstream frame/command 163 

from the Junction box interface, to either apply a configuration such as a RESET command, to read a configuration or to 164 

activate/deactivate a given sensor. On the other hand, the FPGA Igloo mainly acts as a transmission/reception unit. Downstream 165 

Manchester data decoding and upstream Manchester data coding blocks are thus implemented in the FPGA. When a new 166 

downstream frame is available, an interrupt request (IRQ) is triggered by the FPGA in order to inform the microcontroller. The 167 

MCU can then pull the data and carry out the associated action.  168 

One could also note, in Fig. 6, a direct SPI link between an external 16 bit Analog-to-Digital converter (ADC) block 169 

ADS8326 and the FPGA Manchester transmitter block. We have set up this configuration with the aim of interfacing the system 170 

 
Fig. 6: FPGA - AGLN250V2 simplified architecture and its link with the EFM32 microcontroller (sensors side).  



 

 

with analog sensors requiring higher sampling rate such as hydrophones. Digital data from the analog-to-digital conversion block, 171 

are in this case directly transmitted by the FPGA. The microcontroller is thus bypassed, superfluous dead-times avoided and by so 172 

doing higher bitrates can be attained.  173 

B. Junction box interface 174 

A user should be able to control, through the Junction box interface, the whole PoF system. For this purpose, a telnet over 175 

TCP/IP server is implemented in the microcontroller. The EFM32GG does not have a native Ethernet peripheral. Hence, the 176 

ASIX AX88796C is used as an external Ethernet controller. Besides this TCP/IP link, an UDP/IP port is also available. This 177 

UPD/IP link will be used by the user to recover high bitrate data in a streaming mode of transfer. 178 

Fig. 7 is an illustration of the electronic architecture. This architecture is similar to the one presented in Fig 6. However, a 16-179 

bit parallel bus is now used between the FPGA and the EFM32GG. Downstream data transmission is triggered by the EFM32GG, 180 

which has beforehand written a 32-bit frame to the FPGA transmission block (two write sequences via the 16-bit bus). When the 181 

sensor node received this control frame, it answers with one 32-bit frame. Then at the junction box interface, an IRQ is triggered 182 

on the first channel IRQ1, allowing the EFM32GG to pull the 32-bit data (two read sequences) and to carry out the associated 183 

action. 184 

The sensor measured data (upstream data) can be transmitted in 16-bit or 32-bit frame format depending on the type of 185 

sensors. For low data rate sensors 32-bit frames are used and for high data rate sensors 16-bit frames are used (streaming data 186 

transfer mode). In this latter case, at the junction box, the received data are successively saved to a 1024 bytes FIFO. When the 187 

FIFO is full, an IRQ, from the second channel IRQ2 (Fig. 7), is triggered allowing the EFM32GG to pull out the FIFO content 188 

and upstream the 1024 bytes length data to the user (UDP/IP streaming mode transfer). 189 

 
Fig. 7: FPGA - AGLN250V2 simplified architecture and its link with the EFM32 microcontroller (Junction Box interface). 



 

 

C. Bidirectional datalink between the two interfaces 190 

The datalink between the two interfaces is a full duplex asynchronous link based on the Manchester coding scheme. A 191 

Manchester digital signal is generated by combining the data signal and the transmission clock signal. The numerous successive 192 

transitions on a Manchester signal allows a precise synchronization between the receiving clock and the incoming frames. Clock 193 

drift or high rate sampling, such as needed in serial links can be avoided. In the current application, the decoding/receiving clock 194 

frequency is twice the transmission frequency. From the FPGA 20 MHz external oscillator, the native PLL is used to obtain an 80 195 

MHz clock. The 80 MHz output is then downscaled to generate the coding and the synchronized decoding clock (Fig. 6, 7). By 196 

default, the transmission/coding clock is set to 5 MHz and the receiving/decoding clock is set to 10 MHz. For the latter, 197 

downscaling registers are associated with an edge detector [24]. This method allows the receiving clock to be always 198 

synchronized with incoming frames. Clock drift is avoided and precise data sampling is enabled.  199 

Upstream or downstream data are transmitted with a “1010” binary header. The header allows the decoding clock at the 200 

opposite interface to be more easily synchronized. The exchanged data frames also embed a Cyclic-Redundancy-Check (CRC) 201 

for robust communication between the sensors interface and the Junction box interface. To distinguish two successive 202 

downstream or upstream frames a systematic dead-time of at least twice the transmission period is inserted between frames. With 203 

5 MHz as transmission frequency, the maximum data-rate, computed in streaming mode, is finally 3.6 Mbits/s for a 16 bits frame 204 

and 4.2 Mbits/s for a 32 bits frame. One could easily increase the bidirectional link bitrate by using higher transmission and 205 

receiving frequencies. 206 

D. Sensors interface power stage 207 

Sensors interface power conversion stage is composed of three specialized DC/DC converters and one supercapacitor for 208 

energy storage. The first DC/DC converter (Linear Technology LTC3426) provides a +5V voltage in order to supply the 209 

EFM32GG support board. This board also has a DC/DC step-down converter that is powering the EFM32GG core with a voltage 210 

of +3.3V. A +3.3V voltage is also provided by the high efficiency TPS62203 from Linear Technology. This latter supplies the 211 

AGLN250V2 FPGA, electronic circuits interfacing the acoustic sensor with the FPGA and also the transimpedance amplifier 212 

(downlink O/E converter). A Texas Instruments LM27373 is finally available for providing a +12V supply for the turbidimeter 213 

and similar higher voltage sensors. Finally, the power stage is completed by a 2.5 F super-capacitor. The super-capacitor allows 214 

sensors requiring higher current inputs, to operate during short durations.  215 

E. Sensors interface power consumption 216 

The sensor node interface can be divided in 4 different power blocks: The EFM32GG block, the FPGA block, the optical 217 

components block and the sensors. The power consumption for the first three blocks is detailed in following paragraphs. The 218 

sensors block (turbidimetry and hydrophone sensors in our case) will be presented in the validation section. 219 

1)  EFM32GG block 220 

 221 

The EFM32GG microcontroller has two active peripherals: the SPI peripheral in order to communicate with the FPGA. The 222 

EFM32GG also uses one of its serial RS232 peripheral in order to communicate, through a MAX3222 RS232 driver, with the 223 

turbidity sensor. It has also to be specified that the MCU is using an electronic support board causing extra power consumption. 224 

The MCU core is clocked thanks to a local RC circuit at 28 MHz. It consumes 1 mW per MHz. To limit power waste, the 225 



 

 

frequency will be downgraded to 7 MHz (7 mW core consumption). Depending on the type or the rate of measurements, the clock 226 

frequency can be further decreased to 1 MHz (1 mW consumption), or even to a lower frequency in order to optimize the CPU 227 

power consumption. This electronics block consumes 14 mW (11.4 dBm) for a 7 MHz core frequency. 228 

 229 

2) FPGA block 230 

The FPGA is used from a modified starter kit from Microsemi. While the FPGA is a very low consumption component, the 231 

power hungriest element is the 20 MHz external oscillator (starter kit). Under +3.3 V supply, the oscillator requires 5 mA, leading 232 

to a 16.5 mW consumption. The whole FPGA block consumes up to 32.5 mW (15.1 dBm).  233 

 234 

3) Optoelectronic components 235 

 236 

Besides the four photovoltaic cells that are providing the electrical power, other optical components are present: the VCSEL 237 

laser and a photodiode combined with a passive filter and a transimpedance amplifier (TIA: OPA836). The VCSEL is directly 238 

driven by a pin of the FPGA, no laser driver is used. For a high logical state the VCSEL output power is set to -3 dBm. In this 239 

condition, for a 5 MHz transmission frequency, the VCSEL power consumption is around 6 mW (7.8 dBm) and the TIA 240 

associated with the photodiode converter consume around 14 mW (11.4 dBm).  241 

Tab. II summarizes the electrical power consumption of the sensor node for an EFM32GG CPU core clocked at 7 MHz and a 242 

continuous transmission/reception at 5 MHz. In those conditions the power consumption is estimated to 66.5 mW (18.2 dBm). 243 

This estimation has been done with a frequency of the CPU compatible with many sensors. Obviously if the CPU frequency is 244 

increased, the power consumption will increase as well.  245 

TABLE II.  SENSOR NODE POWER CONSUMPTION FOR THE DIFFERENT BLOCKS  246 

MCU block / CPU 

@ 7 MHz  
FPGA block 

VCSEL @ 

5 MHz 

TIA and O/E converter 

@ 5 MHz 
Total  

14 mW 

 (11.4 dBm) 

32.5 mW  

(15.1 dBm) 

6 mW  

(7.8 dBm) 

14 mW  

(11.4 dBm) 

66.5 mW 

(18.2 dBm) 

 247 

IV. POF SYSTEM VALIDATION 248 

For test and experimental validation purposes, two sensors systems are integrated in the complete PoF prototype. The first 249 

sensor, a passive hydrophone, is connected to the FPGA, while the second one, a turbidimeter is connected to the EFM32GG 250 

(Fig. 2). 251 

A. Acoustic measurements 252 



 

 

In this test configuration, a passive analog sensor presenting characteristics of a hydrophone or a geophone is connected to the 253 

PoF system [25]. The bandwidth range is from a few kHz to 90 kHz. The upper frequency limit is set by the ADC maximum 254 

sampling frequency and the maximum bitrate on the bidirectional channel (3.6 Mbits/s). One possible configuration is to connect 255 

the device directly to the EFM32GG as the MCU has a native 12 bits analog-to-digital peripheral. However, the EFM32GG clock 256 

frequency has to be set as low as possible due to power waste consideration. Thus, a more efficient solution is to connect the sensor 257 

Fig. 8: Samples of a 30 kHz ramp signal received at the Junction Box interface. 

 
Fig. 9: System bandwidth characterization for acoustic application (anti-aliasing not applied). 



 

 

to the FPGA through an ADC converter. Sensor data can thus be directly upstreamed to the Junction box interface without MCU 258 

intervention.  259 

The ADS8326 is the analog-to-digital converter in use. It is a low power 16 bits ADC, with 250 kSps. It is connected to the 260 

FPGA through a 3-wire SPI link. In such configuration the FPGA acts as a master component providing the SPI clock and the SPI 261 

Chip Select control signal and it recovers the converted analog data thanks to the SPI MISO signal (Fig. 7). The ADS8326 requires 262 

22 (6+16) clock cycles in order to provide a valuable 16-bit data. A high precision voltage reference (Texas Instruments REF5040) 263 

and an amplifier (Texas Instruments OPA386) are also present for robust analog acquisition. Tab. III summarizes the interfacing 264 

electronic power consumption. A total value of 23 mW (13.6 dBm) is obtained. Then a maximum of 89.5 mW (19.5 dBm) is 265 

obtained for the whole sensor node. 266 

TABLE III.  POWER CONSUMPTION OF THE HYDROPHONE ELECTRONIC MODULE 267 

AD8326 OPA386 REF5040 TOTAL 

10 mW 

 (10 dBm) 

11 mW  

(10.4 dBm) 

2 mW  

(3.0 dBm) 

23 mW  

(13.6 dBm) 

 268 

Data sampling is triggered by the user connected to the Junction box interface. To validate the PoF setup, the ADC converter is 269 

connected to a waveform generator. Ramp signals are generated and transmitted through the PoF system. An example of reference 270 

(sensors side) and received signals are plotted in Fig. 8 with a 30 kHz frequency ramp signal. A good accordance can be found 271 

between the two signals.  272 

The second validation involves the whole system bandwidth experimental characterization. A bandwidth of 90 kHz is expected. 273 

Series of sinusoidal signals with frequency varying from 1 kHz to 250 kHz are generated and the digitalized signals are received by 274 

the user. In Fig. 9, the central frequency of the received signals is plotted with respect to the input signal frequency. Up to 90 kHz, 275 

the central frequency changes linearly with respect to the input signal frequency. As expected, from 90 kHz, the central frequency 276 

starts decreasing due to spectral overlapping.  277 

B. Turbidity measurements 278 

Turbidity represents the amount of cloudiness of a liquid such as water. The cloudiness is generally caused by foreign 279 

particulate matter suspended in the fluid. Turbidity measurements can provide valuable information regarding the liquid state and 280 

conditions. Turbidity measurements have application in several domains such as chemistry, biology, water treatment, sedimentation 281 

or pollution monitoring, etc...  282 



 

 

In the actual application case, we use a turbidity sensor, an “ECO NTU” from WET labs [26]. This sensor has a maximum 283 

sampling frequency of 8 Hz. The turbidity values can be retrieved thanks to a RS232 serial link with the sensor which is connected 284 

to the EFM32GG through a MAX3222 driver. 285 

When the turbidity sensor is activated, it requires 20 mA under 12 V, thus 240 mW (23.8 dBm) over the measurement period. 286 

As this sensor needs more power than available at the node, 240 mW versus 190 mW, a continuous measurement at 8 Hz is not 287 

possible. Periodic measurements can be however carried out over short durations. The whole sensor node will require around 300 288 

mW (24.8 dBm) to correctly operate. The extra operating power needed will be provided by the 2.5 F supercapacitor added as an 289 

energy storage solution. 290 

The turbidimeter should be turned off during 2 minutes between two measurements of 10 seconds. These 2 minutes allow the 291 

sensor node to recover its initial power operating point. At a higher rate, measurements consistency can be lost due to power 292 

fluctuations. 293 

An experimental setup has been developed in order to validate the PoF system associated to the turbidity sensor. The setup 294 

main objective is to characterize the device located at 8 km far away from the Junction box interface. A single turbidity value is 295 

obtained after a 10 seconds measurement duration. The measurement is triggered by the user connected to the Junction box 296 

interface. The MCU then activates the sensor, receives and processes its measures before using the FPGA to upstream the data. The 297 

turbidity value which is coded on a 14-bit format is thus sent back from the sensor node to the user through the whole PoF system. 298 

The frame reply is on a 32-bit format, including the turbidity measure along with an error control check and the reply header.  299 

The procedure of turbidimetry employed in this work consists in plunging and stabilizing the sensor in a clean water tank, then 300 

increasing the water turbidity step by step while carrying out a series of measurements. In such conditions, water turbidity should 301 

present a linear increase with respect to the quantity of Formazine. For each step, a series of turbidity measurements is carried out 302 

and an average turbidity calculated. 303 

 
Fig. 10: Turbidity sensor characterization. 



 

 

In Fig.10, we present turbidity evolution with respect to the volume of added Formazine. From the initial clean water (100 for 304 

turbidity value), five measurement points have been added. For each point a 2.5 Nephelometric Turbidity Unit (NTU) is added up 305 

until 12.5 NTU is reached. As expected, a quasi-linear evolution of turbidity, can be observed. The evolution can be compared to 306 

the linear approximation of the turbidity values. 307 

The current PoF system can be a good solution to carry out turbidimetry or more generally optode based sensing at a remote 308 

area kms away from the seabed observatory anchor point. Although the “ECO NTU” requires more power than recoverable at 309 

sensors side, measurements can be correctly carried out by using local energy storage solution.  310 

V. CONCLUSION 311 

A Power-over-fiber system has been presented in this contribution. The galvanically isolated system is able to power a remote 312 

sensor hub, located a few kilometers away, while maintaining a bidirectional communication channel between its two sides. 313 

Another advantage of the system relies on concurrent transport of both data and power on the same optical fiber. This 314 

configuration allows to limit the number of required interconnections, making the system suitable for easy deployment in 315 

submarine domain. The prototype is able to deliver up to 190 mW (22.8 dBm) to the sensors side for a HPLS source of 2.5 W (34 316 

dBm) and accordingly a 31 W (45 dBm) of electrical input power. The electronic interfaces on both sides of the fiber are based on 317 

the association of a low power FPGA and an energy-friendly microcontroller. The association allows the PoF system to be 318 

flexible both in hardware and software. The system has been tested and validated with two different sensors. The first system 319 

plays the role of an analog acoustic sensor continuously emitting data. Measured data are transmitted in a streaming mode. Good 320 

accordance between generated and received waveforms is obtained. The whole PoF prototype has a 90 kHz bandwidth. The 321 

second sensor is a turbidity sensor, which is operating at very low frequency compared to the first one. The turbidimeter requires 322 

more continuous power than the PoF system can provide. Energy storage is thus required, at the sensor node, in order to carry out 323 

turbidimetry. As a follow-up work, the system will be particularly tested and deployed for seabed monitoring in real life 324 

conditions. 325 
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