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Design of an FFT/IFFT Processor for
MIMO OFDM Systems

Yu-Wei Lin and Chen-Yi Lee, Member, IEEE

Abstract—In this paper, we present a novel 128/64 point fast
Fourier transform (FFT)/ inverse FFT (IFFT) processor for the
applications in a multiple-input multiple-output orthogonal fre-
quency-division multiplexing based IEEE 802.11n wireless local
area network baseband processor. The unfolding mixed-radix
multipath delay feedback FFT architecture is proposed to effi-
ciently deal with multiple data sequences. The proposed processor
not only supports the operation of FFT/IFFT in 128 points and
64 points but can also provide different throughput rates for 1-4
simultaneous data sequences to meet IEEE 802.11n requirements.
Furthermore, less hardware complexity is needed in our design
compared with traditional four-parallel approach. The proposed
FFT/IFFT processor is designed in a 0.13-um single-poly and
eight-metal CMOS process. The core area is 660 x 2142 pum?,
including an FFT/IFFT processor and a test module. At the oper-
ation clock rate of 40 MHz, our proposed processor can calculate
128-point FFT with four independent data sequences within 3.2
ps meeting IEEE 802.11n standard requirements.

Index Terms—80211n, fast Fourier transform (FFT), mul-
tiple-input multiple-output (MIMO) orthogonal frequency-divi-
sion multiplexing (OFDM).

I. INTRODUCTION

HE combination of the multiple-input multiple-output

(MIMO) signal processing with orthogonal frequency-di-
vision multiplexing (OFDM) communication system is con-
sidered as a promising solution for enhancing the data rates
of the next generation wireless communication systems oper-
ating in frequency-selective fading environments. The High
Throughput Task Group which establishes IEEE 802.11n
standard is going to draw up the next-generation wireless
local area network (WLAN) proposal based on the 802.11 a/g
which is the current OFDM-based WLAN standards [1]. The
IEEE 802.11n standard based on the MIMO OFDM system
provides very high data throughput rate from the original data
rate 54 Mb/s to the data rate in excess of 600 Mb/s because the
technique of the MIMO can increase the data rate by extending
an OFDM-based system. However, the IEEE 802.11n standard
also increases the computational and the hardware complexities
greatly, compared with the current WLAN standards. It is a
challenge to realize the physical layer of the MIMO OFDM
system with minimal hardware complexity and power con-
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sumption—especially the computational complexity—in VLSI
implementation. The FFT/IFFT processor is one of the highest
computational complexity modules in the physical layer of the
IEEE 802.11n standard. According to IEEE 802.11n standard,
the execution time of 128-point and 64-point with 1-4 simul-
taneous data sequences must be calculated within 3.6 or 4.0
us. Therefore, if employing the traditional approach to solve
the simultaneous multiple data sequences, several FFT/IFFT
processors are needed in the physical layer of a MIMO OFDM
system. Thus, the hardware complexity of the physical layer in
a MIMO OFDM system will be very high. This paper proposes
an FFT/IFFT processor with a novel multipath pipelined archi-
tecture to deal with the issue of the multiple data sequences
for MIMO OFDM applications. The 128/64-point FFT/IFFT
with 1-4 simultaneous data sequences can be supported in our
proposed processor with minimal hardware complexity. Fur-
thermore, the power consumption can also be saved by using
higher radix FFT algorithm. The paper is organized as follows.
Section II describes the problems of the implementation of the
FFT/IFFT processor in a MIMO OFDM system. The 128-point
mixed-radix FFT algorithm including radix-2 FFT algorithm
and three-step radix-8 FFT algorithm, the 64-point three-step
radix-8 FFT algorithm and the IFFT algorithm is described
in Section III. Section IV focuses on describing the proposed
FFT/IFFT architecture for IEEE 802.11n applications. In
Section V, the layout view of the proposed FFT/IFFT processor
and the simulation results are presented. Then, conclusions are
drawn in Section VI.

II. DESIGN ISSUE OF FFT PROCESSOR FOR
MIMO OFDM SYSTEM

A block diagram of the receiver of IEEE 802.11n standard is
shown in Fig. 1. It contains four RFs, four analog-to-digital con-
verters (ADCs), four FFTs, a MIMO equalizer, four de-qam and
de-interleaver, a de-spatial parser, a de-puncturer, a channel de-
coder, a synchronization block, and a channel estimation block.
Depending on the desired data rate, the modulation scheme can
be binary phase shift keying (BPSK), quaternary phase shift
keying (QPSK), or quadrature amplitude modulation (QAM)
with 1-6 bits. The encoding rates in this specification are 1/2,
2/3, 3/4, or 7/8. The number of spatial sequence is supported by
1, 2, 3, or 4. The guard interval period is 400 ns or 800 ns. The
bandwidth of the transmitted signal is 20 or 40 MHz. The FFT
size is 64 points or 128 points. Thus, the FFT/IFFT processor
has to calculate 128 points or 64 points with simultaneous 1-4
data sequences within 3.6 or 4 us depending on the number of
spatial sequence, the guard interval and the FFT size.

In the last three decades, various FFT architectures, such
as single-memory architecture, dual-memory architecture

1549-8328/$25.00 © 2007 IEEE
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Fig. 1. Block diagram of the receiver of IEEE 802.11n standard.

[2], pipelined architecture [3], array architecture [4], and
cached-memory architecture [5], have been proposed. How-
ever, to our knowledge, few papers have reported how to deal
with multiple data sequences based on these FFT architectures.
In general, multiple FFT processors are added to deal with
multiple data sequences in a MIMO OFDM system, as shown
in Fig. 1, and therefore cause a large increase in the hardware
complexity and power consumption, compared with that of
the single FFT processor. In addition, the throughput rate of
the FFT processor for the high-speed WLAN applications is
very high. A good FFT processor should not only provide
a high throughput rate, but also deal with multiple data se-
quences effectively for MIMO OFDM applications. In our
view, the pipelined architecture should be the best choice for
the high throughput rate applications since it can provide high
throughput rate with acceptable hardware cost. The pipelined
FFT architecture typically falls into one of the two following
categories. One is multipath delay commutator (MDC) and the
other is single-path delay feedback (SDF) [3]. In general, the
MDC scheme can achieve higher throughput rate by using mul-
tiple data paths, while the SDF scheme needs less memory and
hardware complexity with the delay feedback scheme. Besides,
the operation of the complex multiplication consumes lots of
power in the FFT processor. In order to save power dissipation,
higher radix FFT algorithm can be used to reduce the number of
complex multiplications [6]. Three-step radix-8 FFT algorithm
is chosen in our design to save complex multiplications. Be-
cause 128-point FFT is not a power of 8, the mixed-radix FFT
algorithm combining two different FFT algorithms is needed.
The mixed-radix multipath delay feedback (MRMDF) FFT
architecture can provide higher throughput rate with minimal
hardware cost by combining the features of MDC and SDF [7].
However, this scheme can not deal with multiple input data
sequences. The main motivation of this paper is to design a
novel unfolding MRMDF structure based FFT processor for
MIMO OFDM applications. In our proposed processor, the
FFT architecture can not only deal with 1-4 simultaneous data
sequences for MIMO OFDM applications but also save lots of
hardware complexity, compared with the traditional approach
as shown in Fig. 1.

ALGORITHM

Given a sequence z(n), an N-point discrete fourier transform
(DFT) is defined as

N-1

> a(n)WR",

n=0

X (k) k=0,...,127. (1)

Where 2(n) and X (k) are complex numbers. The twiddle factor
is

. 2mnk 2mwnk
Wf\]fk:e_j(%”k/m:cos( 7;\7; )-jsin( 7;\7; ) )

In (1), the computational complexity is O(N?) through
directly performing the required computation. By using the
FFT algorithm, the computational complexity can be reduced
toO(N logfy ) where r means the radix-r FFT. The radix-r
FFT algorithm can be easily derived from DFT by decomposing
the N-point DFT into a set of recursively related r-point FFT
transform, if IV is a power of r. Higher radix FFT algorithm
has less number of the nontrivial complex multiplications,
compared with the radix-2 FFT algorithm which is the simplest
form in all FFT algorithms [6]. In an example for 128-point
FFT and 64-point FFT, the number of nontrivial complex
multiplications of radix-8 FFT algorithm is 152 and 48, which
is only 58.9%and 48.9% of that of radix-2 FFT algorithm [6].
Thus, in order to save power dissipation of the complex mul-
tiplier operation, we choose radix-8 FFT algorithm to reduce
the number of nontrivial complex multiplications. Because
128-point FFT is not a power of 8, the mixed-radix FFT algo-
rithm, including radix-2 and radix-8 FFT algorithm, is needed.
Since the algorithm has been derived in detail previously [7], it
will be described briefly here.

First let
N =128
n=bin b, (M0
b=k + 2k, {2:871.63. @
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Fig. 2. SFG of 128-point mixed-radix FFT.

Using (3), (1) can be rewritten as

X (2k» + kl)
_ Z Z (64n1 + 1) W, (64n1+n>)(2k2+k )
no=0n;=0
63 1
- Z Z o(64n1 +ng) Wyt W Wzt
no=0 | ny=0 _W—/
~ -~ _ twiddle factor
2point DFT
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= Y BU(ky,na)We". )
no=0

Equation (4) can be considered as a two-dimensional DFT.
One is 64-point DFT and the other is 2-point DFT. Then, by de-
composing the 64-point DFT into the 8-point DFT recursively
2 times, we can complete the 128-point mixed-radix FFT al-
gorithm. In order to implement a radix-8 FFT algorithm more
efficiently, using the radix-23 FFT algorithm [3], we further de-
compose the butterfly of radix-8 FFT algorithm into three steps
and apply the radix-2 index map to the radix-8 butterfly. The
three-step radix-8 FFT was derived in detail in [7]. Fig. 2 shows
the signal flow graph (SFG) of the 128-point mixed-radix FFT
algorithm and two 64-point three-step radix-8 FFT algorithms.
In Fig. 2, there are three stages in 128-point FFT algorithm. The
radix-2 FFT algorithm is used in the first stage, and the radix-8
algorithm is applied in the second and third stages. And the but-
terfly of radix-8 in stage 2 and stage 3 can be further decom-
posed into three steps by using the radix-23 FFT algorithm. The
twiddle factors, Wg = e(1*2™x1)/8 and W = e(1x27x3)/8 4t
the third step in each radix-8 butterfly are trivial complex mul-
tiplications because they can be written as v/2/2(1 — j) and
—(v/2/2(1 + j)), respectively. Thus, a complex multiplication
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with one of the two coefficients can be computed using addi-
tions and a real multiplication, whose hardware can be realized
by six shifters and four adders [8]. The black point shown in
Fig. 2 means that the specific twiddle factor will be multiplied at
that point. Stage 2 and stage 3 can be considered as two 64-point
radix-8 FFT algorithms. Therefore, if some data path and con-
trol mode are added in 128-point FFT processor, the processor
can also calculate 64-point FFT efficiently.

The IFFT of an N-point sequence X (k),k =0,1,...,N—1
is defined as
1 N
_ —nk
=¥ Z k)W k. )
k=0

In order to implement the IFFT algorithm more efficiently, (5)
can be written as [7]

{ZX W”k}*. (6)

According to (6), the IFFT can be performed by taking the com-
plex conjugate of the incoming data first and then the outgoing
data without changing any coefficients in the original FFT algo-
rithm so that the hardware implementation can be more efficient.

III. ARCHITECTURE

A. Proposed FFT Architecture for a MIMO OFDM System

According to (4), (6), and SFG (Fig. 2), we propose a novel
128/64-point FFT/IFFT processor to support 1-4 simultaneous
data sequences for a MIMO OFDM system, as shown in Fig. 3.
The proposed FFT architecture combining the features of the
SDF and MDC architectures consists of Module 1, Module 2,
Module 3, Module 4, conjugate blocks, a division block, and
multiplexers. The features of the proposed FFT architecture are
as follows. First, 128- and 64-point FFT with 1-4 simultaneous
data sequences can be operated in our design. Second, the pro-
posed FFT architecture can provide several throughput rates to
achieve the requirements of IEEE 802.11n standard. Third, the
minimal memory is needed by using the delay feed back scheme
to reorder the input data and the intermediate results of each
module; the hardware complexity of the complex multipliers
can be reduced by using the scheduling approach and the speci-
fied constant multipliers; so the proposed FFT processor has less
hardware complexity, compared with the approach using mul-
tiFFT processors. And last, higher radix FFT algorithm can be
implemented to save power dissipation regardless of the opera-
tion of 64-point or 128-point FFT.

The order of the input sequences and output sequences has
the specified order in the proposed FFT architecture. In Fig. 3,
the letters, A, B, C, D, mean the different input sequences. The
index means the number of FFT points. The index is from O to
127 and 0 to 63 for 128- and 64-point FFT, respectively. Because
the order of input sequences, shown in Fig. 3 is the same as that
of the data sequences from the ADC, shown in Fig. 1, no extra
memory is required to reorder these input sequences before they
are loaded into the FFT processor. In general, the order of the
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output sequences is different from that of the input sequences in
the pipelined FFT architecture. And the order of the output se-
quences is usually dependent on the FFT algorithm, the number
of data path, and the FFT architecture. In our design, the order
among these four output sequences is the repetition of the order
A, B, C, and D, as shown in Fig. 3. And the relationship of the
input and output order of data in each data sequence is shown in
Fig. 4. The bit-reversal addressing concept is described in detail
in [9]. The operation of FFT or IFFT is controlled by the con-
trol signal, FFT/IFFT, as shown in Fig. 3. When an IFFT is per-
formed in our processor, the complex conjugate of the input data
is taken and they will be performed by the process in treating
FFT. Then, the complex conjugate of the output data from FFT
will be taken again, and will be divided by 128 or 64 depending
on the operation of 128- or 64- point FFT. Because both 128
and 64 are power of 2, the operation of the division is imple-
mented by shifting the decimal point location. The operation of
128- or 64- point FFT/IFFT is controlled by the control signal,
mode. If the operation of 64-point FFT/IFFT is performed, the
calculated data from Module 1 will skip Module 2 and go into
Module 3 directly. The function of Module 1 is to reorder the
data among these four data paths into a specific order to imple-
ment the operation of FFT/IFFT with multiple data sequences
more efficiently. Module 2 is to implement a radix-2 FFT algo-

Module 4
(Radix-8 FFT)

Module 3
(Radix-8 FFT)

rithm, corresponding to the first stage of SFG, as shown in Fig. 2.
Module 3 and Module 4 are to realize three-step radix-8 FFT
algorithm, corresponding to the second and third stages of the
SFG, as displayed in Fig. 2. Two different schemes are adopted
in Module 3 and Module 4 to implement three-step radix-8 FFT
algorithm to minimize the memory requirement and to ensure
the correction of the FFT output data.

1) Module 1: Module 1 contains several different-size delay
elements and a switch block, as in Fig. 5(a). The function of
Module 1 is to reorder the input sequences to achieve two goals.
One goal is to let Module 2, Module 3, and Module 4 implement
the operation of FFT and IFFT with 1-4 simultaneous data se-
quences more efficiently. The second goal is to avoid the data se-
quences in Module 3 to be multiplied by the same twiddle factor
in each data path simultaneously. Thus, the proposed complex
multiplier can be used in Module 3 to reduce the hardware com-
plexity by using the specified constant multipliers. The opera-
tion of the Module 1 is shown in Fig. 5(b). First, the action of
the operation is to separate the four adjoining sequences by one
delay unit. Then the separated data will be reordered among four
sequences by the appropriate operation of the switch. Finally,
the separated data will be adjusted by the delay elements, as
shown in Fig. 5(b) [10]. The reordered data will be separated
into 32 groups or 16 groups for 128- or 64-point, respectively.
Each group contains four data sequences, A, B, C, and D. And
each data sequence in the same group has the same FFT index,
as shown in Fig. 5(b). In general, the operation of the FFT is data
dependenT. For example, the FFT index O is operated with the
FFT index 64 in the first stage of the 128-point mixed-radix FFT
algorithm, as shown in Fig. 2. In order to implement the mul-
tiple data sequences more efficiently, we separate the data into
several groups. The group replacing the FFT index becomes the
basic unit of the FFT operation. For example, group O is oper-
ated with group 16 in the first stage of the 128-point mixed-radix
FFT algorithm in our design. Because each data sequence in a
group has the same FFT index, the operation of FFT/IFFT with
multiple data sequences can be regarded as the duplication of
the operation of one input sequence in the proposed FFT pro-
cessor. In each group, the number of operations is decided by
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with two data sequences, the number of operations in the group
becomes two and so on. Based on the data ordering and the con-
cept of group in Module 1, the operation of FFT/IFFT with mul-
tiple data sequences can be implemented more efficiently.

2) Module 2: In general, four complex multipliers are needed
in the four-parallel approach to implement a radix-2 FFT algo-
rithm. In this work, a group concept is used to deal with multiple
data sequences and only two complex multipliers are used in this
module. A block diagram of Module 2 consisting of a memory,
4 butterfly units of radix-2 FFT algorithm (BU_2), two com-
plex multipliers, two ROMs, and some multiplexers is shown in
Fig. 7. If 64-point FFT/IFFT is operated in our scheme, the data
will skip this module. The memory size can store the data of 16
groups containing 256 complex data. Because four data paths
are adopted in our design, four memory banks are needed to

Data_1n

Fig. 7. Block diagram of Module 2.

provide four data from memory to BU_2 simultaneously. Only
1/8 period of cosine and sine waveforms are stored in ROM and
the other period waveforms can be reconstructed by these stored
values. The operation of BU_2 is complex addition and com-
plex subtraction from two input data. Because radix-2 FFT al-
gorithm is adopted in this module, BU_2 can not start until both
input sequences z(n) and (64 + n), when n = 0...63, are
available. This corresponds to the first stage of SFG, as shown
in Fig. 2. According to the group data format, the data of the
first 16 groups are stored in the memory. When the data of the
next 16 groups enter Module 2, the eight input data are loaded
into four BU_2s, four from the memory and four from the input,
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respectively. The operation of BU_2 in a group is dependent on
the number of the data sequences. Four BU_2s generate eight
output data according to radix-2 FFT algorithm; four output data
will be fed to the Module 3 directly, while the other four output
data will be stored in the memory. After the operation of BU_2,
there are 16 groups fed to the Module 3 and 16 groups fed back
to the memory. Then, these data stored in the memory are read
and are multiplied by the twiddle factors simultaneously before
they are sent to Module 3. The scheduling of the twiddle factor
is shown in Fig. 8(a). In four-parallel approach, the utilization
rate of the complex multiplier is only 50%. The proposed ap-
proach can increase the utilization rate and reduce the number
of complex multipliers [7]. The detailed operation is described
below. Four output data must be generated after BU operation.
Two of these four output data are multiplied by the appropriate
twiddle factors first before they are stored in the memory; the
other two are multiplied by the twiddle factors before they are
fed to Module 3. The twiddle factor scheduling of the proposed
approach is shown in Fig. 8(b). The data of each data path in the
group are multiplied by the same twiddle factors. So the twiddle
factor will be unfolded n times, where n is the number of the
input data sequences. By rescheduling the timing of the com-
plex multiplications, only two complex multipliers are needed
and the utilization of the complex multipliers can achieve 100%
in this scheme.

3) Module 3: Module 3 consists of three stages and one mod-
ified complex multiplier, as shown in Fig. 9. The architecture of
Module 3 is directly mapped from 3-step radix-8 FFT algorithm,

whose SFG is shown in Fig. 2. Four identical components are
used in each stage since four-parallel approach is adopted. In
our design, four input data are loaded into Module 3 from the
previous module simultaneously. The different data sequences
A, B, C, and D are considered as a group, as shown in Fig. 9.
The size of the delay element in three stages is 32 (8 group), 16
(4 group) and eight (2 group), respectively, as shown in Fig. 9.
The function of delay element is to store the input data until
the other available input data is received for the BU_2 opera-
tion. The operations of BU_2 of each stage, which is the same
as that of BU_2 in Module 2 shown in Fig. 7, are the complex
addition and the complex subtraction. For example, the data of
the first 8 groups are stored in the delay elements in the first
stage of Module 3. When the data of the next groups are valid
from the input, eight data are fed to four BU_2s from both the
input and the delay element. The output data generated by the
BU_2 in the first stage or second stage are multiplied by a trivial
twiddle factor, 1, —j or 1, —j, W (e(=727x1)/8) = cos (1 /4) —
jsin (w/4) and W (e(=727%3)/8) = cos (37 /4) — j sin (37 /4),
before they are fed to the next stage. These twiddle factors can
be implemented efficiently, as mentioned in Section III. But the
four output data from the third stage of Module 3 need to be
multiplied by the nontrivial twiddle factors simultaneously in
the modified complex multiplier. In the same group, the output
data of each data path are multiplied by the same twiddle factors.
It is inefficient to build four complex multipliers in four data
paths for multiplying different twiddle factors simultaneously.
So we use the proposed approach to reduce the complexity of
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the complex multipliers [7]. The twiddle factors of the modi-
fied complex multiplier are W, (e(=727P)/6%) = X, + jV,,
where X, = cos(2mp/64) and Y,, = sin (2mp/64) are the
real and imaginary parts of the twiddle factor and p is from 0
to 49. In practice, only nine sets of constant values, (X, Yp)
with p = 0 to 8 are needed because the other twiddle factors
can be obtained by using the trigonometric function. And these
constant values can be realized more efficiently by using several
adders and shifters. The detailed block diagram and function
statement are described in [7]. The gate count of this approach
can be saved about 38%, compared to four-complex-multiplier
approach. And the performance of this approach is equivalent
to that of the four complex multipliers.

4) Module 4: The block diagram of the Module 4 is shown in
Fig. 10. Three-step radix-8 FFT algorithm is realized in Module
4. This corresponds to the third stage of SFG, as shown in Fig. 2.
There are also three stages in Module 4 to implement three-step
radix-8 FFT algorithm, as shown in Fig. 10. The scheme of the
Module 4 is different from that of Module 3 because the two
available data of the BU_2 in the second stage and third stage
are in the different data paths. So the structure of Module 4 is
modified to ensure that the FFT output data are correct. Some
output data generated by the BU_2 in the first stage and second
stage are multiplied by the nontrivial twiddle factors before they
are fed to the next stage.

B. Performance Analysis and Comparison

1) Performance Analysis: In IEEE 802.11n standard, the
128-point and 64-point FFT/IFFT are used for the bandwidth
of 40 and 20 MHz, respectively. And 1-4 simultaneous data se-
quences must be supported in this specification according to the
number of antennas used. Eight operation modes of the FFT/
IFFT processor are needed in IEEE 802.11n standard, as listed
in Table I. Two operation clock rates of our scheme, 40 and 20
MHz, are needed for the operation of 128-point and 64-point
FFT/IFFT. The effective throughput rates of our design are de-
pendent on the number of data sequences and can be calculated
as

Effective throughput rate = 4R X operation ratio (7)

where the operation ratio is defined as the number of data se-
quences divided by 4. In general, while the number of data
sequences is less than four, the number of operations is less
than four in each group, as shown in Fig. 6. So the effective
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TABLE 1
PERFORMANCE OF OPERATION MODES IN OUR PROPOSED FFT ARCHITECTURE
Operation mode Operation Effective
clock rate (R) [throughput
No. of FFT |No. of input
point sequence
128 4 40 MHz 4R
128 3 40 MHz 3R
128 2 40 MHz 2R
128 1 40 MHz 1R
64 4 20 MHz 4R
64 3 20 MHz 3R
64 2 20 MHz 2R
64 1 20 MHz 1R

throughput rate will be less than 4R. For an example, if the
number of data sequences is three, only three operations are
needed in each group, as shown in Fig. 6. So the operation
ratio is 3/4 and the effective throughput rate is equivalent to
4R x 3/4 = 3R, using (7). Table I lists the effective throughput
rates of our proposed FFT/IFFT processor in different operation
modes. The effective throughput rate of each operation mode in
our proposed FFT processor can meet the requirements of IEEE
802.11n, as seen in Table 1.

2) Comparison: While the throughput rate of the pipelined
FFT architecture is increased by using the multiple data-path
approach, the hardware cost of the FFT processor will be in-
creased, too. Besides, the hardware costs are also strongly de-
pendent on the number of the data sequences, especially on the
hardware cost of the memory and complex multiplier.

The proposed FFT/IFFT processor hardware costs in terms of
four-data-sequence 128-point FFT are as follows.

* Memory size:

e Module 1: 12 words;
* Module 2: 256 words;
* Module 3: 224 words;
e Module 4: 16 words;
Total memory size is 508 words.

* Complex multipliers: 2 4+ 4 x 0.62, where the complexity
of modified complex multipliers is only 62% of that of four
complex multipliers.

* Complex adders: 48.

In our design, each word of the memory is 12 bits. The word
length of the input data in complex multiplier is 12 bits and 10
bits, respectively; the word length of the results is truncated to
12 bits; the word length of complex adders is 12 bits.

Table IT shows comparison of the hardware requirements and
throughput rate of various 128-point FFT architectures. For
one-data-sequence application, the hardware cost of Module 2,
Module 3, and Module 4 in our design is calculated [7]. And
the memory size of these modules is only 1/4 of that needed for
four-data-sequence application since only one data sequence
needs to be stored. The proposed FFT architecture can not only
implement three-step radix-8 FFT algorithm in 128-point FFT
to reduce the number of complex multiplications but also pro-
vide four times throughput rate, compared with SDF scheme, as
listed in Table II. In addition, the numbers of memory excluding
the input buffer and complex multipliers used in our scheme
are only 56.3% and 56% of those in R4AMDC architecture.
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TABLE II
COMPARISON OF THE HARDWARE REQUIREMENTS AND THROUGHPUT RATE OF VARIOUS 128-POINT PIPELINED FFT ARCHITECTURES
Architecture One data sequence Four data sequences
Comple
Memory | Complex X Throughput [Memory| Complex | Comple | Throughput
size | multiplier rate size multiplier | x adder rate
adder
124 2+4%0.62 48 508 2+4x0.62 48
Proposed | 56305y | (56%) | (100%) R 00wy | 86w |@57%)| R
127 6 14 508 24 56
R2SDE 1 s779%) | (75%) | 29.1%) (100%) |  (100%) | (100%) 4R
2 127 3 14 508 12 56
RZSDF | 577060 | (37.5%) | 29.1%) (100%) | (50%) | (100%) 4R
3 127 2 14 508 8 56
RZSDF | 57700 | 25%) | (29.1%) (100%) | (33.3%) | (100%) 4R
190 6 14
*
ROIMDC* | g6306) | (75%) | (29.1%) R
220 8 26
*
RAMDC | 16006) | (100%) | (54.1%) 4R
Although the number of complex adders in our design is more TABLE I
than that in the others. the cost of complex adder is much less AREA PERCENTAGES OF THE BLOCKS IN THE PROPOSED FFT PROCESSOR
than that of memory and complex multiplier, respectively. The Block | Module | Module | Module [Module 4
hardware cost of Module 1 Module 2, Module 3, and Module 4 1 2 3
is calculated and listed in Table II. It is clear that the hardware Area 2% 34% | 56% 8%

costs of the combinational circuit including complex multi-
pliers and complex adders are not increased. But the memory
size of our scheme is increased four times because four data
sequences will be stored in this approach. In general, the FFT
processor dealing with 1-4 simultaneous data sequences uses
the multiprocessor approach. Therefore, four FFT processors
are needed to calculate four simultaneous data sequences for
IEEE 802.11n applications. Since using multiprocessor ap-
proach to deal with four data sequences, the hardware costs of
R2MDC and R4MDC are very high, thus, the hardware costs
of these architectures are not listed in Table II [11]. For this
application, our proposed FFT processor provides the required
throughput rate with minimal hardware cost, compared with
the classical approaches, as listed in Table II.

IV. SIMULATION AND IMPLEMENTATION

At first, the 128/64-point chosen FFT/IFFT algorithm is
coded by MATLAB language. After the chosen FFT/IFFT
algorithm is valid, the architecture of the processor was mod-
eled in Verilog and functionally verified using Verilog-XL
simulator. The word length of our proposed FFT processor
is a parameter which can be decided by customers. Based on
the simulation results, we determined the word length of the
proposed FFT/IFFT to be 12 bits in both real and imaginary
parts to meet IEEE 802.11n system requirements. According to
the operation clock rate lists in Table I, two clock rates, 40 and
20 MHz, are used for the operation of 128-point and 64-point
FFT. And the input sequences are in the specified order when
they are loaded into the proposed FFT processor, as shown in
Fig. 3. At the operation clock rate of 40 MHz, the computation
of 128-point FFT/IFFT with four data sequences requires 3.2
us, i.e., 128 cycles. Furthermore, the computation of 64-point
FFT/IFFT with four simultaneously data sequences needs 3.2
us at the operation clock rate of 20 MHz. Due to the execution

Fig. 11. Layout view of proposed FFT processor.

time of the proposed 128/64-point FFT/IFFT is less than 3.6 or
4 us, our proposed scheme can meet the requirement of IEEE
802.11n.

After functional validation, the proposed architecture is syn-
thesized for UMC 0.13-um one-poly eight-metal layer (1P8M)
CMOS technology using the Synopsys Design Analyzer. The
functional behavior of the synthesized circuit is checked by
using Verilog-XL simulator. The area percentages of the blocks
in our proposed FFT processor are summarized in Table III.
Module 3 occupies the largest area in our design because the
modified complex multiplier is used in this module.

After synthesis, automatic place and route is carried out by
using Cadence SOC encounter. The core size including the test
module is 600 x 2142 zm? and the chip area including power
ring and input—output (I/O) pads is 1058 x 2545 ym?. The func-
tion of the test module consisting of 6.144 K-bit SRAM is to
save 34 chip pins. Input data are stored serially in the test module
from the chip input pins before the operation of the processor.
The test module provides 1-4 complex input sequences in par-
allel to the FFT/IFFT processor core when the processor begins
to work. The 84-pin is used in our chip, where 66 pins are signal
pins and others are power pins. The layout view of the proposed
FFT processor is shown in Fig. 11. The maximum operation
clock rate can be up to 100 M Hz. At the operation clock rate
of 40 M Hz, the 128-point FFT with four data sequences can be
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calculated in our proposed FFT/IFFT processor when it meets
IEEE 802.11n standard. In this condition, the power consump-
tion of the proposed FFT/IFFT processor is only 5.2 mW from
primepower simulator.

V. CONCLUSION

A novel 64/128-point FFT/IFFT processor for a MIMO
OFDM system has been proposed. In our design, 64-point and
128-point FFT/IFFT can be supported. Based on the concept
of data reordering and grouping, the processor can provide
different throughput rates to deal with 1-4 simultaneous data
sequences more efficiently. Furthermore, the hardware costs of
memory and complex multiplier can be saved by adopting delay
feedback and data scheduling approaches. And the number of
complex multiplications can be reduced effectively by using
higher radix FFT algorithm. The proposed FFT/IFFT processor
designed in a 0.13-pm 1P8M CMOS process can meet IEEE
802.11n standard at the operation clock rate of 40 MHz.
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