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The purpose of this paper is to describe the design and implementation of an unmanned
ground vehicle, called the Bearcat III, named after the University of Cincinnati mascot.
The Bearcat III is an electric powered, three-wheeled vehicle that was designed for the
Intelligent Ground Vehicle Competition and has been tested in the contest for 5 years. The
dynamic model, control system, and design of the sensory systems are described. For the
autonomous challenge line following, obstacle detection and pothole avoidance are re-
quired. Line following is accomplished with a dual camera system and video tracker. Ob-
stacle detection is accomplished with either a rotating ultrasound or laser scanner. Pot-
hole detection is implemented with a video frame grabber. For the navigation challenge
waypoint following and obstacle detection are required. The waypoint navigation is
implemented with a global positioning system. The Bearcat III has provided an educa-
tional test bed for not only the contest requirements but also other studies in developing
artificial intelligence algorithms such as adaptive learning, creative control, automatic
calibration, and internet-based control. The significance of this effort is in helping engi-
neering and technology students understand the transition from theory to practice.
© 2004 Wiley Periodicals, Inc.
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1. INTRODUCTION

Robot design generally falls into two categories: fixed
industrial robots and mobile robots.1,2 Unmanned
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ground vehicles, UGVs, are a group of mobile robots
with great promising potentials for the future. Space
exploration,3,4 material handling,5 transportation,
medical transport of food and patients and future
combat vehicles6 are areas that traditionally have
been emphasized and the laboratory results are be-
ginning to find application in the real world.
Periodicals, Inc.
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A power source, manipulator, control and sen-
sory systems are the basic elements of any UGV. This
paper mainly deals with the dynamic control model
and sensory systems design of an unmanned ground
vehicle robot, the Bearcat III. In addition to those de-
scribed in this paper, this robot has also been used to
study internet-based control,7 automatic calibration,8

and creative control.9

The Bearcat III is an interactive and intelligent
unmanned ground vehicle designed to serve in un-
structured environments such as those encountered
in the Intelligent Ground Vehicle Competition
(IGVC), a contest which provides real world chal-
lenges. The Bearcat III was designed to perform all
the tasks and obey all the rules required for this con-
test; however, we have found that continual improve-
ment is necessary because of changing contest rules
and technical innovations.

This paper is organized as follows. Section 2 de-
scribes the overall block diagram of the system in-
cluding the sensors and mechanical system. Then the

Figure 1. Major functional subsystems.
kinematic and dynamic model of Bearcat III is de-
scribed. Section 3 describes the sensory systems with
emphasis on line following: obstacle avoidance and
waypoint navigation sensors. Sections 4 and 5 outline
the performance prediction and the results.

2. DESIGN

2.1. Design Process

The design approach followed the Kaizen philosophy
of continuous improvement.10 Our progress, through
several sessions of brainstorming, always resulted in
improvements of the design.

2.2. Enhanced System Diagram

The major functional subsystems are shown in Figure
1. The control block diagram of the system is shown
in Figure 2.

2.3. Mechanical System

The Bearcat III was designed to be an outdoor vehicle
able to carry a payload of at least 20 pounds. Optimal
design was attempted using proper design practices
and tools during the basic design. CAD software such
as AutoCAD™ R14 and IDEAS™ Master series 7.0
were used in the final analysis phase for stress and
Figure 2. Bearcat III sensory block diagram.
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load analysis. The robot’s frame is constructed of 80/
20™ aluminum extrusions, joining plates and T-nuts.
Figure 3 shows the frame assembly view of the me-
chanical system.

2.4. Dynamic Model

For the Bearcat III robot, a kinematic and dynamic
model was derived using the Newton–Euler
method.11–14 Bearcat III structure and dynamic analy-
sis are shown in Figure 4.

According to Figure 4, the kinematic model with
respect to the robot center of gravity [point C in Fig-
ure 4(a)] can be described as follows:11,12
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Figure 3. Mechanical design.
where vt ,vn ,� can be defined in terms of the angular
velocity of the robot left wheel � l and the angular ve-
locity of the robot right wheel �r as follows:11,12
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However, Eq. (1) can be simplified by utilizing that
vn�e� as follows:11,12
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The nonholonomic constraint can be obtained di-
rectly from Eq. (3) as11,12

ẋ sin �� ẏ cos ���e . (4)

For the center of the wheel axes [point E in Figure
4(a)] e�0 and hence Eq. (4) reduces to11,12

ẋ sin �� ẏ cos ��0. (5)

This means that there is no motion in the direc-
tion of the wheel axis.
Figure 4. Robot dynamic analysis (ref. 11). (a) Robot structure. (b) Dynamic analysis for the right wheel. (c) Dynamic
analysis for the robot.
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Another constraint for the kinematic model
comes from the inertial structure of the robot where
the robot’s path cannot exceed the minimum turning
radius or the maximum curvature:11,12

��Rmin imum or k�Kmax imum . (6)

From Figure 4(b), the Newton–Euler equation for the
right wheel can be described as11,12

Fr�fr�mwẍr ,
(7)

�r�Fr•r�Jw�̇r ,

where Fr is the reaction force applied to the right
wheel by the rest of the robot; fr is the friction force
between the right wheel and the ground; mw is the
mass of the wheel; �r is the torque acting on the right
wheel provided by the right motor; r is the radius of
the wheel; and Jw is the inertia of the wheel. Note that
the Coriolis part had been deleted since it is negli-
gible due to the fact that the wheel inertia is much
smaller than the robot inertia.

The dynamic model of the robot can be defined
as11,12
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To customize the dynamic model for the Bearcat III,
we need to substitute the values for m ,r ,J0 ,e ,d ,Jc ,fn

in Eq. (8). According to Figure 4 for Bearcat III, m
�306.18 kg, r�0.2095 m, e�0.338 m, d�0.432 m,
and J0 ,Jc ,fn need to be calculated.

The value of the frictional coefficient � between
the ground and the wheel depends on the type of sur-
face of the ground; for grass, 0.6 is common, while for
concrete 0.9 is usually used. Bearcat III usually moves
on grass, therefore, 0.6 was used in the calculations.
Substituting the parameters for Bearcat III into the
normal force equation fn��( 1

3mg�mwg), fn is calcu-
lated to be 629.45 N.12
The moment of inertia for the robot wheel is cal-
culated as follows:12

Jw� 1
2 mt�rte

2 �rti
2 
� 1

2 mr�rre
2 �rri

2 
�0.055 kgm2.
(9)

Substituting the value of Jw from Eq. (9) for Bearcat
III, J0 is calculated to be 0.274 kgm2. For more details,
please refer to ref. 12.

Substituting these values into Eq. (8), the Bearcat
III dynamic model is12

MB��
�̈�JB�� , �̇ 
�̇�GB�� , �̇ , �̈ 
�� , (10)

where
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3. SENSORY SYSTEMS

3.1. Autonomous Challenge Line Following and
Obstacle Detection

The autonomous challenge requires that the Bearcat
III negotiate through an outdoor obstacle course in a
prescribed time while staying within the 5 mph speed
limit, traversing ramps with 10% incline, and avoid-
ing both physical obstacles and painted potholes on
the track.

3.2. Vision System

The Bearcat’s vision system for the autonomous chal-
lenge comprises three cameras, two for line following
and one for pothole detection. The vision system for
line following uses 2 CCD cameras and an image
tracking device (I-Scan™) for the front end process-
ing of the images captured by the cameras. The
I-Scan™ tracker processes the image of the line. The
tracker finds the centroid of the brightest or darkest
region in a captured image. The three-dimensional
world co-ordinates are reduced to two-dimensional
image coordinates using transformations between
the actual ground plane to the image plane. A novel
four-point calibration system was designed to trans-
form the image coordinates back to world coordi-
nates for navigation purposes. Camera calibration is
a process to determine the relationship between a
given 3-D coordinate system (world coordinates) and
the 2-D image plane a camera perceives (image co-
ordinates). The objective of the vision system is to
make the robot follow a line using a camera.15 At any
given instant, the Bearcat tracks only one line, either
right or left. If the track is lost from one side, then the
central controller, through a video switch, changes to
the other camera.

In order to obtain accurate information about the
position of the line with respect to the centroid of the
robot, the distance and the angle of the line with re-
spect to the centroid of the robot has to be known.
When the robot is run in its auto-mode, two I-Scan
windows are formed at the top and bottom of the im-
age screen as shown in Figure 5. The centroids are
shown as points (x1 ,y1) and (x2 ,y2) in Figure 6.
The angle and distance of the line to the robot are
determined.

3.3. Obstacle Avoidance

The obstacle avoidance system is designed to detect
an obstacle on the navigational course and then calls
the appropriate software routine to negotiate it. Two
alternative solutions, one using a laser scanner and
one with the sonar sensor, have been used on the
Bearcat for obstacle detection and avoidance. Both
approaches are explained below.

Figure 5. Two windows for two points on the line.
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3.3.1. Design Solution Using Laser Scanner for Fine
Detection

The Bearcat uses a Sick Optics™ laser scanner (LMS
200™) for sensing obstacles in the path. The unit com-
municates with the central computer using a RS 232/
422 serial interface card. The maximum range of the
scanner is 32 m. For the contest, a range of 8 m with
a resolution of 1° has been selected. The scanner data
is used to get information about the distance of the
obstacle from the robot. This can be used to calculate
the size of the obstacle. The scanner is mounted at a
height of 8 in. above the ground to facilitate the de-
tection of short as well as tall objects. The central con-
troller performs the logic for obstacle avoidance as
well as the integration of this system with the line fol-
lowing and the motion control systems. Figure 7
shows the field of view of the laser scanner.

Figure 6. Robot in relation to the line.
3.3.2. Design Solution Using Sonar System for Coarse
Detection

Figure 8 shows the setup for obstacle avoidance using
a rotating sonar sensor.

The two main components of the ultrasonic rang-
ing system are the transducers and the drive motor as
shown in Figure 8. A ‘‘time of flight’’ approach is used
to compute the distance from any obstacle. The sonar
transmits sound waves towards the target, detects an
echo, and measures the elapsed time between the
start of the transmit pulse and the reception of the
echo pulse. The transducer sweep is achieved by us-
ing a motor and Galil™ motion control system. Ad-
justing the Polaroid™ system parameters and syn-
chronizing them with the motion of the motor
permits measuring distance values at known angles
with respect to the centroid of the vehicle. The

Figure 7. Field of view of the laser scanner.
Figure 8. Sonar obstacle detection system.
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distance value is returned through an RS232 serial
port to the central controller. The central controller
uses this input to drive the motion control system.
The range of this system is 40 ft.

3.4. Pothole Detection

The robot also has the ability to detect and avoid
simulated potholes represented by 2 ft diameter
white circles randomly positioned along the course. A
noncontact vision approach has been taken since
simulated potholes are significantly different visually
from the background surface. A monochrome Pana-
sonic CCD camera is used to capture an image of the
course ahead of the robot. The data from the camera
is fed to the Epix™ imaging board. The control soft-
ware for the imaging board processes the formatted
data. This software makes extensive use of the
XCOBJ/PXIPL image processing libraries provided
by Epix™ to detect the presence of a simulated pot-
hole and determine the location of the centroid of the
pothole. The line following, obstacle avoidance and
pothole detection systems are integrated for pothole
detection and avoidance. The obstacle avoidance sys-
tem takes precedence over the pothole avoidance sys-
tem. Figure 9 shows view of simulated potholes that
can be detected.

3.5. Navigational Challenge Problem and Solution

The goal of the navigational challenge is to navigate
Bearcat III to a series of predefined waypoints while
avoiding obstacles. For this a global positioning sys-
tem (GPS) is used to get the original robot position,

Figure 9. View of simulated potholes.
then tracking is used to move the robot from one
point to the next, updating the new base with every
pass. The laser scanning system was used to detect
and avoid obstacles en route to the target waypoints.
Wheel encoders on the vehicle were used to track the
path navigated and make decisions about the dis-
tance to travel and angle to steer to reach a target
point

3.5.1. GPS Selection

The basic criteria used in the selection of the GPS unit
were

• embedded navigation features,
• WAAS capability to improve accuracy of stan-

dard GPS signal to 3 m,
• RS-232 serial port input/output to interface

with robot’s computer,
• external antenna for accurate reception, and
• external power capability to ensure constant

source of regulated power.

Based on the above selection criteria the Garmin-76™
GPS was chosen as the unit to provide GPS naviga-
tional ability to the robot. The Garmin-76™ unit pro-
vides all of the above-mentioned features in addition
to other features not used in the current navigation
algorithm.

3.5.2. Description of Navigational Challenge
Algorithm

The basic solution selected to solve the navigational
challenge problem was to model the problem as a ba-
sic closed feedback control loop. This model has an
input command (target waypoint destination), feed-
back signal (GPS unit position information), error sig-
nal, and transfer function of the output characteris-
tics. The GPS unit uses the current position
information (latitude, longitude, height and velocity
information at the rate of 1 to 255 second/output) and
calculates the bearing and range from the target way-
point to determine the error. Correction signals are
generated to reduce the error to a certain tolerance
based on the bearing angle error signal generated by
the GPS unit. The correction signals consist of turn
right, turn left, forward motion, or stop. These cor-
rective commands are sent to the motion control sys-
tem, which translates these commands into motor
control voltages that steer and propel the robot on the
course. Once the bearing angle error and target range
have been reduced to the required tolerance the
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command is considered complete and the robot ar-
rives at its target destination waypoint. At this point,
the next target waypoint is selected and the process is
repeated until all target waypoints in the database
have been reached. The GPS signal is very poor inside
buildings; however, the terrain is relatively flat and
even. Here the data from the wheel encoders provide
data for the motion control. This system is also used
at the start until the velocity reaches a point that pro-
vides accurate GPS data.

3.5.3. Point to Point Navigation Using Wheel
Encoders

An encoder translates motion into electrical pulses,
which are fed back into the Galil motion controller.
The feedback is used to calculate the distance tra-
versed. Steering is achieved by differential motion of
the two wheels. The problem is modeled as a closed
feedback control loop. The input command is the tar-
get waypoint destination relative to the robot posi-
tion. The wheel encoder provides the feedback signal.
The motion from the origin A to target B is achieved
by two motions. The program calculates Angle ‘‘’’
and distance ‘‘d .’’ The robot first steers ‘‘’’ units and
it then traverses ‘‘d’’ units to reach the target.

3.6. Obstacle Avoidance

A single line Sick Optics™ laser scanner is used to de-
tect and avoid obstacles. If an obstacle is detected, an
obstacle avoidance routine, similar to the feedback
control loop used for the GPS navigation, is used to
navigate the robot around the obstacle. Once the ro-
bot avoids the obstacles, the original target waypoint
is restored and the navigational feedback control loop
is resumed.

This approach has some limitations. The Bearcat
has only one laser scanner. It scans a single plane at
the mounted height, limiting it from detecting ob-
stacles that are either short or overhung as shown in
Figure 10. If the laser scanner is mounted at a shorter
height, it will detect shorter obstacles, but this will
lead to a different problem. When the terrain is not
plane but wavy, or if there are ramps, the scanner will

Figure 10. Failure to detect short and overhung obstacles.
detect the ramp or the ground as an obstacle, giving
rise to misinterpretation of the environment. A simple
case is illustrated in Figure 11 when the system de-
tects the ramp as an obstacle.

The algorithm fails to handle the case when the
situation becomes dynamic. It will change its path to
avoid all the obstacles it sees every time it scans the
surrounding. It fails to take into account the trajectory
of the moving obstacles. The alternate path taken by
the robot may result in hitting the obstacle if both the
robot and the obstacle move in the same direction.

The algorithm also fails when the configuration
of obstacles becomes so complex such that it will not
have a way to go further. A simple case is illustrated
in Figure 12. In such situations, there is always an op-
tion to retrace its path and look for a different path to
avoid the deadlock. The algorithm does not have any
kind of memory mapping, so the robot comes to a
stop when it enters a deadlock.

3.7. Algorithm Implementation

The physical implementation of the feedback control
loop of the GPS navigation consists of the Garmin 76
GPS unit, the motion control system, laser scanner,
and the robot computer. Waypoint coordinates are
read from the waypoints file during the initialization
stage of the program and stored in an array in

Figure 11. Failure to differentiate a ramp from a short
obstacle.

Figure 12. Robot in a deadlock.
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memory. A NMEA message is sent to the Garmin 76
GPS unit via the RS 232 port, which sets the active
target waypoint in the GPS unit’s memory. This is the
command signal. Once set, the waypoint coordinate
is used by the GPS unit to calculate bearing, track,
and range to the target waypoint. The Garmin 76 GPS
unit transmits ASCII data output via the RS232 port
containing the bearing, track, and range to the des-
tination waypoint. The turn angle (angle error) is re-
lated to the track angle and bearing angle by the
equation: Turn Angle�Track Angle–Bearing Angle.
This equation gives the turn angle in the 0 to 360 deg
reference frame but this angle is transformed to 0 to
180 deg (left turn angle) or 0 to �180 deg (right turn
angle) for the robot turning subroutine. The robot
turns to the commanded correction turn angle if the
turn angle is greater than 6 deg or less than �6 deg
and then moves forward until the GPS position data
are updated. When the robot arrives within 5 ft of the
destination waypoint, the next target waypoint is se-
lected and this process is repeated until all targets
have been reached. This process defines the discrete
feedback control loop algorithm used for the robot
GPS navigation course.

4. PREDICTED AND ACTUAL PERFORMANCE

The predicted performance for the major tasks re-
quired of the contest is shown in Table I. Actual per-
formance at the contest has varied depending on the
software, weather and sometimes luck. We have
learned to do a Potential Failure Modes and Effects
Analysis (PFMEA) and a large amount of precontest
testing. The most predictable failure is battery dis-
charging so a digital voltmeter is used. Other events
such as hard drive crashes led to shock mounted,
dual drives. Loose connections can be quickly de-
tected with a voltmeter. A rain cover is used in wet
weather.

5. CONCLUSION

Several aspects of the design and implementation of
an unmanned ground vehicle were explained. A dy-
namic model was constructed and the robot param-
eters were computed to provide a basis for control
and learning studies. The main sensory systems and
algorithms for line following, waypoint navigation,
and pothole detection were described. The design has
been proved rugged and robust in the International
Ground Vehicle Competition as well as many other
experiments. The UC robot team currently is using
the lessons learned from Bearcat III to design a com-
pletely new robot called Bearcat Cub and is preparing
to compete in the next IGVC with the new robot.
Overall, this contest has been a wonderful educa-
tional experience and a great proving ground for
ideas.
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