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In this paper, the problem of designing observers and observer-based controllers for a
class of uncertain systems with input and state time lags is considered. We construct
delay-type observers in which both the instantaneous as well as the delayed measure-
ments are utilized. Using feedback control based on the reconstructed state, the behav-
ior of the closed-loop system is investigated. It is established that the uncertain
time-lag system with delay observer-based control is asymptotically stable. Expressions
for the gain matrices are given based on two linear-matrix inequalities. A numerical
example is given to illustrate the theoretical developments.
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1 [INTRODUCTION

The problem of state reconstruction for linear dynamic systems has
received considerable attention for more than three decades. For deter-
ministic systems with known dynamic models, the celebrated results
of Leunberger [1] have provided the fundamental thrust upon which
the theory of state observers is by now well developed [2]. When the
dynamic models have uncertain parameters, the available results are
limited to some cases including matched uncertainties {3}, dyadic-type
uncertainties [4] and norm-bounded uncertainties [5].
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For the case of uncertain dynamical systems with state and/or input
delays, it seems that the results are very scattered. Nonlinear and
insensitive observers have been developed in [6] for linear systems with
mismatched uncertainties and state delays. H_.-controllers using full-
order observers have been studied in [7] when the state and the input
delay factors are known. Modal-type observers for time-lag systems
have been developed in [8] and [9]. The present work builds on the for-
going results and extends them. It deals with the problem of designing
observers and observer-based controllers for a class of nominally linear
systems with state and input lags. We construct a delay-type observer
in which both instantaneous and delayed information is used to recon-
struct the state of the system. We then establish that, the uncertain
time-lag system with delay observer-based control is asymptotically
stable. Expressions for the gain matrices are given based on two linear-
matrix inequalities (LMIs). A numerical example is given to illustrate
the theoretical developments.

Notations and Facts

In the sequel, we denote by W' and W ! the transpose and the inverse
of any square matrix W. We use W >0 (W <0) to denote a positive-
(negative-) definite matrix /. We let I be a unit matrix of appropriate
dimensions. Sometimes, the arguments of a function will be omitted in
the analysis when no confusion can arise.

Fact 1 (Schur Complement)

Given the constant matrices €y, Q,, €3 where Q; =} and
0 < Q) = QY then ) + Q4Q5'Q; < 0if and only if

Q] Qg ——Qz Q3
[Qs —0, <0 or 9‘3 Q < 0.

Fact 2

For any real matrices 3, and X, with appropriate dimensions, it
follows that

TN + 2% <ol + a7 '8, e > 0.
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Fact 3

Let 3, ¥, and X5 be real constant matrices of compatible dimensions,
and H(f) be a real matrix function satisfying H'()H(t) <+lI; 1> 0.
Then for any € > 0, the following inequality holds,

SIS H(0)Es + SYH (DESE] < €S 50T + eyXi T,

2 PROBLEM DESCRIPTION

In this section, we consider a class of uncertain systems with state and
input lags represented by a state space model of the form:

x(t) = [Ao + AA(1)]x(1) + [Bo + AB()|u(t)

+ [Do + AD(8)|x(t — 1) + Equ(t — 1), (1)
y(1) = [Co + AC(D)]x(2), (2)
x(1) = ¢1(¢) Vi € [-max(r,n),0],

where 1 € R is the time, x(?) € R" is the state, u(7) € R™ is the control
input; y(¢) € R? is the measured output, and 7,7 are known constant
scalars representing the amount of delays in the state and at the input
of the system, respectively. The matrices 4A,€R"", B,e R,
D, eR™" E,e R and C,eRP*" are real constant matrices
representing the nominal plant with the pair (4,, B,) being control-
lable, and the pair (4,, C,) being observable. The uncertain matrices
AA(D, AB(r), AC(t) and AD(t) are assumed to be represented by

[A4()) AB(1)] = HIF(D[G) Go; AC(r) = HoF(DGy; (3)
AD(t) = H3F(1)Gy; FY{)F(r) < L. (4)

The initial functions of system (1)—(2) are specified as x, € C([ —7, 0};
R"y and u, € C([—n,0]; R").

The problem of interest is to design observer-based controllers for
the time-lag uncertain-system (1)—(2) with norm-bounded uncertain-
ties satisfying (3) and (4).
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Before proceeding further, the following definitions are given.

DEFINITION 1 The uncertain time-delay system (1)—(2) is said to be
robustly stable if the null solution x(£) =0 of (1) with u(t)=0 is globally
uniformly asymptotically stable for all admissible uncertainties satisfy-
ing (3) and (4).

DEFINITION 2 The uncertain time-delay system (1)—(2) is said to be
robustly stabilizable if there exists a feedback controller u(t) = K[x(#)],

such that the resulting closed-loop system is robustly stable in the sense
of Definition 1.

The design objectives are:

(O1) to reconstruct the state x(f) based on the input and/or output
measurements,

(02) to determine the state-feedback gain matrix such that the closed-
loop controlled system is asymptotically stable,

(O3) to provide an efficient procedure to compute the controller and
the observer gains.

These objectives should be fulfilled for all admissible uncertainties
satisfying (3) and (4).

There are two generic groups of observers that can be used to fulfill
objective (O1). Hence, observers can be classified as delay-less observ-
ers or delay observers.

1. Delay-less Observers These observers are observers that depend
only on the instantaneous input—output measurements. Examples of
such observers can be found in [8—10]. Modal-type observers have
been developed by Levy-Ramos and Pearson [8], and Trinh and
Aldeen [9] for time-lag systems. Jabbari and Schmitendorf [3] have
developed a full state observer for uncertain systems. A delay-less
Leunberger-observer for uncertain systems with input and state delays
has been developed by Mahmoud and Zribi [10].

2. Delay Observers These observers are such that the observer state
depends on both the instantaneous and the delayed input-output
measurements.
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Conceptually, the two groups of observers are different at least from
the amount of input information for which the second group demands
more.

In this paper will concentrate on delay observers for the class of
time-lag system (1)—(2). The rationale behind the construction of these
observers is the desire to utilize all the available input—output instan-
taneous and delayed information in estimating the state variables. In
fact, the use of delayed state in feedback control design has been
shown to provide satisfactory performance [11].

By utilizing all the information at hand (both instantaneous and
delayed) we come up with the generalized full-order linear observer:

%(1) = Aok(t) + Bou(t) + Doi(t — 7) + Eou(t — n) + L{y(t) — Cox(?)],
(5)

where L € R™*? is the observer gain matrix to be determined later.
Remark 1 There are two possible special cases of observer (5). The
first case is given by:

2(1) = AoR(0) + Bou(t) + Dok(t = 7) + L[}(1) — Cox(1)],  (6)

where L eR"? is the observer gain matrix. This observer uses the
delayed state measurements. The second observer is such that:

X(1) = AoR(r) + Bou(t) + Eou(t —m) + L[y(1) = Co2(0)] (7

where L € R"*? is the observer gain matrix. Note that this observer
uses the delayed input measurements.

The end result of observer (5) is to develop %(¢) as a good replica of
x(2#). Hence it can be used for state-feedback design. A state-feedback
controller of the form

u(t) = Kx(1), ®)

where K€ R™™" is the feedback gain matrix will be designed such that
the closed-loop controlled system is asymptotically stable.
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3 STABILITY OF THE CLOSED-LOOP SYSTEM
We start by defining the state error e(¢) such that:
e(t) = x(1) — x(2). (9)
The error dynamics depends on the type of observer being used. An

augmented system can be formed in the (x,e) space in terms of the
composite state vector

() = D((g] e R, (10)

Note that (8)—(10) imply that
where K,=[K —K]eR™*?". By differentiating (9), making use of

system (1)—(2) in addition to the observer dynamics (5) and manipulat-
ing, we can cast the augmented system into the general form:

X:(1) = [Ar + AA ()%, (8) + [B: + AB(1)]ul(2)

+ (D, + AD(0)]x,(t — 7) + Equ(t — 1), (12)

where
A’_L/:)O AO-OLCJ’ ’ ﬁ)] )
B 8] e 5]
Ad = LAA(t)Ajl([i)AC(t) (o)] [Hl flLHJ (Ol 0} (15)
2= 3500 = [ |05 a0
AD,z-igig g]:[gz:‘F(t)[Gg 0] (17)
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In order to investigate the stability behavior of the uncertain time-
lag system (12), we use the Lyapunov—Krasovskii functional approach
[12] and introduce the following storage functional:

V(x,) = x:(6)Wix, () + /0 Xt + a)Wax,(t + o) de

-7

0
+/ Xt + B)Wixi(t + B) dB, (18)
-
where the weighting matrices are such that 0 < W, = W} € R¥,
0< Wy=WeR™?™ and 0< W;=W:cR*™. Note that,
V(x,) >0 for all x(¢) # 0 and V(x,)=0 for x,()=0. Let

o W“ 0 _ W21 0 _ W31 0
W‘_[ 0 le]’ Wz“[ 0 sz]’ W3—[ 0 W32]'
(19)
The following theorem summarizes the main result.

THEOREM 1  Consider the system (1)—(2) satisfying (3) and (4) and the
linear observer (5). Then, given T and n, the closed-loop controlled
system (12) is robustly stabilizable if there exist matrices 0 < P=P',
0<Q=0,0<S;= St (j=1,...,5) and scalars o, >0, a; >0, a3 >0
satisfying the following LMIs:

AP+PAL+T, © P 3B, E, D,
P =S5t 0 0 0
: <0, (20a
V3B! S0 =S 0 0 (202)
E! C0 0 -S;' 0
I D! 0 0 0 -S|
Ozszle >0, (20b)
Wy — 053G3tG3 >0, (200)

Wo + Wiy + O&lGltG] > 0, (20d)
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and
A0+04' +®+0R0Q ' QK' ©Q
KQ -S7t 0
0 0 —Ry
i D}, 0 0
where

I = o' H\H} + o5 'H\H} + o7 ' H3H,

_._S3_

D,

0
0

¢ = HY(HipHYL) ™ with Hip = o7 ' HyHY,
A=Ay, — T pC, — 21000  B.K + 2B, K,
Ry = 2K'BLpC, + 2CLp' BoK + 4K' Bt 0o B, K,

® = —I0; + Mpdplly, 6= o] HH..

<0,

Moreover, the observer and controller gain matrices are given by

K=S['B'P,
L= (-2QK'B!+1,)p.

1)

(22)
(23)
(24)
(25)
(26)

27)
(28)

Proof By differentiating (18) along the solutions of (12) using (13)—
(17), the Lyapunov derivative ¥(x,) can be expressed as:

V(x) < Z'()uZ(1),

(29)

where the extended state vector Z(¢) = [x!() xi(z — 7) xi(t — n)]', and

1

Q=
R, . WD, 0
Etz 23 ' 0 W12D0
D:)WH 0 : —W2| +(X3G3tG3 0
0 D:, Wi ) 0 ~Wa
KELW), 0 o
| —KE!Wy, 0

0

0

Wy,

0

W\E,K —WiEoK]

0

0
-Ws

(30)
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with

Y= Wnds + AE,WH + K[B(t)Wn + Wi B K+ Wo + Wy

+ a1G{G1 + 0 K'G3Go K + Wi I Wy, (31)
Y = —WnBoK+ Wila7 Hi(H} — HiL'Y) + o ' H H}

+ a7 ' Hy H)W1; — 2K 'GLGaK, (32)
53 = Wip(4o = LCo) + (Ao — LCo) Wiz + Wi + W

+ wK'GYGL K + Wil Wy, (33)

I = o '(Hy — LHy)(H} — HiLY) + oy " HH} + o5 ' H3HS.  (34)

Expansion of ), leads to

2 2] <o (33)

=21 =31

where
En =X+ Wiull, Wiy, (36)
o = 2y, (37)
B3 = T3 4+ WinDo Wy, DLW, (38)

I = Eo(KW3 KYE! + Eo(KW3,'KYEL + DS DL, (39)

A sufficient condition to satisfy (35) is that
En <0, Z33<0, =0 (40)

Choosing K as given by (27), and letting S| = 0,G3G, and Ss = Wy +
W31 + a1G{G\, the inequality =,; < 0 reduces to

W14, +A2W11 +3W113051_1B(§W11 + S5 + W11(H1 +H2)W11 < 0.
(41)

Pre-multiplying and post-multiplying the above inequality by W',
and letting P = Wy;', Sy = Wy — a3GiGs, Sy = K(W3' + WKL,
we obtain

AoP + PA', + 11, + PSsP + 3BoS, ' B! + E,S4E. + Do Sy ' D! < 0
(42)
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which when arranged using the Schur complement formula yields block
form (20a).

From (37), using (32) and setting =,; =0, yields
—2W\BoK + WihTL Wy — o' Wi HiHIL' Wi, = 0. (43)

By letting Q = Wy}, and pre-multiplying the above inequality by W7,
and post-multiplying the result by W, one obtains,

~2B,KQ + 11, — o 'H HIL = 0 (44)
or equivalently stated,
LHp; = —20K'B! +11,. (45)

Assuming that H,H}, is nonsingular, and letting ¢ = H{,(H\2H ltz)'l,
one directly obtains L as given by (28).

Finally considering the inequality Z3; <0. With R} = W3+ Way,
starting from (38) and using (33), (22)—(26), we get

W122+2tW12 + WidWi+ R+ R, + K'S1K
+ WD, WEZIDE) Wi < 0. (46)

Pre-multiplying and post-multiplying the above inequality by Wi,
one obtains,

AQ + QA"+ ® + QR Q4+ QR0 + OK'S1KQ + DoS;' D! < 0. (47)

Inequality (47) can be easily put in the block form (21) by using the
Schur Complement formula.

Remark 2 To implement Theorem 1, we apply the following
procedure:

(1) Read in the data 4., B,, ..., H|,...
(2) Solve inequality (20) for P, then compute the gain matrix K
from (27).
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(3) Solve inequality (21) for Q, then compute the gain matrix L
from (28).

(4) Simulate the performance of system (12) when controller (11) is
used.

COROLLARY 1 Consider the uncertain time-lag system (1)—(2) with
observer (6) and controller (11). The resulting observer-based controlled
system is asymptotically stable with controller gain matrix K as given by
(27) and observer gain matrix L such that:

L= (—20K'B! + 11, + E,S4EL)¢ (48)

where the matrix 0 < Q = Q" satisfies:

AQ+01 +®+0R0Q | QK' Q D, Es
KQ o=s7to0 0 0
. <0.
0 0 —R{" 0 0
Dt 0 0 -S5 0
L E! 0 0 0 -S;']
(49)

Proof The proof follows parallel lines to the proof of Theorem 1 with

Eot =y + Wi EGS4EL W2, (50)
B3 =53 + WiEoS4ELWiy + Wi Do Wy, DL Wiy, (51)

and all the other quantities remain unchanged.

COROLLARY 2 Consider the uncertain time-lag system (1)—(2) with
observer (7) and controller (11). The resulting observer-based controlled
system is asymptotically stable with controller gain matrix K as given by
(27) and observer gain matrix L expressed as:

L= (=20KBL+ 1, + DoS; ' D})g (52)
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where the matrix 0 < Q = Q" satisfies:

(40101 ' +0+0R0 © OK' O D,

KQ :=Stto0 0 | <0. (53)

0 : 0 —R' 0
| D! :0 0 -5

Proof The proof follows parallel lines to the proof of Theorem 1
using

Ep1 = 5y + W11 DoS5 ' DLW, (54)
B3 = L3 + W12DoS5 DLWy, (55)

and all the other quantities remain unchanged.

Remark 3 1In view of Theorem 1, the results of Corollaries 1 and 2
are expected due to two reasons:

(1) The controller (11) remains the same, hence K must be the same in
all cases.

(2) The change takes place in the expression of L as result of changing
the observer structure. More importantly, it is noted that the more
information used to process the observer dynamics, the lesser will
be the effort to determine the observer gain.

4 SIMULATION EXAMPLE

Consider the following third-order system:

x(2) = [Ao + AA()]x(t) + [Bo + AB(1)]u(r)
+ [Do + AD())x(t — 7) + Eou(t — n),
y(t) = [Co + AC(1)]x(0),
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with

[AA(!) AB(t)} = H]F(t)[Gl Gz], AC(t) = HzF(l)Gl,
AD(f) = H;F(1)Gs,

where
-3 2 0 11
Ao=1 1 -2 —1f; Bo=[4 3 |; Co=[1 0 0]
3 0 -6 2 -1
-1 0 1 0.1 05

Do=1|1 1 0], E,= (02 07];
0 0 2 0.6 0.2
02 04 -1.0 0S5
Hy =03 -04|; H,=[01 -03]; H;=]| 03 0.5];

0.1 02 0 1.0
1.0 05 -1.0 -1.0 -0.5
G = ; Gp= ;
08 -1.0 0.2 -1.0 0.7
04 04 06 0.5sin(2f)  0.3sin(¢)
Gy = 5 F(I) = .
-0.5 0.6 -0.7 —0.4sin(#) 0.6sin(3¢)

The amount of delays in the state and at the input of the system are

such that 7=0.4 and n=0.2.

It is desired to design an observer-based controller for this uncertain
system. The results of Theorem 1 are used to design the observer-based

controller.

Selecting the scalars «y, o and a3 such that a;=0.0001, o, =10
and a3=1, and then solving the matrix inequality (20) by using the

LMI-Control Toolbox [13] gives:

6052 1951.2 168.0

1729.9 6052 629.4
P= .
629.4 168.0 981.5
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Using (27), the controller gain K is found to be:

K= 0.0002 0.0084 —0.0008
~10.0003 0.0139 —0.0016 |

Then, solving inequality (21) by using the LMI-Control Toolbox

yields:
380.2 423 1017
Q=423 4132 -402].
101.7 —40.2 208.2
Using (28), the observer gain L is found to be:
—1.1454
L= 14073 |.
—0.5684

The performance of system (12) is then simulated using Matlab. The
state trajectories are shown in Figs. 1-3. The error trajectories are
shown in Figs. 4—6. The trajectories of the controller are shown
in Figs. 7-8. From the figures it can be seen that the state and error

-2 . . s L L
-2 Q 2 4 6 8 10

FIGURE | Trajectory of state one versus time.

0.5 T

-2 Y] 2 4 6 8 10

FIGURE 2 Trajectory of state two versus time.
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1.5 T v T T T

-0.5 ! +

-2 0 2 4 [ 8

FIGURE 3 Trajectory of state three versus time.

1.5 T u g T

10

0.5+

-2 0 2 4 6 8

FIGURE 4 Trajectory of error one versus time.

FIGURE 5 Trajectory of error two versus time.

FIGURE 6 Trajectory of error three versus time.
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FIGURE 8 Trajectory of input (component 2) versus time.

trajectories converge to zero asymptotically. Hence, it can be con-
cluded that the proposed observer and observer-based controller
work quite well for a class of uncertain systems with input and state
time lags.

5 CONCLUSIONS

This paper has developed a delay-type observer-based controller for a
class of uncertain time-lag systems. It is established that the closed-
loop controlled system is asymptotically stable. The controller and
observer gains are determined by solving two LMIs. Simulation results
are given to support the theoretical developments.
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