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Design of Extrapolated Impulse Response FIR Filters
With Residual Compensation in Subexpression Space

Ya Jun Yu, Senior Member, IEEE, Dong Shi, Student Member, IEEE, and Yong Ching Lim, Fellow, IEEE

Abstract—In this paper, an extrapolated impulse response filter
with residual compensation is proposed for the design of discrete
coefficient finite-impulse response (FIR) filters using subexpres-
sion sharing. The proposed technique utilizes the quasi-periodic
nature of the filter impulse response to approximate the filter co-
efficients. The reduced degree of freedom of filter coefficients due
to the quasi-periodic approximation is perfectly restored by intro-
ducing a residual compensation technique. The resulting subex-
pression sharing synthesis of discrete coefficient FIR filters has
lower complexities than that of the conventional synthesis tech-
niques in terms of number of adders. To further reduce the syn-
thesis complexity, filter coefficients and residuals may be optimized
in subexpression spaces. Mixed integer linear programming is for-
mulated for the optimization. Numerical examples show that the
number of adders required by synthesizing the filters in the pro-
posed structure is significantly reduced compared to that of the
conventional synthesis schemes synthesized in direct or transposed
direct form.

Index Terms—Common subexpression sharing, extrapolated im-
pulse response, finite-impulse response (FIR) filters, mixed integer
linear programming, residual compensation, subexpression space.

I. INTRODUCTION

M ULTIPLIERLESS finite-impulse response (FIR) filters
[1]–[4] are very attractive in VLSI implementation be-

cause the multiplication of the input sample data with the filter
coefficients is achieved by a limited number of additions and
shifts. Since the shifts for fixed coefficient values can be im-
plemented by hardwire, the complexity of multiplierless filters
lies mainly in the number of adders. In transposed direct form
FIR, there are two types of adders. The adders used to generate
the coefficient values are called multiplier block (MB) adders
whereas the adders used to add the tap signals into the delay
chain are called structural adders, as is shown in Fig. 1. Many
efforts have been made to reduce the number of these adders
and one of the most efficient algorithms to reduce the number
of MB adders is the multiple constant multiplication (MCM)
techniques [1]–[3], [5]–[16]. Since most MCM algorithms were
considered in transposed direct form FIR, in this paper, we also
focus on this platform for expository convenience. However, it
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Fig. 1. Transposed direct form of a 12th-order FIR filter.

is noted that the direct form FIR may synthesize the filter in the
same complexity.

The MCM techniques can be grouped into two categories. In
the first category, algorithms are applied on an FIR design with
a given set of discrete coefficients. The common subexpression
patterns are extracted and shared among the discrete filter co-
efficients. These algorithms can be further classified into three
types. The first type is common subexpression sharing [1], [5],
[6] in which the common digit patterns of the coefficients, usu-
ally represented in a canonic signed digital (CSD) form, or bi-
nary numbers are found and shared. The second type of algo-
rithms are based on the adder graph [2], [7] in which larger co-
efficients are realized by shifting and adding those already real-
ized smaller coefficients. The third type is the difference method
[3], [8] of which the differences of the coefficient values, instead
of the coefficient values, are synthesized to reduce the overall
complexity.

The algorithms in the first category, however, suffer from the
fact that the searching space is limited by the given discrete
coefficient values. Furthermore, it has been proved in [9] that
for a filter with distinct positive non-one coefficient values
(after the even and negative coefficient values are transformed
to positive odd numbers by scaling the coefficient values with
a proper signed power-of-two factor), the lower bound of the
number of MB adders of the transposed direct form implemen-
tation is equal to the minimum number of adders required to
realize the simplest coefficient plus . Since there are al-
ways very small magnitude coefficients which can be realized
by one adder in a practical filter, in most cases, the number of
adders required to realize the simplest coefficient is one. There-
fore, the lower bound is basically determined by the number of
distinct coefficient values . For many benchmark filters, this
lower bound has been achieved, for instance, example 1 of [17].
The example is a 120th-order filter with 52 distinct coefficient
values. Many algorithms [2], [10]–[12] have achieved this lower
bound. To further reduce the number of MB adders, the only way
is to reduce the lower bound by reducing the number of distinct
coefficient values.

1549-8328/$26.00 © 2009 IEEE
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In the second category, to overcome the limited searching
space in the first category and to reduce the number of distinct
coefficient values, filter coefficients are optimized directly in
subexpression space to meet the filter specifications [13]–[16].
In [13], the dynamic range of each coefficient is found before an
exhaustive search is performed to check all the possible combi-
nations to find the best solution. In the technique proposed in
[14], the subexpression sharing problem is modeled as a 0/1
integer linear programming to find the minimum number of
adders subject to the filter specification. The algorithm in [15]
applies a local search in the vicinity of discrete coefficient values
when the coefficients are synthesized in subexpression sharing.
The algorithms in [13]–[15] may produce filters with minimum
number of adders in direct form implementation. However, they
are computationally demanding and thus only suitable for rela-
tively short filters. Recently, a branch and bound (B&B) mixed
integer linear programming (MILP) is proposed to optimize FIR
filter coefficients directly in a subexpression space which is built
upon a predefined subexpression basis set [16]. Though op-
timum is not guaranteed, the algorithm may design relatively
long filters with reduced number of adders.

To reduce the filter complexity by further reducing the lower
bound of the number of adders, a residual compensated extrap-
olated impulse response filter structure is presented in [18]. In
[18], the quasi-periodic property of the impulse response of FIR
filters is utilized, where the blocks of coefficients with larger
magnitude are approximated as scaled versions of smaller ones.
The approximation error introduced thereby is compensated by
a residual compensation technique. This paper presents a com-
prehensive study on the residual compensated extrapolated FIR
filter proposed in [18]. The new contributions of this paper lie
in the following aspects.

1) In view of the superiority of the second category techniques
over the first category ones in the MCM algorithm, in this
paper, the design of the residual compensated extrapolated
FIR filter is formulated as a MILP problem where the filter
coefficients and residuals are optimized simultaneously.

2) While the proposed technique reduces the required number
of adders, additional delay chain(s) may be used. A low
complexity and low power realization of the additional
delay chain(s) is proposed.

3) Reduction of the implementation complexity of the pro-
posed filter structure is analyzed with the additional delay
chain(s) taken into consideration.

4) Adder depth of the proposed filter structure is investigated
based on the design examples. A slight decrease of average
adder depth is found in all examples.

Using the proposed technique, the dynamic range of the coef-
ficient multipliers is further reduced, which increases the chance
of having coefficients with identical values. This results in a
reduction in the lower bound of MB adders. Design examples
show that the proposed technique significantly reduces the filter
complexity in terms of the number of adders compared with any
other existing techniques. In addition, many small coefficient
values and residuals diminished to zero, resulting in a reduction
in structural adders.

The remaining of this paper is organized as follows. Section II
reviews the extrapolated impulse response filters. The residual

compensated extrapolated impulse response filter structure [18]
is introduced in Section III for the completeness of the paper.
A synthesis example is used to illustrate the proposed tech-
nique. The optimization of the coefficient values and residuals
in the subexpression space is formulated as a MILP problem in
Section IV. In Section V, benchmark filters are designed to illus-
trate the efficiency of the proposed technique. Section VI gives
a circuit realization of the extra delay chains. In Section VII,
the implementation complexity and adder depth of the proposed
technique are discussed and compared with the conventional
structures.

II. EXTRAPOLATED IMPULSE RESPONSE

The impulse response of a typical linear phase FIR filter
is quasi-periodic [19]–[21] as shown in Fig. 2. Most of the
energy of the impulse response is concentrated at the center
lobe, whereas the side lobes have decreasing magnitudes. If

and (see Fig. 2) have the same number
of samples, and can be approximated as scaled
versions of . is thus served as a prototype lobe.
Once the coefficient multipliers in is implemented, the
coefficient multipliers in and do not need to be
implemented individually; instead, they could be obtained
using a single scalar for each lobe and the implementation
complexity of the filters are reduced. and are thus
realized as the extrapolations of and this is the origin of
the extrapolated impulse response filters [19]. In the original
extrapolated impulse response filters, the lobe closest to the
center lobe is usually selected as the prototype lobe. However,
it is not necessary the case. Any lobe could be the prototype
lobe and the other lobes are approximated as scaled versions of
the prototype lobe. In this case, it is no longer an extrapolation,
but the name of extrapolated filter is still used.

The zero phase -transform transfer function of a th order
filter is given by

(1)

Assume that , begins at through
for an lobe filter, where can be

rewritten as

(2)
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Fig. 2. Typical impulse response of a 2� th-order FIR filter.

The durations of these lobes are for
, and they might not be all equal. However,

they can be separated into several groups, and each group
consists of lobes with the same duration. Thus, in each group,
any lobe can always be approximated as the scaled version of
a prototype lobe in that group. For expository convenience, we
assume that all the lobes have the same duration since other
cases are just simple extensions. As a result, (2) can be written
as

(3)

where is the duration of each lobe. If the lobe with the smallest
magnitude (usually, the th lobe while is considered
as the zeroth lobe) is chosen as the prototype lobe, can be
approximated by

(4)

where is the th scaling factor and .
A realization of a 12th-order linear phase FIR filter

using the above extrapolation technique is given in Fig. 3, where
and . Coefficients to are

implemented as scaled version of to with a scaling
factor .

Optimization techniques have been proposed in [19]–[21] to
optimize the filter coefficients of the prototype lobe as well
as the scaling factors in continuous spaces. The computational
complexity, in terms of the number of multiplication of the re-
sulting extrapolated filter is much reduced when compared with
the direct form implementation. The price paid for that is that
the order of the extrapolated filter may be slightly higher than

Fig. 3. Structure of extrapolated impulse response.

that of the minimax optimum [19], [20]. The frequency response
of the extrapolated filter is generally degraded if the same order
as that of the minimax optimum filter is adopted.

III. EXTRAPOLATED IMPULSE RESPONSE WITH

RESIDUAL COMPENSATION

The degradation in the frequency response in the traditional
extrapolated filters is due to the fact that the complexity reduc-
tion is achieved by reducing the degree of freedom of filter coef-
ficients. Coefficients are only approximations of their optimum
values. To meet a given specification, the order of the extrap-
olated filter is, in general, higher than that of the minimax op-
timum. In order to overcome this problem, an extrapolated im-
pulse response with residual compensation is introduced to syn-
thesize discrete coefficient filters [18].

A. Structure

Assume that the optimum impulse response of a th-order
linear phase FIR filter for a given specification in a discrete
space is for . The discrete space, de-
noted as , may be the finite-word length space or the signed
power-of-two space. Therefore, , and ,
for .

Since the coefficients are symmetric, only the coefficients
with non-negative index are considered. Assume further that the
coefficients are quasi-periodic with duration from
to for periods. Thus,

and both are integers. Following the procedure of
the traditional extrapolated filters, the filter coefficients of
for and are implemented
accurately. For within the range ,
if the period with the smallest magnitude is chosen as the pro-
totype lobe, and all the other periods are approximated as the
scaled versions of the prototype lobe, the approximated coeffi-
cients, denoted as , from to
become

for

and

(5)
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Fig. 4. Extrapolated impulse response with residual compensation.

where the scaling factors are integers or power-of-two num-
bers for multiplierless implementation. Therefore, the coeffi-
cient residuals, denoted as , due to the approximation are
given by

for (6)

Thus, the -transform transfer function can be precisely
represented as

(7)

In the implementation of the extrapolated filter, the coefficient
residuals are compensated by adding the products of the signal
samples and the residuals into the tap delay line, as shown in
Fig. 4. Thus, the filter impulse response is restored perfectly.

Comparing the residual compensated extrapolated filter im-
plementation shown in Fig. 4 with the transposed direct form
implementation shown in Fig. 1, it can be seen that the num-
bers of structural adders are the same for both structures, since
generally each extrapolated coefficient is compensated by a cor-
responding residual. The MB adders of the proposed technique
can be further classified into the prototype coefficient adders and
the residual adders, which are used to realize the prototype co-
efficients and residuals, respectively. Both the prototype coeffi-
cients and residuals can share the same MB using MCM algo-
rithms, since they are multiplied by the same signal, as shown in
Fig. 4. Since the residual is the difference of the optimum coeffi-
cient value and the extrapolated approximation, its magnitude is
much smaller than the original optimum value. The magnitudes
of the prototype coefficients are small, since the lobe with the

smallest magnitude of coefficient values is selected as the proto-
type lobe. Thus, the dynamic range of the coefficient multiplier
is significantly reduced. As a result, the number of distinct odd
positive integers is reduced.

It should be noted from Figs. 3 and 4 that, in the extrapo-
lated impulse response structure, besides the structural adders
and MB adders, another two types of adders are employed in
the residual compensated extrapolated filters. The first type of
adder is the extrapolation adders used to add the extrapolated
terms into the tap delay line; and the second type is the scaling
factor adders used to generate proper scaling factors if they are
not power-of-two numbers. To minimize the number of overall
adders, the scaling factors are chosen in such a way that as few
scaling factor adders as possible are used to reduce the number
of distinct residuals as much as possible. If power-of-two num-
bers are used for the scaling factors, no additional scaling factor
adders are requires. However, in some cases, using a few scaling
factor adders may achieve more saving in the residual adders.

B. An Example

In spite of the overhead which might be caused by the ex-
trapolation adders and scaling factor adders, the proposed tech-
nique still significantly reduce the overall number of adders
when compared with any other existing techniques. An example
is taken from literature [17] to illustrate the efficiency of the pro-
posed technique.

The discrete filter coefficient values presented in [17] are
listed as in Table I for easy reference. As we have indi-
cated in the introduction, the number of non-one distinct coef-
ficient values (after they have been transformed to positive odd
numbers) of the coefficient set of this filter is 52. Therefore, the
lower bound of the MB adders is 52, which have been achieved
by many algorithms [2], [10]–[12].

By inspecting the coefficient values in Table I, it is noted
that the filter impulse response shows a quasi-periodicity for 5
periods, from to , with period duration of 9. The pe-
riod with the minimum coefficient magnitude, i.e., from
to is chosen as the prototype lobe to approximate the other
4 lobes. The scaling factors for lobes to to

to and to are chosen to be 20,
, and , respectively. Therefore, the approximated coef-

ficient values are given by

for (8)

Thus, the residuals are

for

(9)

Both and for are listed in Table I.
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TABLE I
IMPULSE RESPONSE OF A 120TH-ORDER FILTER. ���� IS THE ORIGINAL

DISCRETE COEFFICIENT VALUE OBTAINED IN [17], � ��� IS THE

EXTRAPOLATED APPROXIMATION OF THE ORIGINAL COEFFICIENT

VALUE, AND � ��� IS THE RESULTING RESIDUAL. COEFFICIENTS

FROM ����� TO ����� ARE USED AS THE PROTOTYPE LOBE

It can be seen from Table I that the residual coefficient values
from to are much smaller than their original
values. To implement the filter in residual compensated extrap-
olated form, the coefficient values to be synthesized are
to to and to . Among these
coefficient values, the number of distinct non-one coefficient
values (after they have been transformed to positive odd num-
bers) have been reduced to 31. Using RAG-n algorithm [2]
to generate the subexpression coefficients, the resulting MB
requires 33 adders, which is close to the new lower bound of 31.
The reason that 2 more adders are used than the lower bound
is that some coefficient values of the center lobe are realized
directly, and their magnitudes are large, among which and

, each requires two adders to synthesize.
Symmetric coefficients of linear phase FIR filter can share

the MB. However, the extrapolation adders and scaling factor
adders for symmetric lobes cannot be shared with each other as
shown in Fig. 4. Therefore, besides the MB adders, the extrapo-
lated realization requires additional 8 adders to add the extrap-
olated lobes into the tap delay line, and additional 2 adders to
generate the scaling factor 20. Thus, in total 43 adders are re-
quired to synthesize the filter, as shown in Table II. The best

TABLE II
NUMBER OF ADDERS USED TO SYNTHESIZE THE FILTER COEFFICIENTS

Fig. 5. Extrapolated impulse response with residual compensation without in-
cluding tail coefficients.

results obtained by synthesizing the same set of discrete coef-
ficients in published literature require 52 adders [2], [10]–[12];
the result is also listed in Table II for comparison.

In the synthesis of the extrapolated impulse response, it is
noted that extra delay chains may be used. As indicated by the
dashed circles in Fig. 4, a delay chain of length in this
example, is used when the coefficient symmetry is exploited.
Furthermore, if , the tail coefficients, as
shown in Fig. 5, are not included in any extrapolation lobe, one
more delay chain with the same length is required. The delay
chain(s) are employed to maintain the delays of tap signals.

The extra delay chains are inherent in the extrapolated im-
pulse response structure. The reason that the extra delay chain
was not previously considered in [19]–[21] is because that the
overhead introduced by the delay chain is negligible compared
with the saving in multipliers. In our proposed technique, how-
ever, the arithmetic complexity is reduced to such an extend
that it has become necessary to consider the complexity of the
delay chain. Fortunately, each delay chain absorbs one tap delay
element in the original filter structure, which compensates for
the implementation complexity and power consumption. A re-
alization of the delay chains is given in Section VI. A detailed
analysis of the power consumed by the delay chain is given in
Appendix. The implementation and power consumption over-
head due to the delay chains are discussed in Sections VI and
VII, respectively.

IV. OPTIMIZING FILTER COEFFICIENTS AND RESIDUALS IN

SUBEXPRESSION SPACE

As illustrated in Section III, the proposed technique can sig-
nificantly reduce the number of adders in the multiplier block.
However, the example shown in Section III synthesized the ex-
trapolated impulse response filter based on a given set of discrete
coefficients, therefore belongs to the first category optimization
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technique for the subexpression sharing. It has been shown in
[16] that the second category optimization techniques, where
coefficient values are optimized directly in subexpression space,
outperformed significantly over the techniques of the first cate-
gory. In this section, a linear programming problem of the pro-
posed structure is formulated to optimize the filter coefficients
and residuals in subexpression space.

A. Review of Subexpression Space

A subexpression space is constructed based on a subexpres-
sion basis set [16]. The basis set consists of 0 and odd integers
and the order of the basis set is defined as the number of adders
needed to generate the values of all the elements in the set. For
example, the order of the basis set is 3.

A subexpression space is then constructed on a subexpression
basis set by defining its element as

(10)

where is a predefined subexpression basis set and is an
integer. is the number of allowed subexpression terms. From
the equation, it is noted that for a given and a given subexpres-
sion basis set, in general, the constructed subexpression space
is a subset of the integer space with the same wordlength.

In optimizing the filter coefficient using B&B MILP in subex-
pression space [16], the subexpression basis set is first defined
and the number of subexpression terms allocated to each co-
efficient is also specified. The normalized peak ripple magni-
tude (NPRM) [22] is minimized subject to the filter specifica-
tion such as band ripple ratios and band edges.

During the branch and bound optimization, filter coefficients
are selected for branching and the discrete values assigned to
each coefficient is in the predefined subexpression space of the
particular coefficient.

B. Formulating the Linear Programming Problem

Based on (7), the frequency response of a linear-phase
residual compensated extrapolated impulse response FIR filter
can be expressed as

(11)

In (11), for is the
filter coefficient that is synthesized directly; for

and
is the extrapolated coefficient with the

scaling factor prefixed and ; and for
is the residual used to

improve the precision of the filter coefficients. Therefore, the
total number of the variables to be optimized is equal to the
number of the original filter coefficients. The optimization is
formulated to find the filter coefficient values of for

, and residuals for
, in given spaces, to mini-

mize the frequency response ripples

minimize:

subject to: for

for (12)

where and are the passband and stopband edges, and
are the passband and stopband ripples, and is the fre-

quency response of the filter given in (11). This problem can be
efficiently optimized by B&B MILP [16], [22], [23]. It is noted
that the residuals are usually much smaller than their original
filter coefficient values; during the branch and bound search, it
is more likely to produce zero-valued residuals. A zero-valued
residual contributes to two adders reduction in the structural
adders and therefore is preferred.

The criteria of the selection for a coefficient for branching
could be found in [24]. In particular, the coefficients in the pro-
totype lobe have more impact on the frequency response and
hence should be branched at early stage in the branch and bound
optimization. The bound condition is determined by the subex-
pression space predefined for each coefficient [16]. The com-
putation time in optimizing the coefficient values and residuals
of the proposed technique is similar to that of MILP in the opti-
mization of filters in other discrete spaces and/or structures. The
computation time increases exponentially with the number of
variables [16], [24]. For a given number of variables, the com-
puting time required for different specifications differs widely
[24]. The typical computation time for designing a 60th-order
filter, for instance, ranges from 20 min to 2 h on a Pentium
4 2.4 GHz desktop computer with 3 GB RAM.

V. DESIGN EXAMPLES

In this section, several benchmark filters from literature are
designed to illustrate the superiority of the proposed technique.
The detailed design procedures are given for the first two exam-
ples in Sections V-A and V-B, whereas five more examples are
collectively presented in Section V-C.

A. Example

Example is taken from the second example of [17]. The
filter specification is as follows: a lowpass filter with order 62
has passband and stopband edges at and ,
respectively; the passband and stopband ripples are
and , and the effective wordlength (excluding the
sign bit) is 11. By inspection of the optimal continuous coeffi-
cients, the 26 coefficients from to consist of 2 lobes,
each comprising of 13 coefficients. Thus, the coefficients from

to are chosen as the prototype . (from
to ) is approximated by the prototype with a

scaling factor . This can be expressed mathematically
as

for (13)
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TABLE III
IMPULSE RESPONSE OF EXAMPLE ��. COEFFICIENTS FROM ����� TO ����� ARE CHOSEN AS THE PROTOTYPE LOBE. RESIDUALS FROM � ��� TO � ���� AND

COEFFICIENTS FROM ����� TO ����� ARE REALIZED IN THE MULTIPLIER BLOCK. ���� � � ��� 	 � ���	 ��� FOR � � �� �� 
 
 
 � ��, WHERE � � ��

It is noted that, in this example, the center coefficient is in-
cluded in a lobe extrapolated from the prototype lobe. To avoid
the extrapolation of the center coefficient being added twice in
the implementation where coefficient symmetry is exploited, a
modified structure, illustrated by a 10th-order example, is shown
in Fig. 6, where coefficients to are extrapolated from

to . In this structure, is added into the delay
chain only once.

The subexpression space for the design is constructed on a
basis set of order 7

(14)

The resulting filter coefficients are listed in Table III. It can be
seen that residuals and require 2 adders to construct
each. However, since they both use the coefficient 167

which is already synthesized in , only one adder
each is used in the synthesis of and . Furthermore,
it is noted that and are 0 which contributes to 4
adders reduction in the structural adders. As listed in Table IV,
both the MB adders and structural adders are reduced by 4 in
comparing with the best result obtained in literature [16]. The
overall number of adders reduced is 6 after the 2 extrapolation
adders are compensated. It is also noted from Table III that the
effective wordlength of the filter coefficient is 10 which is one
bit less than that in [16].

B. Example

Example is also taken from [17]. The filter specification
is as follows: a highpass filter with order has stopband
and passband edges at and , respectively;
the stopband and passband ripples are and

while the effective wordlength (excluding the sign bit)
is 14.

Again, by inspecting the optimal continuous coefficient
values, it is noted that the filter impulse response shows a
quasi-periodicity for five lobes, from to , with each
lobe consisting of nine coefficients. The lobe with the min-
imum coefficient magnitude, i.e., (from to )
is chosen as the prototype lobe to approximate the other 4 lobes.
The scaling factors for ( to ), (

Fig. 6. Modified extrapolated impulse response structure with the center coef-
ficient extrapolation.

to ), ( to ) and ( to )
are chosen to be , and 16, respectively. Expressed
mathematically, we have

for (15)

The other coefficient values are synthesized directly. So, the co-
efficients to be optimized in this problem are for and

and for .
The multi-step design approach proposed in [16] is employed

to accelerate the optimization procedure, as well as to reuse the
subexpression bases. The filter coefficients are split into three
groups

Group A: to and to

Group B: to

Group C: and to

In the course of the optimization, the residuals and coeffi-
cients in Group A are first optimized in a subexpression space
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TABLE IV
NUMBER OF ADDERS USED TO IMPLEMENT THE FILTERS

constructed by an initial subexpression basis set, while the resid-
uals and coefficients in Group B and Group C are left con-
tinuous. Once a set of discrete values are obtained for the co-
efficients and residuals in Group A, the initial subexpression
basis set is expanded as new bases are generated. The residuals
in Group B are then optimized in the expanded subexpression
space, while the coefficients and residuals in Group A are fixed
to the obtained discrete values, and those in Group C are left
continuous. The subexpression space is further expanded. At
last, the coefficients and residuals in Group C are optimized,
while those of Group A and B are fixed to the obtained discrete
values.

The initial subexpression basis set and the subsequently
updated basis sets and are as follows:

i.e., the coefficients and residuals of Groups A–C are optimized
based on the subexpression space constructed from ,
and , respectively.

The resulting filter coefficients and residuals are listed in
Table V. It can be seen that the final basis set of requires
22 adders, while additional 8 adders are used to generate all
the coefficients in the MB. Besides, eight extrapolation adders
are used. However, it is noted in Table V that the values of
residuals , and coefficient are 0,
which contributes to 8 adders reduction in the structural adders.
The number of different type adders are listed in Table IV. Thus
the total number of adders used to construct the filter using the
proposed technique is 14 less than obtained in [16] in which
this filter is optimized in transposed direct form. It should also
be noted that, compared to the result obtained in Section III,
where the extrapolated filter is synthesized based on a given
set of discrete coefficient values, 13 more adders are reduced

by optimizing the filter coefficients and residuals directly in
subexpression space.

C. Five More Benchmark Filters

The proposed technique is further applied on five design ex-
amples taken from literature. The multiplier block adders, struc-
tural adders and total number of adders used to implement the
filters are compared with those of the best available designs. Fil-
ters , and are taken from [16]. is the first example
of [13]. is given as example 1 in [14]. As listed in Table IV,
our proposed technique synthesizes the most of the filters using
less number of adders. It is noted that for filters of order as low
as 24, the proposed technique may further reduce the required
number of adders. The reduction is achieved due to the fact that
many coefficient values and residuals are reduced to 0 because
of the extrapolation; zero save the structural adders. However,
for extremely low order and short wordlength filter as , no
further reduction is achieved since the number of adders used in
the original design is already very small.

In the implementation of the proposed filters, extra delay
chains are used. The number of delay chains required and the
length of each delay chain for each design are also shown in
Table IV. The complexity overhead due to the delay chains is
implementation dependent. A realization of the delay chain is
proposed in the following section, while the net saving in the
implementation is discussed in Section VII.

VI. A REALIZATION OF THE EXTRA DELAY ELEMENTS

A realization of the extra delay chain required in the imple-
mentation of the proposed extrapolated filter is introduced in
this section. Assume that the data width is -bits. A delay chain
of length may be realized by using 2 pointers and storage
units, as shown in Fig. 7. At any clock cycle, a new data is
written into the storage unit indicated by pointer , while the
data in storage unit indicated by is read out for arithmetic
operation. The pointers are circulated in the direction indicated
by the solid and dashed arrows in Fig. 7 over the storage units
along the clock cycle. The circuit diagram of the delay chain
with is shown in Fig. 8. The circuit consists of two parts:
a control logic and storage units. The control logic is a
shifting register constructed by 1-bit D flip-flops (DFF)
connected in a circulative manner, whereas each storage unit
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TABLE V
IMPULSE RESPONSE OF EXAMPLE ��. COEFFICIENTS FROM ����� TO ����� ARE CHOSEN AS THE PROTOTYPE LOBE. RESIDUALS FROM � ��� TO � ����,

COEFFICIENTS ��	� AND ����� TO ���	� ARE REALIZED IN THE MULTIPLIER BLOCK. ���� ��� 
 � ��� ��� � � ���� FOR � 
 ��� ���    � ���
� 
 �� �� �� �� � 
 � AND � 
 �, WHERE � 
 ��� � 
 ��� � 
 � AND � 
 ��

Fig. 7. Illustrative of the delay chain.

Fig. 8. Circuit diagram of a delay chain.

consists of -bit D latches connected by the enable signal .
The shifting registers are initialized to have one output HIGH,
while the others LOW. The HIGH output is circulated to enable
one of the storage unit to be written, and at the same time select
another storage unit to be read out by controlling the enable
signals and in the storage units at any clock cycle.
During the operation of the delay chain, at any clock cycle, only

TABLE VI
AVERAGE POWER OF �-BIT DELAY CHAIN, FULL ADDER,

AND TAP DELAY ELEMENT

two storage units and two DFFs may change states. Therefore,
the overall power consumption incurred due to the delay chain is
low. When two delay chains are used in the extrapolated filter,
the control logic of the shifting register may be shared by the
two chains.

A detailed analysis and estimation of the power consumption
incurred due to the delay chain(s) in comparison with that of
full adders and tap delay elements are given in the Appendix;
the results are listed in Table VI, where the data width is -bits.

is a unit of power defined in the Appendix. It is noted that
the power consumed by the delay chain(s) is independent of the
length of the delay chain. The increased power due to one delay
chain and two delay chains, given by and is less
than one sixth of the power consumed by an adder with width

, respectively, where , and are given in Table VI.
Furthermore, in the estimation of the power consumption, it

was assumed that there is no spurious switching in the operation
of the circuit. In practice, however, full adders experience sub-
stantial spurious switching [25], [26], whereas the delay chains
constructed from D-latches and DFFs do not result in much
of such switching. Therefore, the overall power consumed due
to the implementation of the extra delay chain(s) is negligible
in comparing with the saving achieved due to the reduction of
adders.
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TABLE VII
COMPLEXITY COMPARISON OF DELAY CHAINS AND FULL ADDERS. THE EXTERNAL SIGNAL WORDLENGTH IS ASSUMED TO BE 12 BITS

VII. DISCUSSION

It has been shown in Section V that the proposed technique
synthesizes filters using less adders but employing extra delay
elements. To give a sense on the reduction of implementation
complexity, in this section, a transistor level comparison is
given based on the realization proposed in Section VI and
the Appendix. The equivalent number of adders saved is thus
obtained. In addition to the implementation complexity, the
adder depth of the filters designed using the proposed technique
is investigated and the applicability of the proposed technique
is discussed.

A. Implementation Complexity

A simplified comparison is given in this subsection by
counting the number of transistors used in the adders and
delay chains in the implementation. Assume that the number
of adders reduced is and each adder is of -bit. Then the
number of transistors reduced is equal to 28 (assume that
the conventional 28-transistor full adder given in the Appendix
is used). On the other hand, the number of transistors used to
implement one delay chain and two delay chains of length
are and ,
respectively. Thus, the number of transistors reduced due to
the reduced number of adders and the number of transistors
increased due to the extra delay chain are shown in Table VII
for each design presented in Section V. In Table VII, the
wordlength of the intermediate result, , is assumed to be
the sum of the wordlength of the external signals and the
wordlength of the filter coefficients. Assumed also that the
wordlength of the external signal is 12 bits. The equivalent
number of adders saved after taking the additional delay chains
into consideration is listed in the last row of Table VII.

From Table VII, it is shown that the proposed technique re-
duces the implementation complexity in most cases. The re-
duction amount, varying from a few adders to more than 10
adders, depends on many factors such as the filter length, coef-
ficient effective wordlength, the number and length of the delay
chains. For very short filters with short coefficient wordlength,
for instance with filter order 15 and coefficient effective
wordlength 6, the net saving in implementation is negative; this
is because the MB in such a case is small and the saving in
MB adders and structural adders are canceled by the extrap-
olation adders. In general, in order to achieve implementation
complexity reduction, the total number of adders reduced, ,
using the proposed algorithm should satisfy

(16)

where is the number of delay chains. In (16), it is assumed that
is larger than , which in general is true.

B. Adder Depth

Adder depth is defined as the number of adders that a signal
goes through from the input to a delay element. It was pointed
out in [25], [26] that the power consumption of a MB is often
not proportional to the number of adders but is rather very much
dependent on the adder depth of every coefficient. More specif-
ically, the average dynamic power of a circuit can be expressed
by [27]

(17)

where is the supply voltage, is the clock frequency,
is the load capacitance, and is the switching activity. All the
parameters, except , are defined by the physical layout and
specifications of the circuit. Apparently, larger would result
in more dynamic power consumption. It is pointed out in [25],
[26] that in a network of adders, for instance the MB, one of the
main contributions to the increase of is due to an undesirable
effect called “glitch”. In [25] a simple model for estimating the
glitch path among all the coefficients is proposed. However, it
is shown in [26] that the model in [25] is not always accurate.
Nevertheless, it is in general agreed that larger adder depth indi-
cates more glitches and hence higher power consumption [25],
[26].

Listed in Table IV are the maximum adder depth and the av-
erage adder depth of each design. It is shown that the filters de-
signed using our proposed technique have the same maximum
adder depth in most cases and smaller average adder depth in all
cases when compared with the best previously published results.
The reduction in the average adder depth is due to the fact that
the dynamic range of the residuals is significantly reduced com-
pared with their original coefficients. These results show that
the proposed filter structure will not incur any power consump-
tion overhead due to increased adder depth; rather in addition to
the power consumption reduced due to the reduced adders, the
power consumption may be slightly further reduced because of
the smaller average adder depth.

C. Applicability and Limitation

The proposed technique is applicable to the design of any FIR
filter since the quasi-periodic property is inherent in the impulse
response. While the inaccuracy of the periodicity may degrade
the frequency response in the traditional extrapolated filter, the
proposed technique is immune to the problem of imperfect pe-
riodicity due to the introduction of residual compensation. The
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magnitude of the residual might be larger than that of the orig-
inal coefficient value; such situation, however, does not exist in
the design of the current examples, whose specifications vary
from lowpass to highpass, narrow band to wide band, and mod-
erate ripple requirements to stringent ones. When the length and
location of the prototype lobe is properly selected, the magni-
tude of residual hardly increases. Even if one or two residuals
increase the magnitudes in exceptional examples, the overall dy-
namic range of coefficient values and residuals resulted from
the extrapolation decreases for sure; the proposed optimization
technique further ensures that the values with increased magni-
tudes (if any) are synthesized using not more than the required
number of adders.

Therefore, in the proposed technique, what actually matters
is if the reduction in the MB adders and structural adders is
large enough to compensate for the increase in the extrapolation
adders and scaling factor adders. As shown in Section VII-A,
when both filter length and coefficient wordlength are short, net
implementation complexity reduction is not guaranteed. Fur-
thermore, the saving on the adders may be canceled by the ad-
ditional delay chain if the delay chain is long. For instance,
the proposed design of uses six adders less than that in
[16] as shown in Table IV. However, the equivalent saving after
compensating the delay chains is only 1.8 adders as shown in
Table VII due to the long delay chains of length 13. If the imple-
mentation complexity is the major concern, a discrete solution
using four adders less than that in [16] could be obtained using
the proposed technique where a prototype lobe with length five
is adopted; in this design, the saving on the number of adders is
reduced, but the equivalent saving after compensating for the
delay chain increases to 3.2 adders. Nevertheless, the design
with delay chain length of 13 achieves more power saving since
the power incurred due to the delay chains is independent of the
length of delay chains and is negligible. Therefore, depending
on the design requirements, complexity priority or power pri-
ority design could be chosen by selecting different prototype
lobes.

VIII. CONCLUSION

In this paper, an extrapolated impulse response with residual
compensation is proposed for synthesizing linear phase FIR
filter in subexpression sharing. The proposed filter structure
reduces the dynamic range of the coefficient values to be
synthesized and this further reduces the lower bound of the
number of adders required to synthesize a filter. Both the filter
coefficients and the residuals may be optimized directly in
subexpression space. MILP is formulated to optimize the filter
coefficients and the residuals. Examples have shown that the
number of adders used to synthesize the filter is significantly
reduced. The reduction varies from a few adders to more than
10 adders for different designs if the filter order is not lower
than 20. Extra delay chains are used in the proposed structure.
The power overhead incurred due to the proposed delay chains
is negligible, whereas the increase in the implementation com-
plexity is insignificant if the prototype lobe is chosen properly.

APPENDIX

AVERAGE POWER ESTIMATION OF DELAY CHAIN,
FULL ADDER, AND TAP DELAY ELEMENT

The power consumption of the delay chain described in
Section VI as well as the conventional 28-transistor 1-bit full
adder [28] and tap delay element is estimated in this section.
To simplify the analysis, the first-order estimation is used and
the following assumptions are made.

1) Static power consumption is much smaller than dynamic
power consumption, and therefore ignored.

2) Gate capacitance is considered as load capacitance. Drain
and source capacitances are ignored.

3) All -transistors used in the full adder, delay chain, and
tap delay element adopt the same gate size and therefore
have the same gate capacitance , whereas all -transis-
tors have the same gate capacitance . is con-
sidered as a unit load capacitance.

4) The external load of the delay chain, the tap delay element,
and the sum output of the full adder is the addend input
of the subsequent full adder, whereas the external load of
the carry out of the full adder is the carry in input of the
subsequent bit of full adder. This assumption is consistent
with the filter structure shown in Fig. 5.

5) Input data is random where 0 and 1 have equal probability.
Based on the above assumptions, the power consumed in a

clock cycle by a circuit to charge a node with a unit load ca-
pacitance (consisting of a -gate and an -gate) from 0 to 1 is
considered as a unit of power consumption, and denoted as .

, where and are the power consumed when
capacitance and are charged from 0 to 1, respectively.

A. Delay Chain

Two types of components, D-latch and D-flip-flop, are used
in the realization of the delay chain. Consider a 1-bit storage
unit consisting of a D-latch. The gate level diagram is shown
in Fig. 9. According to the structure in Fig. 8, each storage unit
only has three possible states: ST0, ST1, and ST2, as listed in
Table IX. In order to estimate the power of the whole circuit in
one clock cycle, the voltage change of both internal and external
nodes are considered.

In the operation of the circuit, at any clock cycle, one latch
transits from ST0 to ST2, one from ST2 to ST1 and one from
ST1 to ST0. All the other storage units remain the state ST0 un-
changed. The storage units remaining the states or changing the
state from ST1 to ST0 consume 0 power, regardless the values
of the data .

When the storage unit changes the state from ST2 to ST1,
only node with capacitance load may be charged from 0
to 1, if the present data is 0 and the previous data is 1. When
the present and previous data of are in other combinations, no
power is consumed. In average, 0.25 is consumed.

When the storage unit changes the state from ST0 to ST2,
if the node , which is the addend input of a full adder, is
changed from 0 to 1, 4 is consumed. If remains unchanged,
or changes from 1 to 0, no power is consumed. Therefore, in
average, 1 is consumed.
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TABLE VIII
FIRST-ORDER ESTIMATION OF THE POWER CONSUMED BY THE FULL ADDER IN ALL TRANSITIONS

Fig. 9. Circuit diagram of a D-latch.

Fig. 10. Circuit diagram of a D-flip-flop.

TABLE IX
STATES OF THE STORAGE UNIT

From the above analysis, in one clock cycle,
is consumed for 1-bit storage unit. A -bit storage unit, thus
consumes power of .

A master-slave DFF is constructed by using 2 D-latches, con-
nected as shown in Fig. 10. For a -bit delay chain, nodes

and consist of 1 unit capacitance each. Since is
connected to the subsequent DFF as well as the control signals

of and of the storage units, as shown in Figs. 8 and
9, node consists of 1 unit capacitance plus 2 of capacitance

. In the operation of the shift register, at any clock cycle, the
data stored in one DFF changes from 0 to 1 and another one
from 1 to 0, All the other DFFs keep the values unchanged and
thus do not consume any power. The two DFFs, which change
states, consume and , respectively,
for a delay chain with data width . Thus, the total power con-
sumed by one delay chain in a clock cycle is

(18)

Assume that , we have . Note
that is in general smaller than since is generally
smaller than .

When two delay chains are employed, node in Fig. 10 con-
sists of 1 unit capacitance plus 4 of capacitance . Thus,
the power consumed by the shift register for two delay chains is
(3+3.125 ) . The overall power consumed by the delay chains
are listed in Table VI.

B. Tap Delay

Tap delays are realized by DFF too. For each bit of tap delay,
and consist of 1, 1, 1, and 4 unit capacitance, re-

spectively. In one clock cycle, if the data in the DFF remains
unchange, no power is consumed; if the data changes from 0 to
1, 5 is consumed; and if the data changes from 1 to 0, 2 is
consumed instead. In average, 1.75E is consumed for 1-bit tap
delay. The value for tap delay listed in Table VI is the power
consumption of a -bit tap delay.

C. Full Adder

The conventional CMOS 1-bit full adder has three inputs
, two outputs . Table VIII lists all possible

state transitions of a full adder and the corresponding power
consumption where the transitions of both internal and external
nodes are considered. It is shown that in average, a 1-bit full
adder consumes power of 2.5 . The value listed in Table VI is
a -bit adder.
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